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Summary

This thesis is devoted to the study of optical spectra of thermonuclear supernovae, known
as “Type Ia” supernovae (SN Ia). These violent stellar explosions, visible across a large
fraction of the observable universe, are used to measure distances on cosmological scales.
By directly probing the expansion dynamics of the universe, measurements of relative
luminosity distances to SN Ia have shown the universal expansion to be accelerating. Such
an acceleration can only be explained if the universe is pervaded by a new form of energy
with negative pressure – or “Dark Energy”, such as Einstein’s cosmological constant, Λ.

The use of SN Ia as distance indicators requires the use of a purely empirical calibration
scheme relating the shape of the SN Ia light curve with its peak luminosity. Although this
relation is well verified for SN Ia in the local universe, it lacks convincing theoretical basis.
Moreover, in view of the current uncertainties in modeling the explosion mechanisms and
inferring the progenitor systems of SN Ia, its extrapolation to higher redshifts could be
systematically affected by evolutionary effects, thereby biasing the cosmological results.

Spectroscopy is better suited than photometry to make quantitative comparisons be-
tween SN Ia at different redshifts. Large amounts of information are conveyed by spectra
on the properties of the ejecta (chemical composition, velocity/density gradients, excita-
tion level); subtle differences, blurred together in photometric measurements, will show up
in the spectra. However, comparisons of SN Ia at different redshifts have so far only been
qualitative in nature. This thesis presents original results on a quantitative comparison,
based on several analysis tools developed and/or tested during the course of the past three
years.

The thesis is structured as follows: the first two chapters serve as an introduction to
the reader on the cosmological use of SN Ia, and on their optical spectra (theory and
observation). Chap. 3 [27] presents a two-dimensional deconvolution method to separate a
supernova spectrum from the contaminating background of its host galaxy. This algorithm
was used to reduce the SN Ia spectra, taken with the ESO Very Large Telescope, presented
in Matheson et al. [187] (see Appendix A). In Chap. 4, we discuss the use of a cross-
correlation tool to determine the redshift of a SN Ia based on its spectrum alone – i.e.,
not relying on narrow lines in the spectrum of the host galaxy. The main focus of this
thesis is Chap. 5 [26]: using characteristics of line-profile shapes in SN Ia, we provide the
first clear quantitative evidence that the high-redshift SN Ia are indeed similar to their
local counterparts, providing a confirmation of their use as reliable cosmological distance
indicators. Finally, in Chap. 6 we present preliminary results on cosmological time-dilation
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effects in high-redshift SN Ia spectra.



Zusammenfassung

Diese Doktorarbeit beschäftigt sich mit dem Studium optischer Spektren thermonuklearer
Supernovae, bekannt als “Typ Ia” Supernovae (SN Ia). Diese gewaltigen Sternexplosionen,
die über einen grossen Bereich des Universums beobachtet werden können, werden dazu
benützt Distanzen auf kosmologischen Skalen zu messen. Relative Leuchtkraftdistanzen zu
SN Ia, welche die Expansiondynamik direkt vermessen, haben gezeigt, dass die universale
Ausdehnung beschleunigt ist. Eine solche Beschleunigung kann nur damit erklärt werden,
dass das Universum von einer neuen Energieform mit negativem Druck – oder “Dunkler
Energie”, wie zum Beispiel Einsteins Kosmologische Konstante, Λ, durch drungen ist.

Die Benützung von SN Ia als Distanzindikatoren basiert auf einer vollkommen empiri-
schen Eichung, in der die Lichtkurvenform einer SN Ia mit ihrer Leuchtkraft am Maximum
korreliert wird. Obwohl diese Beziehung im nahen Universum gut verifiziert werden kann,
mangelt es immer noch an einer überzeugenden theoretischen Basis. Berücksichtigt man
die momentaren Unsicherheiten bezüglich der Explosionsmodelle und der Vorgängersterne
von SN Ia ist eine Extrapolation zu höheren Rotverschiebungen mit möglichen systemati-
schen Entwicklungseffekten befrachtet. Solche Effekte können die kosmologischen Resultate
beeinträchtigen.

Spektroskopie ist besser geeignet als Photometrie um einen quantitativen Vergleich
zwischen SN Ia bei verschiedenen Rotverschiebung zu ermöglichen. Die Information, die
in Spektren zu Verfügung steht, kann benützt werden, um die Eigenschaften der Super-
novahülle (chemische Zusammensetzung, Geschwindigkeit- und Dichte-Gradienten, Anre-
gungszustand) zu messen; feine Unterschiede sind in Spektren aufgezeichnet. Vergleiche
von Spektren von SN Ia bei unterschiedlichen Rotverschiebungen waren bisher nur von
qualitativer Natur. Diese Arbeit präsentiert neue Resultate eines quantitativen Vergleichs.
Dazu wurden mehrere neuartige Methoden zur Analyse im Verlaufe der letzten drei Jahre
entwickelt und getestet.

Die Doktorarbeit ist folgendermassen gegliedert: die ersten zwei Kapitel dienen als Ein-
leitung zum kosmologischen Gebrauch von SN Ia und deren optischen Spektren (sowohl
Theorie als auch Beobachtung). Kapitel 3 [27] stellt eine Methode zur zwei-dimensionalen
Trennung von Supernovaspektrum und dem störenden Hintergrund der Muttergalaxie vor.
Dieser Algorithmus wurde für die Reduktion der SN Ia Spektren, die mit dem ESO Ve-
ry Large Telescope beobachtet und in Matheson et al. (2005) veröffentlicht wurden (man
vergleiche auch Appendix A), verwendet. In Kapitel 4 diskutieren wir den Gebrauch ei-
ner Korrelationsmethode zur Bestimmung der Rotverschiebung einer SN Ia aufgrund ihres
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Spektrums, i.e. ohne Berücksichtigung der schmalen Spektrallinien der Muttergalaxie. Der
Hauptbeitrag dieser Doktorarbeit ist Kapitel 5 [26]: mittels der Charakteristika der Lini-
enprofile von SN Ia konnten wir zum ersten mal deutlich und quantitativ zeigen, dass kein
Unterschied zwischen hoch-rotverschobenen und nahen SN Ia besteht. Damit konnten wir
die Eigenschaft von SN Ia als gute kosmologische Distanzindikatoren weiter stärken und
bestätigen. Zuletzt, in Kapitel 6, werden erste Resultate zur Zeitdilatation in Spektren
hoch-rotverschobener SN Ia gezeigt.

Many thanks to Bruno Leibundgut for the German translation.



Chapter 1

Introduction

Only two things are infinite,
the universe and human stupidity,

and I’m not sure about the former.

Albert Einstein

Supernovae are amongst the most energetic stellar explosions in the universe. Super-
novae that originate from the thermonuclear disruption of a White Dwarf star (known as
“Type Ia” supernovae, or SN Ia) have typical energies of ∼ 1051 erg. Their large luminosi-
ties (4− 5× 109L�, where L� denotes the luminosity of the sun; see Fig. 1.1) result from
photons generated in the decay chain of 56Ni synthesized in the explosion, and make SN Ia
visible across a large fraction of the observable universe, when the universe was less than
half of its present size. The recognition that the light curves of SN Ia could be used to
calibrate their apparent peak luminosity has prompted the use of such events as distance
indicators on cosmological scales. This unique property has enabled astronomers to use
SN Ia as direct probes of the dynamics of the universal expansion, and led two indepen-
dent research teams (the High-z Supernova Search Team1 [244]; the Supernova Cosmology
Project2 [226]) to conclude that the universe was dominated by a “negative pressure” en-
ergy component, causing its expansion to accelerate. Thus, SN Ia have been prime actors
in the elaboration of what is known as the “concordance model” of modern cosmology, and
the results derived from observations of such events have profound implications for our
physical understanding of the universe we live in. SN Ia are also events of astrophysical
importance in their own right, with implications for stellar/binary evolution scenarios and
chemical enrichment of the universe (SN Ia are the main producers of iron).

In this introductory chapter we give an overview of thermonuclear supernovae and their
use in determining cosmological parameters.

1.1 General properties of thermonuclear supernovae

1.1.1 The confusing and misleading classification of supernovae

Minkowski [203] was the first to recognize different types of supernovae, on the basis on
the absence (“type I”, or SN I) or presence (“type II”, or SN II) of hydrogen Balmer

1http://cfa-www.harvard.edu/cfa/oir/Research/supernova/HighZ.html
2http://panisse.lbl.gov/

http://cfa-www.harvard.edu/cfa/oir/Research/supernova/HighZ.html
http://panisse.lbl.gov/
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Figure 1.1: Hubble Space Telescope (HST) image of the Type Ia supernova SN 1994D in
its parent galaxy NGC 4526. The supernova is the bright spot on the lower-left corner of
the image. SN 1994D is almost as bright (only a factor of three lower in flux) as the entire
parent galaxy. (credits: High-z Supernova Search Team [270]; HST ; NASA).
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lines in their optical spectra. SN I were also characterized by a deep absorption trough
near 6150 Å, later found to be due to the Si ii λλ6347,6371 doublet (often denoted “Si ii
λ6355”). SN I lacking this feature were referred to as “peculiar” (and denoted SN Ip) by
Bertola [21]. Zwicky [324] “refined” this classification scheme by introducing no less than
five (labeled I, II, III, IV, V) supernova types, though the types III, IV, and V formed a
minority of the SN sample, and were later included amongst SN II. In later years, SN I
were further divided into subclasses according to the presence (“Type Ia”, or SN Ia) or
absence of the Si ii λ6355 feature. The latter was subdivided into “Type Ib” (SN Ib [111])
and “Type Ic” (SN Ic) supernovae, based on the presence and absence of He i in their
optical spectra, respectively. SN Ib and SN Ic are also characterized by the presence of
lines of O i and Na i in their spectra. Whether they form two distinct classes based on
their physical properties is still debated [315], and some authors refer to these events as
“SN Ib/c”.

The modern classification scheme of supernovae is still based on the presence or absence
of lines in their early-time spectra (see, e.g., [316], pp. 1–93; [75]), and is illustrated in
Fig. 1.2. Note that “Type II” supernovae (SN II) are divided into the “Type IIL” and
“Type IIP” subclasses, according to the shape of their post-maximum light curve (linear
decline in luminosity for SN IIL; nearly constant luminosity plateau for SN IIP). “Type IIn”
correspond to SN II with narrow emission lines in their spectra [269]. Several supernovae
(e.g., SN 1987M [79]; SN 1993J [288]) have early-time spectra characteristic of SN II and
late-time spectra revealing the presence of He i lines characteristic of SN Ib, and are called
“SN IIb”. Last, SN Ib/c with unusually high explosion energies (E & 1052 erg), sometimes
associated with violent gamma-ray bursts (GRB; e.g., SN 1998bw and GRB 980425 [160,
221]), are often referred to as “hypernovae”.

We show early-time spectra of the main supernova types in Fig. 1.3. The spectra of
SN Ia (a) are dominated by lines of singly-ionized, intermediate-mass elements (Mg ii, Si ii,
S ii, Ca ii), with lines of iron-group elements (Co ii, Fe ii) blocking most of the flux in the
near-UV (see Chap. 2). The hydrogen Balmer series leaves a clear imprint on the spectra
of SN II (b), and are easily distinguishable from SN Ia. SN Ib/c ((d) & (c) in Fig. 1.3,
respectively), on the other hand, look a lot like SN Ia blueward of ∼ 5000 Å, though they
lack the weak Si ii absorption near 4000 Å. Thus, in high-redshift SN Ia searches, where
the rest-frame optical range for redshifts z & 0.4 excludes the characteristic Si ii λ6355
feature, complementary information (colour evolution, light curve) is needed to confirm a
SN spectrum to be of “Type Ia”. Although SN Ib/c are typically less luminous than SN Ia,
at least one example of a luminous SN Ic exists (SN 1992ar [56]), and the “contamination” of
SN Ia samples at high redshifts by SN Ib/c will affect the inferred cosmological parameters
[126].

To further confuse (amuse?) the reader, we note that some supernovae do not fit the
classification scheme above, and are denoted as being “peculiar”. For instance, optical
spectra of SN Ia are commonly divided into “normal”, “91T-like” (i.e. resembling the
over-luminous SN 1991T), and “91bg-like” (i.e. resembling the sub-luminous SN 1991bg).
Even then, some supernovae do not fit any of the above, but are still classified as “Type Ia”
(e.g., SN 2000cx [175]; SN 2002cx [174]) [see next Chapter for more details]. Moreover, a
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Figure 1.2: The current classification scheme of supernovae is based on the presence or
absence of spectral lines in the early-time optical spectra. “Type I” supernovae are char-
acterized by the absence of hydrogen in their spectrum; further Type I subclasses are
characterized by the presence of Si ii (Type Ia); the absence of Si ii and presence of He i
(Type Ib); the absence of both Si ii and He i (Type Ic). “Type II’ supernovae are charac-
terized by the presence of hydrogen in their spectrum; further Type II subclasses include
those determined by spectral characteristics (Type IIb: events having an early-time Type
II spectrum and a late-time Type Ib spectrum; Type IIn: events that show narrow emission
lines in their spectra), and those determined by post-maximum optical light-curve shapes
(Type IIL: linear post-maximum decline in luminosity; Type IIP: constant post-maximum
plateau in luminosity). From a physical standpoint, Type Ia supernovae result from the
thermonuclear disruption of a White Dwarf star, whilst all other types result from the core
collapse of a massive star. From Turatto [293]; reproduced with permission.
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Figure 1.3: Spectra of thermonuclear (“Type Ia”; (a)) and core-collapse (“Type II/Ic/Ib”;
(b), (c), and (d), respectively) supernovae, taken at t ∼ 1 week past B-band maximum.
For the Type II SN 1987A, the spectrum is taken at τ ∼ 1 week after core-collapse. From
Filippenko [75]; reproduced with permission.
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definite detection of hydrogen emission in the spectrum of the Type Ia SN 2002ic has been
reported by Hamuy et al. [105], where lack of hydrogen was the defining characteristic of
the “Type I” supernova class.

The current classification scheme for supernovae, though useful, is confusing and mis-
leading. Confusing because of its complexity, as more objects define specific sub-types
(“91T-like”, “91bg-like”, “99aa-like”, in the case of SN Ia); this trend will naturally con-
tinue as more supernovae are observed. Misleading due to its elaboration from obser-
vational characteristics rather than from physical properties. Thus, although “Type I”
supernovae (SN Ia/b/c) are commonly defined by the absence of hydrogen lines in their
early-time optical spectra, SN Ia correspond to thermonuclear explosions, whereas all other
types (SN Ib/c and SN II) result from the core-collapse in a massive star. However, there
are various proposed models for the progenitors of SN Ia, and for the explosion mechanisms,
and the inappropriate supernova classification scheme is in part due to these theoretical
uncertainties.

1.1.2 Progenitors of Type Ia supernovae

Type Ia supernovae are believed to originate from the thermonuclear disruption of electron-
degenerate “White Dwarf3” (WD) stars [131], when they have accreted enough matter from
a binary companion to reach the so-called “Chandrasekhar limit” [53, 54] MCh ≈ 1.4M�
(see [38, 242, 212, 180] for reviews on possible progenitor scenarios).

The reason for preferring such a compact, evolved object are manifold: light curves
show a rapid (∼ 20 d) rise in luminosity to maximum [246, 4], and a fast post-maximum
decline, hinting at the small size of the progenitor. The lack of hydrogen and helium in
their spectra (for possible detection of helium in SN Ia infrared spectra, see [199]), and the
appearance of SN Ia in all morphological types of galaxies (including early-type, elliptical
galaxies; [44]), hint at the association of SN Ia progenitors with old stellar populations.
However, it appears that the less luminous SN Ia preferentially occur in elliptical galaxies,
and the more luminous ones in late-type or blue spiral galaxies [108, 110, 39], and could
be due to a decrease in the progenitor WD carbon-to-oxygen ratio with lookback time
[125, 153, 296], although Röpke and Hillebrandt [240] argue this is unlikely to be the case.

The composition of the exploding White Dwarf is subject to uncertainties, though
carbon-oxygen (C/O) WDs are preferred for their allowed range of masses (0.8 − 1.2M�)
and accretion rates (10−8 − 10−6M� yr−1), favouring the occurrence of a SN Ia event
upon reaching the Chandrasekhar limit [209]. Helium WDs would yield the wrong ejecta
composition (He and 56Ni decay products, contrary to observations; see [210]). Oxygen-
Neon-Magnesium WDs are expected to lead to an accretion-induced collapse to a Neutron
Star4, via electron-capture, rather than a SN Ia [209, 102].

3White Dwarfs are small (RWD ≈ R⊕, where R⊕ is the Earth’s radius), dense (mean density ρWD ≈
106 g cm−3) stars of about one solar mass, supported by electron-degenerate gas pressure. They slowly
radiate away their residual thermal energy on timescales of ∼ 10 Gyr; see [273].

4Neutron Stars are small (RNS ≈ 10 km), dense (ρNS ≈ 1014 − 1016 g cm−3) stars of about one solar
mass, supported by neutron-degenerate gas pressure. They were first suggested as the compact remnants
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While it is accepted that WD must accrete matter from a binary companion to become
unstable, the nature of this “donor” star is still very much debated. Two scenarios are
envisaged: (i) the “double-degenerate” scenario results from the merging of two C/O WDs
in a close (orbital separation a ∼ 10R�; see [134]) binary system, where the two components
are progressively brought together via emission of gravitational waves [307, 133]; (ii) the
“single-degenerate” scenario in which the WD accretes hydrogen- or helium-rich matter
from a non-degenerate subgiant/giant star [317, 208]. The double-degenerate scenario
requires a binary WD system in which the total mass exceeds the Chandrasekhar mass,
and with short enough orbital periods (Torb . 10 h; see [134]) for the merger event to
occur within the Hubble time. Although such short-period WD binary systems have been
detected (e.g., [190]), only two systems has been found with a total mass within 10% of
the Chandrasekhar limit [154, 205]. Moreover, the outcome of the merger is still uncertain
and collapse to a Neutron Star seems more likely in such a scenario [262, 180], although
super-Chandrasekhar explosions could in principle explain the over-luminous SN Ia such
as SN 1991T [82]. Last, the recent definite detection of hydrogen (Hα) emission in the
spectrum of SN 2002ic [105] has brought a fatal blow to the double-degenerate scenario
(since it is the signature of interaction with a hydrogen-rich companion star), although
Livio and Riess [181] claim that this feature could arise from the interaction of the SN Ia
shock wave with material ejected during the AGB5 phase of one of the binary WDs.

The favoured progenitor scenario thus appears to be the single-degenerate scenario
(Fig. 1.4), although it is still uncertain whether a WD can reach the Chandrasekhar limit
by accretion of hydrogen [47]. However, binary systems in which the WD stably accretes
hydrogen at a high rate (& 10−7M� yr−1) from a subgiant companion have been identified,
and are known as Supersoft X-ray Sources (e.g., [297]). The aforementioned detection of
hydrogen emission in one SN Ia spectrum also strengthens this scenario.

Thus, despite the existence of a “preferred” progenitor model for SN Ia, several theo-
retical uncertainties remain that hamper progress in modeling the explosion. In view of
the observed diversity of SN Ia (see Sect. 2.2.2, p. 50), it is unclear whether such variations
can be accommodated within a single model, or if different progenitor systems need to be
invoked for some events.

1.1.3 Light curves and explosion models of Type Ia supernovae

Light curves

With initial radii of ∼ 104 km (corresponding to the White Dwarf radius) and expansion
velocities of ∼ 104 km s−1(as determined from blueshifted absorption features in SN Ia
spectra), it is difficult to see how a SN Ia could avoid cooling adiabatically and emit

of core-collapse supernovae by Baade and Zwicky [9].
5The final evolutionary stage of stars with initial masses . 8M� is the Asymptotic Giant Branch (AGB).

An AGB star consists of a degenerate C/O core surrounded by a very extended convective atmosphere.
Mass is lost via a dense and dusty outflow at rates of ∼ 10−8 − 10−4M� yr−1 and expansion velocities of
5− 30 km s−1
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Figure 1.4: Cartoon illustrating the binary progenitor system of a thermonuclear (Type
Ia) supernova. An evolved star (here a Red Giant; left) and an electron-degenerate White
Dwarf (WD) star (right) co-rotate in the same gravitational potential. If the two stars
are close enough, the Red Giant (“donor star”) can transfer some of its envelope onto the
WD star via an accretion disk, coplanar with the binary orbit. If the WD star accretes
enough material from the donor star such that it’s total mass reaches the Chandrasekhar
limit (∼ 1.4 M�), the WD star undergoes thermonuclear disruption, resulting in a Type
Ia supernova event. (credits: Melissa Weiss; CXC; NASA).
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any photons at all. Colgate and McKee [58] solved this embarrassing state of affairs by
suggesting that the observed light from SN Ia events was entirely powered by the radioactive
decay of 56Ni synthesized during the explosion6. Typically∼ 0.4−0.8M� of radioactive 56Ni
is synthesized during the explosion [60], and the peak luminosity of the SN Ia event scales
with the nickel mass [6, 7, 31]. Subsequent decay to 56Co proceeds via electron capture
with a half-life of 6.1 d, then through electron capture and β+ decay to stable 56Fe with
a half-life of 77 days. Each of these decays produces γ-ray photons, which down-scatter
and diffuse out at longer wavelengths, where the opacity in the ejecta is lower [234]. Thus,
radioactive decay of nickel provides the energy input that make SN Ia radiate. Roughly
80% of the radiative flux is emitted at optical and near-infrared wavelengths [286, 287].

We show examples of bolometric (i.e. integrated over several passbands) light curves
of SN Ia in Fig. 1.5. The ordinate is in logarithmic units of energy output (erg s−1),
whilst the abscissa is a time axis in units of days from bolometric maximum. Although the
luminosities vary by a factor of ten at peak, SN Ia light curves share fundamental properties.
At the earliest times, the ejecta is so opaque that the radioactive energy input is converted
into kinetic energy of the expansion. As the supernova expands, the time for thermalised
photons to diffuse out shortens, and the luminosity increases. This, combined with the
exponentially decreasing rate of energy input from 56Ni decay, causes a maximum in the
light curve [233], at which time the luminosity equals the instantaneous energy deposition
rate (under the assumption of constant opacity) – referred to as “Arnett’s rule” [6]. After
a rapid post-maximum decline in luminosity, the light curves display an exponential tail
after ∼ 40 d past maximum. At these phases, the ejecta is optically thin: a large fraction
of γ-rays escape conversion to optical photons, and the decline in luminosity is faster than
the 56Co−→56Fe decay rate (e.g., [170]).

The near-infrared (IJHK) light curves of SN Ia display a secondary maximum at
∼ 20− 40 d past maximum light [71], which appear as a shoulder in the V R light curves
(see Fig. 1.5). Though the mechanisms leading to this secondary maximum are unclear,
Pinto and Eastman [234] have suggested that it could be explained by a decrease in the
opacity in the outer layers of the SN Ia ejecta. Note that is in not present in the light
curves of sub-luminous SN Ia (SN 1991bg and 1999by in Fig. 1.5).

Explosion models

The mechanisms by which SN Ia explode, and in particular the ignition of the burning in
the accreting WD, continues to be uncertain, despite more than twenty years of modeling
(see [321, 117] for reviews). As for the progenitor systems, two distinct classes of models
are proposed for the onset of thermonuclear burning. In one model, carbon is ignited at the
WD center, when the latter reaches the Chandrasekhar limit. Variations within this model
are associated with the propagation of the burning front: pure detonations (supersonic)
have been discarded due to their overproduction of iron-group elements, and excessively
high expansion velocities [320]; pure deflagration (subsonic) models, such as the W7 model

6The decay process 56Ni−→56Co (6.01 days) releases 1.72 MeV of γ-rays per decay; the subsequent
decay process, 56Co−→56Fe (77 days) releases 3.59 MeV of γ-rays per decay
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Figure 1.5: Bolometric light curves of Type Ia supernovae [281, 283]. The logarithm of
the bolometric luminosity Lbol is plotted as a function of the supernova phase. The light
curves are colour-coded by supernova name, and we give the filters used to construct each
bolometric light curve. Type Ia supernovae are not standard candles: the bolometric
luminosity at maximum (Lbol,max) of SN Ia spans an order of magnitude. However, the
more luminous events tend to have broader light curves, and hence a slower post-maximum
decline in luminosity. SN Ia thus appear to be “standardizeable” (sic) candles.
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of Nomoto et al. [211], have been more successful in reproducing the ejecta composition
and expansion velocities as derived from spectral synthesis calculations (e.g., [136, 197]),
although the propagation speed of the deflagration wave is parametric. An alternative
solution is for the burning front to start as a deflagration and change to a detonation at
a given transition density. Such models are referred to as “delayed detonation” (DDT)
models [146], and have been shown to reproduce some of the observations [119, 122]. We
present some characteristics of a DDT model in Chap. 2.

In a second set of models, applicable to sub-Chandrasekhar mass WDs, helium deto-
nates at the WD surface, near the bottom of the accreted helium layer (see [322, 182]).
The resulting inward-propagating pressure wave compresses the C/O core which ignites off-
center. Although such models would in principle explain the sub-luminous SN Ia events,
the high-velocity ejecta tend to have the wrong composition (He and 56Ni dominate).

Despite all the aforementioned theoretical uncertainties concerning the progenitor sys-
tems of SN Ia and their explosion mechanisms, these events are commonly used to de-
termine distances on cosmological scales, through the normalisation of their luminosity at
maximum via an empirical correlation, presented in the following section.

1.2 Type Ia supernovae as distance indicators

A single glance at the bolometric light curves in Fig. 1.5 is needed to conclude that SN Ia are
not “standard candles” (see also [166]). Their bolometric luminosity at maximum varies by
a factor of 3(10) when excluding(including) the sub-luminous events. However, Fig. 1.5 also
suggests a correlation exists between the shape of the light curve and the peak luminosity,
namely that the more luminous events tend to have broader light curves about maximum,
and hence display a slower post-maximum decline in luminosity. This correlation was
formulated explicitly by Phillips [229], and parametrized using the decline in magnitudes
in the B-band between maximum and +15 d past maximum – the ∆m15(B) parameter. We
show plots of the absolute magnitude (assuming a Hubble constantH0 = 65 km s−1 Mpc−1,
and determining the distance to the SN Ia from the redshift of the host galaxy) vs. the
∆m15(B) parameter in Fig. 1.6, for the BV I passbands. The correlation is obvious, and
commonly referred to as the “Phillips relation” in the literature. The peak magnitudes of
SN Ia can be normalized using this relation, and the scatter in the B-band peak magnitudes
reduces to ∼ 0.13 mag in local SN Ia [218]. Thus, if not standard, SN Ia do appear to be
“standardizeable” (sic) candles.

The Phillips relation is fundamental to using SN Ia as reliable distance indicators.
However, it is purely empirical, and only securely verified for SN Ia in the local universe.
The extrapolation of such a relation to SN Ia at higher redshifts might be inaccurate, arising
possibly from distinct progenitor properties or yet unknown differences in the explosion
mechanism. However, Efstathiou et al. [69] have shown that the low- and high-redshift
samples of Perlmutter et al. [226] have the same light-curve width–luminosity relation
and consistent peak absolute magnitudes MB. Höflich et al. [123] have tried to give a
theoretical basis to the Phillips relation, invoking a relation between the mass of 56Ni
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Figure 1.6: Left: Absolute BV I magnitudes corrected for Galactic reddening plotted
against the ∆m15(B) decline-rate parameter [229]. This sample comprises 41 SN Ia in the
Hubble flow (z ≥ 0.01) from the Calán/Tololo [106] and CfA [247] supernova searches.
Right: 23 SN Ia with significant host-galaxy reddening (E(B − V )Avg < 0.05 mag) have
been removed from the sample. The linear fits (dashed lines) are those of Hamuy et al.
[107]. From Phillips et al. [230]; reproduced with permission.
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synthesized during the explosion and the resulting temperature of the ejecta; the latter is
cooler for little 56Ni produced, leading to a faster recession of the photo-emitting layers
in the comoving frame of the ejecta, and hence a faster decline in luminosity. Recently,
Krisciunas et al. [158] have noted the absence of relation between luminosity and light-
curve shape in the near infrared (JHK bands), opening up exciting prospects for future
high-z SN Ia observations in this (rest-frame) passband.

Nevertheless, applying this luminosity correction to local SN Ia yields distances of
impressive accuracy, best visualized in the form of a “Hubble diagram” (i.e. a plot of
distance vs. redshift; Fig. 1.7), after Hubble [132]. The SN Ia used in the Hubble diagram
need to be in the “Hubble flow”, such that their redshift is indeed due to the universal
expansion and not to peculiar motions of their host galaxies. The ordinate of the plots
in Fig. 1.7 is the difference between the apparent and absolute magnitude of a particular
SN Ia (its “distance modulus”, see next section). The magnitudes in this plot have been
normalized to an absolute magnitude of MB = −19.5 (for H0 = 65 km s−1 Mpc−1). The
linear slope (dashed line) is the corresponding Hubble law, with a dispersion of corrected
SN Ia distance moduli of only ∼ 0.2 mag.

Determinations of H0 using SN Ia abound in the literature (see [32], and references
therein), with values in the range 54 − 67 km s−1 Mpc−1. Such measurements requires
absolute distance measurements, and the use of a primary distance indicator to calibrate
the SN Ia absolute magnitudes, such as Cepheid variables7. To-day, there are thirteen
Cepheid-calibrated distances to the hosts of SN Ia [259, 260, 267, 138, 95, 248]. A more
recent measurement by Riess et al. [248], using refined Cepheid-calibrated distance to the
hosts of two SN Ia, has yielded H0 = 73 ± 4 (statistical) ± 5 (systematic) km s−1 Mpc−1,
in better agreement with the value found by the Hubble Space Telescope Key Project
(H0 = 71± 2 (statistical)± 6 (systematic) km s−1 Mpc−1 for SN Ia [85]).

1.3 Cosmology with Type Ia supernovae

In this section we review the arguments that led two independent teams of astronomers,
using distance measurements to SN Ia, to the conclusion that the universal expansion is
accelerating [244, 226]. An excellent (and enjoyable) historical review of cosmology with
Type Ia supernovae is given by Kirshner [148].

1.3.1 Friedmann-Robertson-Walker cosmology

Modern cosmology is based on the assumption that the universe is spatially homogeneous
and isotropic on large scales. This assumption, known as the “cosmological principle” (see,
e.g., [308], p. 409), implies that there is no preferred location in the universe, from which an
observer would have a particular view of the surrounding cosmos. Large redshift surveys of
galaxies (such as the CfA redshift survey; [63]), combined with the impressive uniformity

7Cepheids are yellow giant/supergiant variables stars whose period of pulsation increases in proportion
to their luminosity. It was first discovered empirically by Leavitt and Pickering [163]
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Figure 1.7: Upper panel: Hubble diagram for 104 low-redshift (0.01 ≤ z ≤ 0.1)
Type Ia supernovae. The ordinate is the distance modulus (m − M), where m is the
apparent magnitude of the SN Ia, and MB = −19.5 mag its absolute magnitude (for
H0 = 65 km s−1 Mpc−1. The dashed line is the Hubble law with H0 = 65 km s−1 Mpc−1.
The data are from Tonry et al. [291]. Lower panel: Residuals with respect to the Hubble
law. The dispersion is only ∼ 0.2 mag, confirming the use of SN Ia as reliable distance
indicators.
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of the Cosmic Microwave Background (as measured, e.g., with the COBE8 satellite) have
given firm observational basis to this assumption.

H. P. Robertson and A. G. Walker independently derived the only metric consistent
with the cosmological principle [254, 255, 303]. In this Robertson-Walker metric, a line
element ds is given by:

ds2 = dt2 − a2(t)R2
0

[
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

]
, (1.1)

where (r, θ, φ) are the usual spherical coordinates, dt is the time coordinate, and a(t) =
R(t)/R0 is the dimensionless scale factor, which characterizes the relative size of spatial
sections as a function of time. R0 is the present-day scale factor, such that a0 = 1. k is a
curvature parameter which takes the values −1, 0, and +1 for negatively-curved, flat, and
positively-curved spatial sections, respectively.

In such a metric, and assuming that energy-momentum sources can be modeled as
perfect fluids with pressure p and density ρ (known as “Weyl’s postulate”), Einstein’s field
equations reduce to the two Friedmann equations [89], the first of which is:

H2 ≡
(
ȧ

a

)2

=
8πG

3
ρ− kc2

a2R2
0

, (1.2)

where G is Newton’s Gravitational constant, c is the speed of light, and ȧ denotes the
time-derivative of the dimensionless scale factor a(t). H ≡ (ȧ/a)2 is the (time-dependent)
Hubble parameter; it’s present-day value, H0, is Hubble’s “constant”. The density term ρ is
taken to include all possible forms of energy (matter, radiation, and possibly a cosmological
constant – see next section). Eqn. 1.2 is fundamental to modern cosmology, as it describes
the dynamics of the expansion, encompassed in the evolution of the scale factor with time,
as a function of its energy density and geometry.

At any given time, there is a critical value for the energy density, ρcrit, for which the
spatial geometry is flat (k = 0):

ρcrit ≡
3H2

8πG
. (1.3)

It is common to express the contribution of a particular energy component X in terms of
the critical density, thereby defining a density parameter ΩX :

ΩX ≡
ρX

ρcrit

=

(
8πG

3H2

)
ρX . (1.4)

Eqn. 1.2 can then be expressed in terms of the density parameter (see, e.g., [46]):

ȧ2 = H2
0

[
1 + ΩM

(
1

a
− 1

)
+ ΩΛ(a2 − 1)

]
, (1.5)

8The COsmic Background Explorer (COBE) measured the spectrum of the CMB, best fit by a black-
body with a temperature T = 2.735± 0.06 K; see [186].
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where ΩM and ΩΛ are the present-day values of the energy densities of matter and vacuum,
respectively, and the total energy density, neglecting radiation, is Ωtot = ΩM + ΩΛ. Note
that H0 makes no difference to the evolution apart from stretching or compressing the
timescale (some authors use the time variable τ = H0t to get rid of the Hubble constant
in Eqn. 1.5). The parameters (ΩM ,ΩΛ) can be determined with precise relative distance
measurements only (see next section). The second term on the left hand side of Eqn. 1.2
can be associated with an effective “curvature energy density” (see, e.g., [45], Eqn. 29), so
that:

ρk ≡ −
3kc2

8πGρR2
0

(
1

a2

)
and Ωk = 1− Ωtot. (1.6)

The second of Friedmann’s equation is known as the “acceleration equation”, and is
obtained by taking the time-derivative of Eqn. 1.2:

ä

a
= −4πG

3

(
ρ+

3p

c2

)
, (1.7)

where we have made use of the energy-conservation equation (see [308], Eqn. 14.2.19 on
p. 415):

ρ̇+ 3
ȧ

a

(
ρ+

p

c2

)
= 0. (1.8)

This last equation tells us that, providing ρ + p/c2 > 0, the energy density of a given
component drops (ρ̇ < 0) as the universe expands (ȧ > 0), due to the increase in volume
(the 3ρȧ/a term), but also because of the work done by the pressure on the surroundings
(the 3(p/c2)ȧ/a term). This second term is negligible in the present-day universe. However,
during the radiation-dominated era in the early universe (z > zeq ≈ 3500; from CMB
measurements with the WMAP9 satellite, [278]), this term cannot be neglected as p = ρc2/3
for radiation.

The acceleration equation (Eqn. 1.7) gives us the rate of change of the scale factor
(i.e. of the universal expansion) with time, as a function of the total pressure and energy
density contents of the universe. For a universe dominated by pressureless dust (p = 0),
Eqn. 1.7 implies that ρ ∝ a−3, a simple statement of conservation of mass. For relativistic
particles, such as photons, p = ρc2/3, and Eqn. 1.7 yields ρ ∝ a−4. Note that (positive)
pressure acts to decelerate the expansion, in the same way as density. Thus, pressure does
not “drive” the expansion; pressure gradients do, and there are no pressure gradients in a
homogeneous universe.

Any one of Eqn. 1.2–1.8 can be derived from the other two, and their combination
determines the evolution of the expansion of the universe, although more physics is required
to describe the relation between pressure and density – i.e. it’s (effective) “equation of
state”. The ratio of pressure to density is known as the equation-of-state parameter, and
is denoted w:

9The Wilkinson Microwave Anisotropy Probe; see http://map.gsfc.nasa.gov/

http://map.gsfc.nasa.gov/
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Table 1.1: Equation-of-state parameters for various energy components

Energy source w = p/ρc2

matter 0
radiation 1/3
strings −1/3
vacuum −1

w =
p

ρc2
. (1.9)

Note that many authors use the convention c = 1, and so the equation-of-state parameter
reduces to w = p/ρ. We summarize the main cosmological sources of energy and there
corresponding equation-of-state parameter in Table 1.1. The values given in Table 1.1
assume the equation-of-state parameter to be constant in time. We will briefly comment
on cases where this is (possibly) not the case in Sect. 1.3.3.

To understand the negative value of w for the energy of vacuum (e.g., a cosmological
constant), we need a relation between the density and the scale factor. One can show that,
by plugging Eqn. 1.9 in the energy-momentum conservation equation (∇µT

µν = 0, where
T µν = 0 is the energy-momentum tensor), that the density has a power-law dependence
on the scale factor:

ρ ∝ a−3(1+w). (1.10)

For a cosmological constant (in space and in time) Λ, ρΛ ∝ a0, hence w = −1. This implies
a negative pressure, when ρΛ > 0.

With this in mind, we can now move on to the determination of the cosmological
parameters (ΩM ,ΩΛ) using relative distance measurements to high-redshift SN Ia.

1.3.2 Luminosity distances and the accelerating universe

The luminosity distance

On cosmological scales, there are different ways to measure the distance to an object. A
simultaneous (dt = 0) measurement of the distance between two objects using a ruler gives
the proper distance (dp) between the two objects. Hubble’s law, for instance, applies to
proper distances. Placing rulers in between two galaxies is impractical for obvious reasons,
and we need to resort to other distance measurements, either using the angular size of
the object (the “angular diameter” distance, dθ) or the flux emitted from that object (the
“luminosity” distance, dL). Note that for relative distance measurements (as is the case
for SN Ia), the choice of the measurement method has no impact on the result.

The use of SN Ia in cosmology requires the measurement of the luminosity distance to
the supernova. This involves a relation between the flux F and luminosity L of an object,
analogous to the flux-luminosity relation in Euclidean space:



18 1. Introduction

dL =

√
L

4πF
, (1.11)

Taking a radial light ray10 in the Robertson-Walker metric dL can be rewritten as an integral
equation as a function of redshift z and the density parameters (assuming Ωtot = ΩM +ΩΛ;
see [46]):

dL =
(1 + z)c

H0

√
|Ωk|

sinn

{√
|Ωk| ×

∫ z

0

dz′√
Ωk(1 + z′)2(1 + ΩMz′)− z′(2 + z′)ΩΛ

}
, (1.12)

where “sinn” a function defined as follows:

sinn =

{
sinh if Ωk > 0 (open universe)
sin if Ωk < 0 (closed universe).

(1.13)

Note that for flat universe models (Ωk = 0), Eqn. 1.12 reduces to

dL =
(1 + z)c

H0

∫ z

0

dz′√
Ωk(1 + z′)2(1 + ΩMz′)− z′(2 + z′)ΩΛ

. (1.14)

Thus, by measuring dL, and determining z (which is model independent), we can determine
the combination (ΩM ,ΩΛ).

In astronomy, we do not measure dL directly; rather, we derive an extinction-corrected
distance modulus µ0, defined to be the difference between the apparent magnitude m =
−2.5 logF + constant and the absolute magnitude M = m − 2.5 log(dL/10pc) (i.e. the
apparent magnitude an object would have at a distance of 10 parsecs – or ∼ 33 light years
– from the Earth):

µ0 = m−M = 5 log dL + 25, (1.15)

where dL is in units of megaparsecs, and M is the calibrated absolute magnitude, using
the ∆m15(B) relation or some other variant (e.g., MLCS – Multicolor Light-Curve Shape
[251]; “stretch” [228]) .

The accelerating universe

The SN Ia results are best visualized in the form of a Hubble diagram, µ0 vs. z, plotted
in the upper panel of Fig. 1.8, using the latest results of Riess et al. [252]. This figure is
the same as Fig. 1.7 for the local SN Ia sample, expect that the redshift range is extended
to z = 1.8. Note that the redshift axis is plotted in linear units, hence the different
shape of the µ0(z) relation for z < 0.1. Overplotted on the data are the µ0(z) curves
for different cosmological models, determined from Eqns. 1.12 & 1.15, corresponding to

10Photons travel on null geodesics in the Robertson-Walker metric, i.e. ds = 0; for fixed θ and φ, i.e.
(dθ, dφ) = (0, 0), Eqn. 1.1 then implies dr/dt =

√
1− kr2/a2R0
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different combinations of (ΩM ,ΩΛ). The different cosmological models are indistinguishable
at low redshifts (z . 0.1), and only at z & 0.5 do they clearly separate. However, the local
SN Ia are of fundamental importance as they “anchor” the µ0(z) at z = 0 in the Hubble
diagram (remember we are measuring relative distances). No cosmological parameters can
be inferred without them.

To disentangle the different cosmologies allowed by the SN Ia measurements, it is best
to plot the distance modulus residuals with respect to a given cosmological model. The
preferred choice for this reference model is a freely coasting, “empty” universe, in which
Ωtot = ΩM = ΩΛ = 0. In such a universe, the Hubble constant would also be constant
in time, and ȧ = H0 from Eqn. 1.5. The µ0 residuals with respect to an empty universe,
∆(m − M)Ω=0, are plotted in the lower panel of Fig. 1.8. Anything above(below) the
∆(m−M)Ω=0 = 0 line corresponds to an accelerated(decelerating) expansion, or ȧ > 0 (ȧ <
0). What first appears to be a scatter plot is revealed to single out a cosmological model
with (ΩM ,ΩΛ) ≈ (0.3, 0.7) (see the red data points and corresponding best-fit cosmological
model). Note that these values assume a prior on Ωtot = 1 (i.e. a flat universe, see
Eqn. 1.6), as confirmed with great precision by the WMAP satellite (Ωtot = 1.02 ± 0.02
[20]). Thus, distant SN Ia appear to be dimmer at z ∼ 0.5 by ∼ 0.2 mag, implying that
the universe is undergoing a phase of accelerated expansion, requiring the addition of a
cosmological constant-like term Λ with negative pressure to the universal energy budget.
The results were confirmed independently by two teams of astronomers [244, 226], and
have since then be confirmed with increased precision [291, 152, 14].

With Riess et al. [253, 252], relative luminosity distance measurements have been ex-
tended to z > 1, when the universe was in a decelerating phase, due to the domination of
matter over Λ at these lookback times (since ρm ∝ a−3 and ρΛ ∝ a0). These new results
further strengthen the case for an accelerating universe from SN Ia observations.

To explore the full allowed range of (ΩM ,ΩΛ) values (with no priors on Ωtot), we visualize
the SN Ia likelihood distribution in the (ΩM ,ΩΛ) plane. This is shown in the upper panel
of Fig. 1.9, where we have used the data of Tonry et al. [291] corresponding to SN Ia within
the Hubble flow (z > 0.01) that are not highly extinguished (AV < 0.5 mag). The red
(green, blue) contours are the 1σ (2σ,3σ) probability contours, obtained via a standard
χ2 test using model µ0(z) curves in the Hubble diagram. The red line corresponds to a
flat universe (Ωtot = ΩM + ΩΛ = 1). The parameter space in the upper-left region of the
(ΩM ,ΩΛ) plane corresponds to infinite lookback time, or no Big Bang. With such a diagram,
it becomes apparent that the SN Ia data only provide a measure of the combination of ΩM

and ΩΛ: the data are highly degenerate along the 0.8ΩΛ− 0.6ΩM direction, since the same
expansion dynamics can be obtained by varying ΩM and ΩΛ in the same direction. Note
that the flat universe line is outside the 1σ contour, owing to this degeneracy. As pointed
out by Tonry et al. [291] and Leibundgut [165], the SN Ia data favour a dynamical age of
the universe H0t0 ∼ 1 (grey contours in Fig. 1.9), and comfortably excludes flat matter-
dominated “Einstein-de Sitter” models (Ωtot = ΩM = 1), which predict H0t0 = 2/3. The
age of the universe is then consistent with its oldest constituents11.

11H0 = 71 km s−1 Mpc−1and H0t0 = 1 imply an age of the universe t0 ≈ 13.6 Gyr, larger than the
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Figure 1.8: Upper panel: Hubble diagram for 132 SN Ia from the “gold” sample of Riess
et al. [252] with 0.01 < z < 1.8. Overplotted are cosmological models corresponding to
different (ΩM ,ΩΛ) combinations. The favoured, “concordance”, model is plotted in red.
Lower panel: Residuals with respect to an empty universe model (ΩM = 0,ΩΛ = 0). The
red data points correspond to weighted mean values, highlighting the agreement with the
“concordance” model. The grey shaded area corresponds to the redshift range (0.01 ≤ z ≤
0.1) of the low-z Hubble diagram displayed in Fig. 1.7.



1.3 Cosmology with Type Ia supernovae 21

Figure 1.9: Upper panel: SN Ia likelihood distribution for ΩΛ vs. ΩM . The red
(green,blue) ellipses correspond to the 1σ (2σ,3σ) contours. The input data are from
Tonry et al. [291] and include only SN Ia within the Hubble flow (z < 0.01) that are not
highly extinguished (AV < 0.5 mag). There is a clear degeneracy along 0.8ΩΛ − 0.6ΩM ,
and the flat universe model (ΩM + ΩΛ = 1, red line) does not lie within the 1σ (68%
probability) contour. The grey contours correspond to the dynamical age of the universe,
H0t0. The SN Ia data favour H0t0 = [0.9, 1.0]. Middle panel: The three most distant
SN Ia (z > 1) have been removed (see [25, 167]). Lower panel: Only SN Ia in the range
0.2 ≤ z ≤ 0.8 have been included.
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To determine the values of ΩM and ΩΛ individually, one needs to combine the SN Ia
results with other data sets. Angular distance measurements (such as the CMB) provide
a constraint in the orthogonal direction (Ωtot = ΩM + ΩΛ), whereas measurements of
the matter content in the universe (e.g., from the 2dF galaxy survey, which give Ωmh =
0.20±0.03 – where h is the Hubble constant in units of 100 km s−1 Mpc−1[224]) provide an
independent constraint of ΩM alone. A combination of any two of these measurements gives
the currently preferred cosmological model for the universe: the so-called “concordance
model” is a flat universe with ΩM ∼ 0.3 and ΩΛ ∼ 0.7. However, Type Ia supernovae alone
provide the evidence for a strictly positive ΩΛ; a null value for Λ is excluded at the 3σ
(> 99.7% confidence) level. We show the result of combining the SN Ia results of Tonry
et al. [291] with a prior on ΩM from the 2dF survey in the left panel of Fig. 1.10.

As previously mentioned, the highest-redshift SN Ia (z > 1) greatly reduce the degen-
eracy in the (ΩM ,ΩΛ) plane. In the middle panel of Fig. 1.9, we show the SN Ia likelihood
function for the same data sample of Tonry et al. [291], but with the three highest-redshift
SN Ia (z > 1) removed from the sample. Notice how the degeneracy is enhanced, although
this has the side effect of “reconciling” the SN Ia data with a flat universe. The local
(z < 0.1) SN Ia are required for the overall calibration of the relative distance scale; no
cosmology with SN Ia is possible without them (see Fig. 1.9, lower panel).

The cosmological constant problem

The requirement for a cosmological constant to explain away the SN Ia results brought
a combination of excitement and perplexity to the astronomy and physics communities.
Indeed, the high-z SN Ia surveys were designed to measure the deceleration parameter
q0 = −(aä/ȧ2)0 of the universe, and the initial results of Perlmutter et al. [227] favoured
ΩM ≈ 1 with only an upper bound on ΩΛ. The fact that such a form of “Dark Energy”
pervades space and causes the expansion to accelerate poses tow fundamental problems to
cosmologists and particle physicists: (i) why do we have ΩM ≈ ΩΛ today and (ii) why is
ΩΛ so small?

The first question is obvious when we consider the variation of both matter and Λ as a
function of the scale factor. Since Λ remains constant over time (ρΛ ∝ a0), and the matter
density is a strong decreasing function of time (ρm ∝ a−3), the fact that ΩM ≈ ΩΛ today
implies that we are living in a very brief cosmological era. This is uncomfortable in view
of the cosmological principle, and an anthropic principle12 is sometimes invoked to explain
this coincidence.

The second problem arises because, although general relativity does not predict a value
for Λ, quantum field theory does. For particle physicists, the cosmological constant is a
measure of the energy density of vacuum (not empty space, but rather the lowest energy

oldest Globular Clusters; see, e.g., [298]
12The anthropic principle is a truism which states that the laws of physics are the way they are because,

if they were otherwise, we would not even be here to question their validity. Applied, to the cosmological
constant, Weinberg [309, 310] argues that the allowed value for Λ on anthropic grounds is close (i.e. small
yet non-zero) to the observed value.
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state), ρvac [323]. Assuming ordinary quantum field theory is valid up to the Planck scale
(MPl = (8πG)−1/2 ∼ 1018 Gev), then ρΛ ∼ M4

Pl ∼ 2 × 10110 erg cm−3. The observational
constraint on Λ is |ρΛ| ≤ 10−12 GeV4 ∼ 2 × 10−10 erg cm−3, i.e. 120 orders of magnitude
lower than the theoretical prediction! A ratio of the mass scales (ignoring the fourth power)
yields 1018/10−12 ≡ 30 orders of magnitude, still a huge discrepancy.

Thus, the prospect of living in a universe dominated by vacuum energy is both exciting
and mind-bothering. In his excellent review on the cosmological constant (from which the
discussion in this section was inspired), Carroll [45] refers to the universe we live in as
the “preposterous universe”. We next turn to the properties of “Dark Energy” and the
constraints that can be placed on its nature.

1.3.3 Measuring the equation-of-state parameter of “Dark En-
ergy”

A cosmological constant with an associated equation-of-state parameter w = −1 fits the
SN Ia well. In retrospect, it is amusing to note that Einstein first introduced this constant
(by adding a Λ/3 term in Eqns. 1.2 & 1.7) to make the universe static13 [70], and is now
invoked to explain why the universal expansion is accelerating.

To constrain the nature of the “Dark Energy”, and in particular to check whether it
is consistent with a cosmological constant, we need to determine its equation of state.
This was attempted for the first time by Garnavich et al. [96] with SN Ia data. Assuming
Ωtot = 1, the luminosity distance (see Eqn. 1.12) can be rewritten in terms of the matter
density ΩM and the equation-of-state parameter of Dark Energy, w:

dL =
(1 + z)c

H0

∫ z

0

dz′√
(1 + z′)3(ΩM) + (1− ΩM)(1 + z)3(1+w)

. (1.16)

Thus, one can construct a likelihood distribution in the (ΩM ,w) plane. Furthermore, by
combining the SN Ia data with a prior on ΩM , one can reduce the high level of degeneracy
between these two parameters (see Fig. 1.10, right panel). The recent measurements of
Riess et al. [252] lead to w < −0.5 at 95% confidence for any value of ΩM , using the
SN Ia data alone. These results are also consistent with w = −1. Using a prior on the
matter density of ΩM = 0.27 ± 0.04, they find w = −1.02+0.13

−0.19, in good agreement with a
cosmological constant.

Alternatives to the cosmological constant have been suggested. These remain specula-
tive in view of the data currently available, and are far beyond the scope of this thesis. We
list them here for the sake of completeness. A group of models, dubbed “quintessence”,
involves a nearly massless slow-rolling scalar field (see, e.g., [311, 223, 314]). These have

13In view of the universal expansion found by Edwin Hubble in 1929, Einstein later recognised his
mistake; Gamow [93] reports a conversation with Einstein during which the latter confessed that “the
introduction of the cosmological term was the biggest blunder of his life” (although the use of the word
“blunder” probably reflects Gamow’s own opinion.
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Figure 1.10: Constraints on ΩΛ (left panel) and the equation-of-state parameter w (right
panel) when the SN Ia data of Tonry et al. [291] are combined with a prior ΩMh = 0.20±0.03
from the 2dF survey [224]. Figure courtesy Brian P. Schmidt.

w < −1/3 and are dynamic, i.e. their density vary with time (usually tracking the radia-
tion density until matter-radiation equality). Note that a physical lower limit to w is set
by the so-called “Dominant Energy Condition” (DEC; see [113]), which requires w ≥ −114.
However, Caldwell et al. [43] have suggested a form of Dark Energy with w < −1, called
“Phantom Energy”. Other models, based on “solid” dark matter rather than (nearly)
massless particle fields include those based on strings (w = −1/3 [299]) and domain walls
(w = −2/3 [41]).

Currently, there are two projects, ESSENCE15 and SNLS16, that aim to constrain
the equation-of-state parameter of the Dark Energy to within 10%, using observations of
intermedate redshift SN Ia (0.2 . z . 0.8 for the ESSENCE project). All the high-redshift
spectroscopic SN Ia data presented in this thesis have been collected by members of the
ESSENCE collaboration.

Although the measurement of w already hits the precision limit of currently-available
SN Ia data, some authors have attempted to set constraints on the redshift-variation of w,
which then takes the simple parametric form w(z) = w0 +w′z, where w′ ≡ (dw/dz)|z=0. If
w′ = 0, or w0 6= −1, then the Dark Energy cannot be a cosmological constant. Using their
“gold” sample of SN Ia, Riess et al. [252] have found w0 = −1.31+0.22

−0.28 and w′ = 1.48+0.81
−0.90,

although the uncertainties in both parameters are strongly correlated.

14The Dominant Energy Condition implies that ρ + p ≥ 0 and |ρ| ≥ |p|
15Equation of State: SupErNovae trace Cosmic Expansion (ESSENCE), aka “the w project”; see

http://www.ctio.noao.edu/essence/
16SuperNova Legacy Survey (SNLS); see http://www.cfht.hawaii.edu/SNLS/

http://www.ctio.noao.edu/essence/
http://www.cfht.hawaii.edu/SNLS/
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1.4 Testing for evolution in the SN Ia sample at dif-

ferent redshifts

Extraordinary claims require extraordinary evidence. This in part describes the attitude of
astronomers (starting with those directly working in the field) in view of the cosmological
implications of observations of Type Ia supernovae. Great care has been devoted to evaluate
the possible sources of systematic error affecting the result. In this section we present a
(non-exhaustive) list of such possible systematics:

- Evolution: The use of SN Ia as distance indicators relies on a calibration scheme
which is only verified for SN Ia in the local universe (Sect. 1.2). The extrapolation
of such a calibration scheme to higher redshifts makes the bold assumption that the
high-redshift SN Ia are indeed identical to their local counterparts. Possible evidence
for colour evolution has been presented in Falco et al. [73] and Leibundgut [165]: the
high-z SN Ia are on average bluer than their local counterparts (see Fig. 1.11). Also,
the rise times of high-z SN Ia light curves appears to be shorter [246], though the
uncertainty is high and it is not clear how this would affect the distance measure-
ments (see [4]). As far as spectroscopy is concerned, studies undertaken thus far are
essentially qualitative in nature (see [57, 172]; Fig. 1.12), and reveal no differences
between local and high-z SN Ia spectra. We make up for the lack of quantitative
spectroscopic comparisons in Chap. 5, where we compare line profiles in local and
high-z SN Ia spectra. On the theoretical side, Höflich et al. [125] have shown that a
variation of the carbon-to-oxygen ratio in the progenitor White Dwarf star could lead
to a difference in peak magnitude of ∼ 0.3 mag at intermediate redshifts (although
see [240]), thereby mimicking a cosmological constant. All these effects can point
to a systematic evolution of SN Ia with redshift, though all are expected to have
a monotonic evolution with redshift, incompatible with the apparent brightening of
SN Ia at z > 1 (see [252]; Fig. 1.8).

- Dust: Reddening by intergalactic dust could explain the apparent dimming of SN Ia
at z ∼ 0.5. In view of the bluer colours of the high-z SN Ia sample (Fig. 1.11), this
explanation seems unlikely. However, Aguirre [3, 2] showed that an increase in the
average grain dust size would lead to a wavelength-independent, “grey”, effect – and
thus go unaccounted in reddening corrections of SN Ia. However, this effect would
continuously increase with redshift, and again be unable to explain the apparent
brightening in the z > 1 SN Ia sample. Parametric dust models, such as “replenishing
dust” [101], have been proposed, but they require a dubious amount of fine tuning
and are physically inconsistent. More recently, Clements et al. [55] have detected
a substantial amount of cold dust in 2/14 host galaxies of high-redshift (z ∼ 0.5)
SN Ia, using radio (sub-millimetre) observations. They suggest a possible evolution
in the sub-mm luminosity function from z = 0 to z = 0.5, or that the sample of
high-z SN Ia host galaxies is not representative of the bulk sample of galaxies at that
redshift.
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Figure 1.11: (B − V ) color as a function of redshift. The low-z (z . 0.1) data are from
Phillips et al. [230], whilst the high-z data are from Riess et al. [244]. The horizontal line
shows the intrinsic colour of local SN Ia as defined by Phillips et al. [230]. The high-z
SN Ia are bluer, on average, than their local counterparts. See Leibundgut [165]; courtesy
Bruno Leibundgut.
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Figure 1.12: Spectra of seven high-redshift Type Ia supernova (blue), observed with the
VLT, are compared with local SN Ia (red) at a similar phase. The distant SN Ia are
qualitatively similar to their local counterparts. The local spectra are scaled in flux and
an arbitrary offset is added for clarity. Contamination of the spectra with host galaxy
light and/or reddening by dust can cause a change in the continuum slope. Figure from
Leibundgut and Sollerman [172]; reproduced with permission.
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- Gravitational lensing: Light traveling from a distant SN Ia to us can be deflected
as it passes near massive objects. This effect, known as gravitational lensing, is
now commonly used by astronomers (e.g., to infer the mass and geometry of galaxy
clusters; see [23] for a review), and can cause an apparent dimming or brightening
of distant supernovae. In fact, Beńıtez et al. [19] showed that the farthest known
SN Ia, SN 1997ff (z ∼ 0.7 [250]), is magnified by 0.34 ± 0.12 mag, i.e. a significant
fraction of the ∼ 1.1 mag apparent brightening reported by Riess et al. [250] for this
supernova. In their recent study, Riess et al. [252] find no selection bias introduced by
lensing in their “highest-z” sample, and suggest that the magnification of SN 1997ff
was “unusually large”. However, given the small current sample of z > 1 SN Ia,
an evaluation of the possible impact of gravitational lensing on the measurements is
warranted.

- Contamination by SN Ib/c: The inclusion of other types of supernovae in the
high-z SN Ia sample would introduce a bias in the derived distance moduli, as the
normalisation scheme is only applicable to light curves of SN Ia. In a recent study,
Homeier [126] has shown that small contamination levels (∼ 3 − 5%) of the SN Ia
sample by SN Ib/c would bias the derived cosmological parameters ΩM and ΩΛ to
higher values. Although SN Ib/c are expected to be dimmer on average than SN Ia,
the observation of a SN Ic with a luminosity at peak comparable to a SN Ia has
been reported by Clocchiatti et al. [56]. Moreover, for z & 0.4, the defining Si ii
λ6355 feature of SN Ia is redshifted out of the observed optical range, and one has
to rely on a restricted spectral rest-frame range to identify the spectra, where the
differences between SN Ia and SN Ic are less obvious. Certainly more work needs to
be done here to reliably evaluate the impact of such a contamination on the inferred
cosmology.

- Exotica: All of the above are astrophysical effects that could possibly mimic a
cosmological constant (provided they can account for the apparent brightening of
the z > 1 SN Ia), and rely on the validity of the underlying Friedmann-Robertson-
Walker cosmology. If, on the other hand, the cosmological principle is not valid (e.g.,
the universe is inhomogeneous on large scales; see [42]), or if the present theory of
gravity is wrong on large scales, then the cosmological interpretation of the SN Ia
observations would be flawed. Tentative evidence has been presented for a time-
variation in the fine structure constant α = e2/~c2 [306], where e is the electron
charge and ~ = h/2π (h being Planck’s constant), and could be explained within the
framework of a “Varying Speed of Light” (VSL) theory [15], though the effect would
be too small to explain the universal accelerated expansion [165]. More recently,
Chand et al. [52] find ∆α/α ≈ 0 based on the analysis of Si iv doublets.

Of all the astrophysical sources of systematic error presented in this section, evolution
of the SN Ia sample with redshift is the least well constrained, owing to the uncertainties
associated with the theoretical modeling of these events (explosion models and progenitor
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systems). Observationally, progress on this issue until now has been hampered by poor-
quality high-redshift data, and characterized by inherently qualitative comparisons of the
local and high-z SN Ia samples. The work presented in this thesis is a first step in remedying
this state of affairs, by developing appropriate tools for the analysis of high-z SN Ia spectra.
The main success of this thesis is presented in Chap. 5, where we use the higher-quality
spectroscopic data of Matheson et al. [187] (see Appendix A) to present a comparative
study of optical line-profile morphologies in SN Ia at different redshifts.



30 1. Introduction



Chapter 2

Optical spectra of Type Ia
supernovae

Right now, it’s only a notion.
But I think I can get money

to make it into a concept.
And later turn it into an idea.

Woody Allen (Annie Hall)

Abstract: We present an overview of theoretical and observational properties of optical
spectra of Type Ia supernovae. On the theoretical side, we explore the structure of the
SN Ia ejecta (density profile, velocity field, abundance stratification) and the formation of
spectral lines in such an expanding medium. On the observational side, we describe the
evolution of SN Ia around maximum light, and highlight the observed inhomogeneity of the
SN Ia class, based on the spectra of several “peculiar” objects. Finally, we briefly discuss the
more technical issues relative to supernova observations (discovery, spectroscopic follow-
up, and data reduction) and conclude this chapter with the presentation of a novel method
to extract supernova spectra, discussed at length in Chap. 3.

2.1 Modeling Type Ia supernova spectra

2.1.1 Velocity field and density/abundance structure in SN Ia
ejecta

Shortly after the onset of explosive carbon/oxygen (C/O) thermonuclear burning, the su-
pernova envelope undergoes free (homologous) expansion (see [150], and references therein,
in the context of core-collapse supernovae), as the energy input from 56Ni−→56Co−→56Fe
radioactive decay (≈ 2×1049 erg; see Chap 1, Sect. 1.2) is two orders of magnitude smaller
than the kinetic energy of the ejecta (Ekin ≈ 1051 erg). In the supernova frame, the location
of a mass element m is

r(m) = v(m)× (t− t0) + r(m, t0), (2.1)

where t = 0 corresponds to the time of thermonuclear explosion and t0 is the time at
which the homologous expansion sets in (t0 ≈ 10 s). The radius of the progenitor White
Dwarf (WD) star is RWD ≡ r(m, t = 0) ≈ 2 × 108 cm. With an expansion velocity on
the order of 109 cm s−1, the size of the supernova at the onset of homologous expansion
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is r(m, t0) ≈ 1010 cm. Thus, already a few minutes after explosion (t & 102 s), r(m, t0)
becomes negligible with respect to v(m) × (t − t0), and v(m) is constant for all mass
elements.

The homologous expansion characterizing SN Ia ejecta is often rephrased in radial (as
opposed to mass) coordinates:

v(r) = v0

(
r

R0

)
, (2.2)

where R0 is the base radius where the luminosity is input, and v0 the velocity of this
layer. Note the resemblance with the Hubble law for the linear expansion of the local
universe (v(r) = H0r). In fact, Eqn. 2.2 is often referred to as the “Hubble velocity law”.
Eqn. 2.2 simply tells us that that velocity and radial coordinates are equivalent (the same
way redshift and distance are equivalent in the local universe), and a mass element can
be located within the SN ejecta thanks to its velocity or radius. Thus, from a dynamical
point of view, there is no acceleration in the SN Ia outflow (constant v(m)); however, there
is a steep radial velocity gradient (dv(r)/dr = v0/R0).

Another consequence of Eqn. 2.2 is that the outflow density profile does not follow a
simple inverse-square law, as imposed by mass conservation in, e.g., radiation-driven winds
of hot stars [49], but instead results from the disruption of the envelope by the shock wave
arising from the explosion. The resulting density profile is steeper, and is best described
by a power law [29]:

ρ(r) = ρ0

(
R0

r

)n

, (2.3)

where n = 7 is found to be a good description of the radial variation of the density in
SN Ia ejecta [30]. We will see in Sect. 2.1.3 that the steep density profile and large velocity
gradient are essential ingredients governing the escape of radiation from the SN Ia envelope.

We show in Fig. 2.1 (red line) the velocity as a function of fractional mass (M/M∗,
where M∗ is the total mass of the progenitor White Dwarf star), for a double-detonation
model (see Chap 1, Sect. 1.1.1) of Höflich et al. [121], in which the burning front changes
from a deflagration to a detonation at a transition density ρtr = 25 × 106 g cm−3. The
velocity gradient steepens in the outer layers of the ejecta (M/M∗ & 0.8), as the pressure
wave resulting from burning in the innermost layers travels through the WD and accelerates
matter at large radii.

Also shown in Fig. 2.1 (blue line) is the variation of the density (actually ρ/ρc, where ρc

is the central density of the exploding WD star) with fractional mass. In this model, the
density varies smoothly with mass, so no dense shell is formed in the ejecta (see, e.g., [145]).
However, although the density fall-off with fractional mass is indeed steep for M/M∗ . 0.2,
the subsequent decline is significantly flatter than a power law, and the density declines
slowly with radius in these outer regions.

For this same model, we show the final (t→∞) chemical composition as a function of
the expansion velocity of the ejecta (or, equivalently, as a function of radius) in Fig. 2.2.
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Figure 2.1: Density (blue dotted curves) and velocity (red solid curves) as a function
of the mass for a double-detonation model of Höflich et al. [121] with transition density
ρtr = 25× 106 g cm−3. M∗ is the total mass of the progenitor White Dwarf star.

Iron-group elements (Fe), resulting from the radioactive decay of ∼ 0.6M� of 56Ni in this
model, are produced in the innermost layers of the ejecta, where the density and tem-
perature remain high for sufficient time during the explosion. Intermediate-mass elements
(Mg, Si, S, Ca) are found in the (high-velocity) layers above the iron-rich core, where nu-
clear statistical equilibrium has had no time to set in [119]. These elements dominate the
early spectra of SN Ia [75], and any viable explosion model must be able to reproduce the
observed composition/velocity of the ejecta. Some models (including the one presented
here) predict a significant amount of unburnt carbon and oxygen in the outer layers of
the ejecta. There is no convincing evidence for the presence of such unburnt material in
observed SN Ia spectra (although see [83, 191] for the possible detection of carbon in early
spectra of SN 1990N). Moreover, the nebular spectra of such SN Ia would be dominated by
strong forbidden lines of [O i] [12, 155], never detected before in SN Ia spectra (although see
[202] for the possible detection of [O i] λλ6300,6394 in the nebular spectra of SN 1937C).

2.1.2 Sources of opacity in SN Ia ejecta

The total frequency-dependent (specific) opacity κtot
ν in any stellar atmosphere can be

written down as:

κtot
ν = σe + κbf

ν + κff
ν + κbb

ν , (2.4)
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Figure 2.2: Abundances of stable isotopes as a function of the expansion velocity for a
double-detonation model of Höflich et al. [121] with transition density ρtr = 25 × 106 g
cm−3.

where σe, κ
bf
ν , κff

ν , and κbb
ν are the Thomson (free electron), bound-free, free-free, and line

(bound-bound) opacities, respectively. Note that the Thomson opacity does not depend
on frequency, as free electrons simply scatter incoming photons, regardless of their energy.
σe, κ

bf
ν , and κff

ν are continuous sources of opacity, so we can define the specific continuum
opacity κcont

ν as

κcont
ν = σe + κbf

ν + κff
ν . (2.5)

Atomic spectral lines are a discrete source of opacity, and we can define the specific line
opacity as

κline
ν = κbb

ν , (2.6)

such that κtot
ν = κcont

ν + κline
ν .

For hydrogen-deficient media (as is the case for SN Ia ejecta), the contribution of κbf
ν

to the total continuous opacity is very much reduced. In typical SN Ia conditions around
maximum light (central temperature Tc > 1.5 × 104 K, density ρ . 10−12 g cm−3 [233]),
the continuum opacity at optical wavelengths is dominated by electron scattering [234], so:

κcont
ν ≈ σe. (2.7)
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Although bound-free and free-free sources of opacity are negligible with respect to the total
continuous opacity, they nevertheless play an important role in coupling the radiation field
with the thermal energy of the gas.

However, the dominating source of opacity in the UV and (although less so) optical
ranges is that due to spectral lines (bound-bound transitions). The homologous nature of
the SN Ia expansion velocity field, and the resulting steep density gradient, causes each
photon to be progressively redshifted with respect to the comoving frame of the SN ejecta,
significantly enhancing the probability for a photon to interact with a spectral line [140].
In such an expanding medium, it is convenient to define a frequency-dependent expansion
parameter sν (see [124], Eqn. 19):

sν = (σe + κbf
ν + κff

ν )cρ

(
dv

dr

)−1

, (2.8)

where c is the speed of light, ρ the local density, and dv/dr the local velocity gradient. In
this formulation, κbf

ν and κff
ν are assumed to be constant over the photon’s mean free path.

In what follows, we will use the frequency-independent version of the expansion parameter
sν , defined as (see [140])

s = σecρ

(
dv

dr

)−1

. (2.9)

This formulation can then be used to calculate an “expansion opacity” (see [140], Eqn. 4),
rigorously re-derived by Blinnikov [24].

The enhancement of line opacity as a function of the frequency-independent expansion
parameter s is illustrated in Fig. 2.3 (see [124], their Fig. 1), where we plot the ratio of
frequency-dependent opacities κ = κbf

ν + κff
ν + κbb

ν to the total opacity κtot
ν = κ+ σe, as a

function of wavelength for iron-rich matter, for s = 1 (left) and s = 100 (right), and for
three different temperatures: T = 20, 000 K (top), T = 10, 000 K (middle), and T = 5000 K
(bottom). The density is the same for all of these plots, with ρ = 10−12 g cm−3. Overplotted
(dashed line) is the normalized Planck function for the corresponding temperature. If
there is no opacity enhancement due to lines and/or bound-free and free-free processes,
then the ratio κ/(κ + σe) = 0. If, on the other hand, line opacity is enhanced due to
the expansion, or if bound-free and free-free opacities dominate the continuous opacity,
then κ/(κ + σe) → 1. As seen from Fig. 2.3, the effects of enhanced line opacity due to
the expansion is particularly significant in the UV wavelength range, for a wide range of
expansion parameters and temperatures. This process is known as “line-blocking”, and
a careful treatment of this effect is important for accurate SN Ia spectral calculations
[222, 11]. For T = 20, 000 K, corresponding to the central temperature of SN Ia ejecta
around maximum light, the peak of the Planck function is in the UV (∼ 2 500 Å), where
line-blocking by lines of iron-group elements is the greatest. Photons will thus scatter
downward in frequency (and outward in radius) till they are sufficiently redshifted with
respect to the SN ejecta comoving frame that they are at a frequency where the line optical
depth is low enough to permit escape [234].
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Figure 2.3: Variation of the ratio of the total frequency-dependent opacity κ = κbf
ν +

κff
ν + κbb

ν to the total opacity κtot
ν = κ + σe, as a function of wavelength and for iron-

rich matter. The plots correspond to two different values of the frequency-independent
expansion parameter s (Eqn. 2.9) – s = 1 (left) and s = 100 (right), and for three different
temperatures: T = 20, 000 K (top), T = 10, 000 K (middle), and T = 5000 K (bottom).
The density is the same for all of these plots, with ρ = 10−12 g cm−3. Overplotted (dashed
line) is the normalized Planck function for the corresponding temperature. From Höflich
et al. [124]; reproduced with permission.
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A consequence of the domination of line opacity in SN Ia spectra is the absence of
a well-defined “photosphere”, usually defined as the radius at which the total inward-
integrated continuum optical depth (which dominates in most stars) τ cont

tot ∼ 2/3 (see
[200], p. 62). In SN Ia ejecta, we cannot ignore the contribution from the line opacity
to the total opacity, and the definition of a ‘SN Ia ‘photosphere” should include τline in
the optical-depth integral. We illustrate the strong wavelength dependence of total (line
and continuum) inward-integrated optical depth layers in Fig. 2.4, based on results of the
M36 models of Höflich [119] applied to SN 1994D. We show this wavelength dependence
both in velocity (left ordinate axis) and radial (right ordinate axis) coordinates, which are
equivalent by virtue of the homologous nature of the expansion in SN Ia ejecta (Eqn. 2.2).
The results are shown for three epochs, texp = +10 d (upper panel), texp = +16 d (middle
panel), and texp = +30 d (lower panel), where texp = tB + 17 d is the time after explosion
(in this particular model) rather than from B-band maximum (tB). In each of these plots,
we show the velocity/radial location of the τtot = 0.1 (black line) and τtot = 1 (red line)
layers, vs. wavelength in the (optical) wavelength range 3500–6500 Å. The location of the
“photosphere” in this case varies by ∼ 30% at texp = +10 d, by a factor of 2 at texp = +16 d,
and by a factor of 4 at texp = +30 d. Already at +30 d past explosion, the optical spectra
of SN Ia are dominated by thousands of weak lines of iron-group elements, which greatly
affect the opacity structure of the SN ejecta. At the earliest epochs, where the continuum
is still optically thick, one can of course resort to the standard definition of the photosphere
in terms of continuous opacity sources only (see Chap. 5), although the location of this
layer will be different from the region where the photons escape from the ejecta.

Another problem affecting the modeling of SN Ia spectra is the absence of a diffusive
inner boundary: even at maximum light, the electron density in the ejecta is too low for
collisional destruction of photons to thermalize the radiation field, at least for wavelengths
λ & 2000 Å [234]. Thus, even at large optical depths, the radiation field (characterized by
its mean intensity Jν) will be significantly different from a Planck function at the local gas
temperature:

Jν 6= Bν(Tgas), (2.10)

which prohibits the use of the usual diffusion approximation, applicable to standard stellar
atmospheres (see [200], pp. 49–52). Nor is the assumption of local thermodynamic equi-
librium (LTE) a valid one for SN Ia, anywhere in the ejecta: the entire supernova must be
modeled at once.

Last, before maximum light, the time required for the energy input (at an exponentially-
decreasing rate) by the 56Ni−→56Co−→56Fe radioactive decay chain to diffuse outwards in
the form of optical photons is & 2 weeks (roughly corresponding to the rise time of the SN
light curve), and so modeling an early SN Ia spectrum at a given phase requires knowledge
of the radiation field prior to that phase (see, e.g,. [233]). The modeling of optical SN Ia
spectra is thus a time-dependent, non-LTE problem.
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Figure 2.4: Variation of the velocity and radius of total inward-integrated optical depth
τtot = {0.1, 1} layers with wavelength, for a model of SN 1994D presented by Höflich [119].
Here the quoted phase is texp = {+10,+16,+30} d, where texp = tB +17 d is the time after
explosion (in this particular model) rather than from B-band maximum. Figure inspired
from Fig. 11 of Höflich [119].
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2.1.3 Line formation and line profiles in SN Ia spectra

The Sobolev approximation

Spectral lines in SN Ia are mainly formed by resonant scattering of photons in bound-bound
transitions (see [135] for a review). Although in practice the line source function (the ratio
of its emission to absorption coefficients) may depart significantly from pure resonant
scattering, it is a good approximation for qualitative inspection of line formation in SN Ia
spectra. As previously mentioned, photons are progressively redshifted with respect to the
SN comoving frame till they can resonate with a line at a given frequency. The size of the
associated resonance region is determined by the ratio of the intrinsic velocity width of the
line (determined by the thermal – and micro-turbulent, if at all relevant – velocity of the SN
atmosphere) to the velocity gradient projected along the line of sight. Because of the large
expansion velocities in SN Ia, the resonance region is extremely confined, and photons only
interact with a line in a small region of the SN atmosphere. In particular, we can assume
the line source function to be constant over the resonance region (effectively neglecting the
intrinsic line width). Such an approximation, which greatly simplifies the solution to the
radiative transfer equation, is known as the “Sobolev approximation” [277, 48, 257].

In the simplest implementation of the Sobolev approximation to supernova spectral
synthesis (e.g., the parametrized SYNOW code of Fisher et al. [82]), one assumes a sharp
blackbody-emitting photosphere to exist, and lines to form in an expanding atmosphere
where continuous sources of opacity are neglected. We have seen that both of these assump-
tions are inaccurate descriptions of the conditions prevalent in the SN Ia ejecta; however,
they are sufficient for our illustrative purposes here, and have been proved extremely use-
ful to associate spectral features in SN Ia spectra with a line of a given ion, a difficult
task in such line-dominated spectra (see, e.g., [34]). The supernova is also assumed to be
spherically symmetric, which, in view of recent polarization measurements on SN 2001el
[304, 142], might also be a simplistic assumption.

P-Cygni profiles in SN Ia

We illustrate such an idealized supernova in Fig. 2.5. The upper panel shows a schematic
diagram of the velocity profile and density structure of the SN. The ordinate axis cor-
responds to the impact parameter p, whilst the abscissa corresponds to the line of sight
(depth z), increasing away from the observer – located at (z, p) = (−∞, 0). Both axes are
in units of the photospheric radius, Rphot. The opaque photospheric disk is shown as a
black disk centered on the origin and of unit radius. The grey shaded region corresponding
to |p| ≤ 1 and z > 0 is known as the “occulted region”, and is not visible to the observer.

The velocity field is represented by vectors, with ‖−−→v(r)‖ ∝ r, r being the radial distance
from the origin. The magnitude of the projected velocity (along the line of sight) is colour-
coded using a blue-red scale (in units of the photospheric velocity, vphot) representing the
wavelength shift of photons emitted towards the observer at that location. Notice how the
homologous nature of the expansion in SN Ia implies that surfaces of constant projected
velocity vz are planes perpendicular to the line of sight:
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v(r) ∝ r ⇒ vz ∝ z, (2.11)

and thus all photons of a given wavelength corresponding to a particular transition originate
from the same z plane.

The density structure is illustrated with iso-density contours. The radial density profile
is parametrized as a power law with exponent n, i.e. ρ(r) = ρ0(R0/r)

n and n = 7. Each
successive contour corresponds to a factor 5 decrease in density as we move to larger radii.
Surfaces of iso-density are spheres centered on the origin. Thus, an iso-velocity contour
(corresponding to photons of a given frequency for a given transition) will encounter a
huge range of densities. This characteristic distinguishes supernovae from other expanding
outflows (such as Wolf-Rayet stars), and leads to peculiar line-profile morphologies.

In the lower panel of Fig. 2.5, we show the resulting line profile, corresponding here
to Hα (absent from SN Ia spectra, but present in SN II spectra where the velocity field
and density structure are qualitatively similar), computed with SYNOW. The line displays
the characteristic “P-Cygni” profile shape (named after the classical P Cygni stars [16]),
characterized essentially by absorption on the blue side of, and emission peaking at, the
line center (vertical dashed line). The flux is per unit frequency (Fν) and is normalized
to the underlying continuum (Fcont), assumed to be a blackbody in SYNOW. The deep
blueshifted absorption feature results from the scattering of photons with |p| ≤ 1 out from
the line of sight. Since regions with |p| ≤ 1 and z < 0 are occulted, no absorption is seen
on the red side of the line center in the resulting profile. The emission comes from the
side-lobes of the supernova (|p| > 1), and is in principle symmetric about the line center.
The observed profile, resulting from a combination of absorption and emission components,
is in fact highly skewed to the red, as the strong blue absorption component affects the
blue side of the emission profile. Notice how the velocity associated with the location of
maximum absorption (vabs, negative by convention for blueshifts) is equal in magnitude to
the photospheric velocity (vabs = −vphot, whereas the velocity associated with the peak of
emission (vpeak) corresponds to a zero Doppler shift (see Chap. 5 for a discussion of vabs

and vpeak measurements in SN Ia at different redshifts).

We further illustrate the formation of P-Cygni profiles in SN Ia atmospheres with
the non-LTE model atmosphere code CMFGEN [118]: a steady-state, 1D, model that
solves the radiative transfer equation in the comoving frame, subject to the constraints of
radiative and statistical equilibria. Because CMFGEN is at present not strictly adequate
for SN Ia conditions (no chemical stratification; no γ-ray energy deposition; see [66] for
details), these results are merely illustrative; nonetheless, they provide a new insight into
the sites of optical line and continuum formation, corresponding in this example to a low-
luminosity SN Ia (“91bg-like”; see Sect. 2.2.2) near maximum light. The characteristics of
this particular model are presented later on in Chap. 5.

To gain additional insight into line-formation process in SN Ia environments, we com-
pare the formation of resonance lines in SN Ia with that in a nitrogen-rich Wolf-Rayet star
(WR), using similar model parameters as other authors (e.g., [118, 114]). Wolf-Rayet stars
are hot (several 104 K), massive (initial mass Mi & 20 M�), luminous (∼ 105 − 106 L�)
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Figure 2.5: Cartoon illustrating the density/velocity structure in SN Ia envelopes and
subsequent line-profile morphology. Upper panel: Velocity contours (color coded) in
units of the photospheric velocity, vphot, in the (z, p) plane. Overplotted (black circles)
are logarithmic (base 5) density contours corresponding to a density exponent n = 7.
Also shown are velocity vectors corresponding to a homologous velocity field (v(r) ∝ r).
The black disk is the photo-disk of the supernova. The observer is located at (z, p) =
(−∞, 0), and hence the “occulted region” corresponds to −1 ≤ p ≤ 1 and z > 0. Lower
panel: Synthetic line profile flux (per unit frequency, Fν), normalized to the continuum
flux Fcont, corresponding to the configuration above and computed using the parametrized
code SYNOW [82]. The abscissa is now the projected velocity, along (p = 0), vp. In this
model, the peak of emission is not shifted with respect to the rest wavelength (vpeak = 0),
and the location of maximum absorption is blueshifted by an amount corresponding to the
photospheric velocity (vabs = −vphot). See text for details.
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stars, characterized by broad (∼ 103 km s−1) emission lines in their optical spectra, due
to mass loss via sustained stellar winds (Ṁ ∼ 10−5 M� yr−1) – see, e.g., [1] for a review.
Because the density profile is a lot flatter in WR atmospheres (roughly following a 1/r2

law imposed by mass conservation), and the line-formation region is much more extended
than in SN Ia, a comparison of line formation in both environments will reveal noticeable
differences.

In particular, we want to understand where the line and continuum fluxes originate in
the ejecta. We show in Fig. 2.6 (left panel) the synthetic line profiles for the resonance
C iv λ1548 doublet line in a hot hydrogen-free WR model, with asymptotic wind velocity
v∞ = 2000 km s−1. At the bottom of each panel, and following Dessart and Hillier [66, 65],
we show gray-scale images in the (v, p/plim) plane of the flux-like quantity p · I(p), where
v = [(λ/λ0) − 1]c is the classical Doppler velocity, p is the impact parameter, and I(p) is
the specific intensity at p. plim corresponds to the impact parameter where p · I(p) = 0 for
p > plim. In this WR model, plim = 6.8 R0, where R0 is the hydrostatic radius of the WR
star. The sum over p of the quantity p · I(p) at v corresponds to the total line flux at v,
shown at the top of each panel (solid line). This way, for each v, we are able to directly
identify the relative contribution to the total flux, at each impact parameter.

Beyond the velocity limits of the line (±v∞), we are essentially seeing continuum pho-
tons, although some line photons are present (especially on the red side, v > 0) due
to incoherent electron scattering. The photosphere in this WR model is thus located at
p = plim. Note the large extent of the emission region, which extends to ∼ 7plim (not shown)
in this model. Also, emission is roughly symmetric about the line center (v = 0), although
only extends to vfrac ∼ −0.5v∞ on the blue side. The large flux deficit below v = vfrac is not
compensated by emission from larger impact parameters, and an absorption profile results
in the velocity range vlim . v . vfrac. The location of maximum absorption corresponds to
vabs = −v∞, and that of peak emission to vpeak ≈ 0.

The SN Ia model is shown in the left panel of Fig. 2.6, for the resonance line of Si iiλ6347,
characteristic of SN Ia spectra. In this model, plim = 2.85 R0, where R0 is the base
radius of the CMFGEN radial grid where the continuum optical depth τcont ∼ 50 – a
photosphere thus exists in this model configuration, corresponding here to a velocity of
vphot = 9550 km s−1. Although the resulting profile also has the characteristic P-Cygni
shape, there are noticeable differences with respect to the WR model. In particular, both
line and continuum originate from the region below plim (p/plim < 1), and both become
optically thin beyond. Thus, line formation in SN Ia atmospheres is a lot more confined
than in WR stars. To quantify the difference in the extent of emission in both the WR
and SN Ia models, we compute the ratio of the integral of p · I(p) in the region both below
and above plim. We only consider the extent of the absorption profile, vlim < v < 0, where
vlim = vfrac for the WR case and vlim = −16, 000 km s−1 for the SN Ia case. This ratio,
noted Xlobe, will give us the relative fraction of flux emitted at impact parameters p > plim:

Xlobe =

∫∞
plim

p · I(p) dp∫ plim

0
p · I(p) dp

∣∣∣∣∣
vlim<v<0

. (2.12)
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Figure 2.6: Comparison of P-Cygni profiles of the resonance lines C iv λ1548 and Si ii λ6347
in CMFGEN models of a nitrogen-rich Wolf-Rayet (WR) star and a Type Ia supernova,
respectively. Lower panels: Gray-scale image of the quantity p · I(p) as a function of
p/plim and classical Doppler velocity v = [(λ/λ0) − 1]c, where p is the impact parameter
and I(p) the specific intensity along p (at v). λ0 is the rest wavelength of the transition
and c is the speed of light in vacuum. plim corresponds to the impact parameter where
p · I(p) = 0 for p > plim. For the SN Ia model, plim = 2.85 R0, where R0 is the base radius
of the CMFGEN radial grid where the continuum optical depth τcont ∼ 50 – a photosphere
thus exists in this model configuration, corresponding here to a velocity of 9550 km s−1.
For the WR model, plim = 6.8 R0, where R0 is the hydrostatic radius of the WR star. The
terminal velocity of this model is v∞ = 2000 km s−1. Upper panels: Line-profile flux
obtained by summing p · I(p) over the range of p. The profiles have been normalized to
the continuum flux, Fcont. See [66, 65] for a detailed and pedagogical explanation of these
plots in the context of Type II supernovae.
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For the WR model, Xlobe ∼ 0.94, whilst for the SN Ia model Xlobe ∼ 0.04, thereby
confirming what the eye can make out: emission in the WR model occurs below and
beyond plim in roughly equal fractions, whilst almost all the emission is concentrated at
impact parameters p < plim.

Moreover, the emission in the SN Ia model only appears on the blue side of the profile,
resulting in a strongly blueshifted (vpeak ∼ −4000 km s−1) emission peak. The reason for
this emission-peak blueshift (explained for the first time by Dessart and Hillier [66], in
the context of SN II) is the steep radial density profile in SN Ia ejecta (density exponent
n = 7 in this particular model). Emission is forced to occur in the inner dense region of the
ejecta, enhancing the impact of disk occultation and continuum absorption of red photons.

What ultimately controls the differences in the overall line profile for the WR and SN Ia
models is the radial variation of the line source function Sline with respect to that of the
continuum at a radial optical depth τcont = 2/3, noted Scont,τ=2/3. In Fig. 2.7, we plot the
ratio Sline/Scont,τ=2/3 for the WR (upper panels) and SN Ia (lower panel) models, both as
a function of the logarithm of the continuum optical depth at the rest-frame wavelength
of the transition, log (τcont,λ0) (i.e. the radial variation; left), and of the velocity (right).
For the WR model, the line source function drops below the reference continuum source
function for τcont < 2/3 and v & 1 200 km s−1. The drop for v & 1 200 km s−1 is significant,
and we expect no emission for v < −1 200 km s−1, as seen in Fig. 2.6. The drop beyond
v & 1 500 km s−1 is even greater still, and the flux goes “black” (saturated absorption for
v∞ . v . 1 500 km s−1). For the SN Ia, the line source function drops below the continuum
source function for v & 12, 000 km s−1, and emission is reduced for v < −12, 000 km s−1,
as again seen in Fig. 2.6. However, the decline is more gradual as for the WR model, and
the line is not saturated in absorption.

Thus, the comparison of line formation mechanisms in the diverse WR and SN Ia envi-
ronments has revealed fundamental differences in the resulting line profile shapes. The key
parameter governing the extent of line formation (and subsequent emission-peak blueshift)
in SN Ia is the steep radial density profile, concentrating all emission and absorption pro-
cesses in the inner regions of the ejecta [66]. We devote Chap. 5 in its entirety to the study
of line profiles in SN Ia spectra.

2.1.4 A parametrized synthetic SN Ia spectrum

To end this section on theoretical insights into SN Ia spectral synthesis, and before present-
ing observed SN Ia spectra in the following section, we present the full synthetic spectral
calculation of a SN Ia near maximum light, using the parametrized SYNOW code of Fisher
et al. [82]. The theoretical background and model assumptions for this code can be found
in Jeffery and Branch [135]. Here, we simply remind the reader that SYNOW assumes
a sharp blackbody-emitting photosphere to exist, and lines are formed via pure resonant
scattering in the Schuster-Schwarzschild approximation (see [200], p. 132) above this pho-
tosphere. The model inputs are displayed in Table 2.1. Note that the radial variation of
the line optical depth, τ(r), is input by hand, and is taken here to be an exponential with
an e-folding velocity ve = 1000 km s−1. Other inputs include: the temperature of the un-
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Figure 2.7: Radial and velocity variation of the logarithm of the line source function
normalized to the continuum source function at continuum optical depth of two third (see
text for details). We show the cases corresponding to Fig. 2.6, i.e. for C iv λ1548 in the
WR model (upper panels) and Si ii λ6347 in the SN Ia model (lower panels). See also
Fig. 19 of Dessart and Hillier [66] for similar plots in the context of a comparison between
WR and SN II models.
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Table 2.1: SYNOW model parameters for SN 1994D at −1 d

Model parameter Parameter value
e-folding velocity, ve 1000 km s−1

temperature of blackbody, TBB 13,000 K
excitation temperature, Texc 10,000 K
photospheric velocity, vphot 11,000 km s−1

Ion τ0 [vmin,vmax] (103 km s−1)
O i 0.8 [12, 40]
Na i 0.4 [0, 40]
Mg ii 1 [0, 40]
Si ii 12 [0, 40]
Si iii 1.2 [0, 40]
S ii 2 [0, 40]
Ca ii 70 [0, 40]
“HV Ca ii” 5 [19, 40]
Fe iii 0.8 [0, 40]
Co ii 0.8 [0, 40]
Ni ii 0.8 [0, 40]

derlying blackbody continuum (TBB); the excitation temperature (Texc); the photospheric
velocity (vphot); the velocity interval in which a given ion is present ([vmin,vmax]). For each
ion that is introduced, the optical depth of the corresponding reference line (the one with
the largest oscillator strength), τ0, is also a fitting parameter, and the optical depths of all
other lines corresponding to the ion are calculated assuming Boltzmann excitation at Texc.
The atomic data for 42 million lines are from Kurucz [161]. These model parameters are
identical to those used by Branch et al. [33] in the SYNOW analysis of SN 1994D.

The assumptions made in the SYNOW code are not applicable to SN Ia ejecta. In
particular, the assumption of the existence of a sharp photosphere emitting a blackbody
continuum is incorrect for SN Ia (Sect. 2.1.2). Furthermore, some assumptions are physi-
cally incoherent: a continuum photosphere exists, yet continuum opacity is ignored in the
line-forming region. However, through its ease of installation and use, SYNOW is probably
the most popular SN Ia spectral synthesis tool, and has been proved useful in identifying
spectral features in SN Ia, associating most of the lines in spectra around maximum light
with singly-ionized, intermediate-mass elements.

We show the result of such a synthetic spectrum calculation in Fig. 2.8 (upper panel),
where we show the observed (black line) and synthetic (red line – excluding contributions
from “high-velocity” Ca ii; see later) spectra of SN 1994D at −1 d from B-band maximum.
The flux is per unit frequency (Fν), and the observed spectrum has been corrected for the
heliocentric velocity of the host galaxy (NGC 4526; cz = +448 km s−1– from NED1) and
for Galactic reddening (using the dust maps of Schlegel et al. [268]). The host galaxy

1NASA/IPAC Extragalactic Database: http://nedwww.ipac.caltech.edu/

http://nedwww.ipac.caltech.edu/
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reddening for SN 1994D is thought to be negligible (E(B − V ) = 0.00 ± 0.02; [230]),
and the spectrum has not be de-reddened. The overall fit to the spectrum is satisfactory
considering the simplistic assumptions made, although the continuum is too high redward
of ∼ 6500 Å, due to the assumption of a Planckian continuum. At shorter wavelengths
(. 3400 Å), the flux is overestimated due to the lack of appropriate treatment of line-
blanketing by many weak lines of iron-group elements [222, 11].

Moreover, the fit to the observed spectrum is improved by adding ions in a restricted
velocity interval at high ejecta velocities: O i (12, 000 ≤ v ≤ 40, 000 km s−1) and Ca ii
(19, 000 ≤ v ≤ 40, 000 km s−1) – called “high-velocity’ (HV) Ca ii by Branch et al. [33]. In
the upper panel of Fig. 2.8, both synthetic spectra with (dash-dotted red line) and without
(solid red line) the inclusion of this “HV Ca ii” feature are shown. The lower velocity limit
for “HV Ca ii” is greater than the photospheric velocity of the model, and this velocity
is said to be “detached” from the photosphere. Despite the attribution of this feature to
Ca ii in several local SN Ia spectra (SN 1994D [112]; SN 2001el [304]; SN 2000cx [289];
SN 2003du [97]; SN 1999ee [193]; SN 2002dj, 2003kf, 2002er, 2002bo, 2003cg [192]), more
detailed non-LTE calculations attribute the so-called “high-velocity” component of Ca ii
λ3945 to Si ii λ3858), predicted to dominate past∼ 1 week before maximum [119, 125, 173].
We discuss in more depth the nature of this feature in both local and high-redshift SN Ia
spectra in Chap. 5 (Sect. 5.3.3).

In the lower panel of Fig. 2.8, we show the relative contribution of each ion to the
overall synthetic spectrum of SN 1994D at −1 d. The flux is normalized to the underlying
blackbody continuum (Fcont), and the line spectra are offset from one another for the sake
of clarity. The deficit in flux caused by the presence of lines of iron-group elements (here
Co ii and Ni ii) is obvious below 3500 Å. The impact of adding a “detached HV” shell of
Ca ii is shown in the corresponding line spectrum (dash-dotted line). This simple model
illustrates well how SN Ia spectra are characterized by overlapping P-Cygni profiles. It
is often difficult to say whether a peculiar line profile stems from peculiar line formation
processes, or from the contamination of the profile by a line of another ion. This issue of
“line overlap” in SN Ia spectra is also discussed at length throughout Chap. 5.

2.2 Observational properties of Type Ia supernovae

2.2.1 Spectral evolution of SN Ia

We have seen in the previous section that spectra of Type Ia supernovae around maximum
light are dominated by broad lines with a P-Cygni profile shape, corresponding to singly-
ionized, intermediate-mass elements. At later stages (& 2 weeks past maximum), as the
photo-emitting layers recede in the comoving frame of the ejecta, emission lines of iron-
group elements (Fe ii, Co ii) start to dominate the optical spectra, resulting from the decay
products of 56Ni synthesized during the explosion. The spectra of SN Ia will reflect the
composition of successive layers in the disrupted White Dwarf star, enabling us to probe
deeper into the ejecta as time passes.
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Figure 2.8: Observed and synthetic spectra of SN 1994D at −1 d from B-band maximum.
Upper panel: Comparison between the observed (black line) and synthetic (solid red line)
spectra of SN 1994D, computed using the parametrized SYNOW code [82] using the same
input parameters as Branch et al. [33]. The red dotted line shows the effect of adding a
high-velocity shell of Ca ii in the SYNOW model. The location of the A-band atmospheric
absorption feature is indicated with a telluric symbol. Lower panel: Synthetic line spectra
for the individual ions used in the SYNOW model, normalized to the continuum synthetic
flux (assumed to be a blackbody in SYNOW), in decreasing order of atomic weight (from
top to bottom).
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Figure 2.9: Left panel: Bolometric light curve of SN 1994D (UBV RI filters – see [281]).
Right panel: Spectral evolution of SN 1994D, at phases marked by a black dot in the
light curve. Pre-maximum and maximum spectra of SN Ia are dominated by lines of singly-
ionized, intermediate-mass elements (Mg ii, Si ii, S ii, Ca ii). At later phases (& +10 d),
lines of iron-group elements (mostly Fe ii and Co ii) start to dominate the spectra, as the
photo-emitting layers recede deep into the WD interior.

In Fig. 2.9, we show the time evolution of the bolometric light curve (left panel) and
spectra (right panel) for SN 1994D [220]. We mark eight phases between −10 d and
+31 d from bolometric maximum in the light curve, and show the corresponding spectra
(increasing in phase from top to bottom) in the right panel, with flux per unit wavelength
(Fλ) and arbitrary vertical offsets in between the spectra for clarity. The morphological
changes in the spectra around maximum light are significant, and occur on the timescale
of days only. We will see in Chap. 6 that the phase of a SN Ia spectrum can in principle
be determined without the additional information provided by the light curve, based on
the spectral features alone.

It must be noted at this stage that such an evolutionary sequence of SN Ia spectra is
not currently available for high-redshift objects. The reason being that surveys of high-
z SN Ia are motivated by the cosmological applications of these objects (i.e. luminosity
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distance measurements), which require the knowledge of the luminosity at maximum. Since
a single spectrum is in principle needed to confirm a supernova as being of Type Ia, and
considering the typical exposure times required to obtain a spectrum of such targets at
high redshift (∼ 1 h per spectrum at an 8–10 m-class telescope; [187], Appendix A), there
is little motivation to obtain high signal-to-noise ratio multi-epoch spectra of high-z SN Ia.
In fact, such observations would be a valuable tool to test for evolutionary effects in SN Ia
spectra as a function of redshift and light-curve properties. Proposals to undertake such
observations are currently being made (Richard Ellis, Chris Stubbs, Brian Schmidt; private
communication), and will be a worthwhile contribution to the field.

2.2.2 Homogeneity vs. inhomogeneity in SN Ia spectra

Despite the apparent homogeneity of the SN Ia class and their successful use as distance
indicators (see [40] for an early review), the appearance of peculiar events (both photomet-
rically and spectroscopically) has drawn attention to the diversity amongst SN Ia, and in
particular on their use as “standard candles” (see [164] for a review). The appearance of
two peculiar events in the same year – the “over-luminous” (by ∼ 0.4 mag in the V band)
SN 1991T and “sub-luminous” (by ∼ 2 mag in the V band) SN 1991bg – has prompted
questions concerning the progenitor systems of SN Ia, and in particular whether additional
progenitor systems should be invoked to explain the observed differences.

Branch et al. [35] compiled a set of 84 SN Ia spectra, and classified them into “normal”,
“1986G-like”, “1991T-like”, and “1991bg-like”. As it turns out, the spectra of SN 1986G
and 1991bg share similar characteristics, and can be grouped into a single spectroscopic
subtype. In Fig. 2.10, we show spectra of “normal” SN Ia (left panel) around maximum
light, characterized by strong lines of Ca ii, Si ii, and other intermediate-mass elements
(S ii, Mg ii). The resemblance is indeed striking. In the right panel of Fig. 2.10, however,
we show spectra of “peculiar” SN Ia (from top to bottom: SN 1986G, 1991T, 1991bg,
2000cx, 2002cx), which share little resemblance with “normal” SN Ia spectra.

Spectra of SN 1991T [81, 232, 256, 136, 196] are characterized by the near-absence
of Ca ii and Si ii lines in the early-time spectra, and prominent high-excitation features
of Fe iii. The Si ii, S ii, and Ca ii features develop during the post-maximum phases,
and by a few weeks past maximum the spectra of “1991T-like” objects are comparable to
those of “normal” SN Ia. Spectra of SN 1991bg [80, 169, 294, 195], on the other hand,
are characterized by the presence of a broad absorption in the range ∼ 4100 − 4400 Å
due to lines of Ti ii. The appearance of such a feature in “1991bg-like” spectra was
explained by Nugent et al. [215] by a decrease in the “effective temperature” of such
sub-luminous events. Conversely, the presence of high-excitation lines of Fe iii in the
“1991T-like” spectra is explained by an enhanced ejecta temperature in these over-luminous
events. Thus, although these events spectroscopically differ from the majority of SN Ia
events, they appear to fit a spectral sequence corresponding to a unique SN Ia paradigm.
Photometrically, these peculiar objects also reproduced the relation between light-curve
width and absolute magnitude at maximum: the light curves of the over-luminous “1991T-
like”(under-luminous “1991bg-like”) objects are broad(narrow), with a slow(fast) post-
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Figure 2.10: Left panel: Optical spectra of “normal” SN Ia [35] around maximum light.
Their homogeneity is impressive. Right panel: Optical spectra of “peculiar” SN Ia around
maximum light. There are noticeable differences with the “normal” SN Ia. Thus, the SN Ia
class as a whole is not a homogeneous class.
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maximum decline.

Recently, several objects classified as supernovae of Type Ia do not fit the above scheme.
These are SN 2000cx [175] and SN 2002cx [174]. Spectra of these two supernovae around
maximum light are shown at the bottom of Fig.2.10 (right panel). While the pre-maximum
spectra of SN 2000cx resemble those of SN 1991T, the Si ii lines that appear around
maximum light remain strong several weeks past maximum. Moreover, the change in the
excitation of iron lines is slower. SN 2002cx is even more bizarre, with early-time spectra
dominated by lines of iron-group elements (as in the over-luminous SN 1991T), although
the luminosity is comparable to the sub-luminous SN 1991bg. Li et al. [174] discuss the
validity of the classification of this object as a SN Ia, although conclude in favour of such
a classification, on the basis that “[the] photometric and spectral evolution [of SN 2002cx]
can be grossly explained within the paradigm of SN Ia observations.”

Overall, one can say that the current classification scheme of supernovae is inappropri-
ate, as spectral sub-types need to be invoked to explain the full range of observed properties.
Whereas such “peculiar” objects are commonly found in local SN Ia searches (∼ 1/3 of all
SN Ia in the sample of Li et al. [176]), they are a lot more rare in high-z SN Ia samples
(2/46 “1991T-like” objects in the ESSENCE spectroscopic sample of Matheson et al. [187];
Appendix A). Whether this is due to a selection effect, to the relatively poor quality of
high-z SN Ia observations, or to an evolutionary effect in the SN Ia sample needs to be
clearly understood, as any systematic bias will affect the inferred cosmological parameters.

2.3 Observations of Type Ia supernovae and data re-

duction

This Chapter on optical spectra of SN Ia ends on a more technical note with the description
of discovery and spectroscopic follow-up of high-redshift SN Ia, as well as a brief overview
of the standard spectral data reduction procedure. The section ends with the presentation
of a novel method to extract supernova spectra, discussed at length in the next chapter
(Chap. 3).

2.3.1 Discovery of a supernova and spectroscopic follow-up

Finding a supernova at high-redshifts is no easy task. At z ∼ 0.5, the peak apparent
magnitude of a “normal” SN Ia in the R-band is mR & 22 mag, while this drops to
mR & 23 mag at z ∼ 0.7 (see [291], Table 7). Thus, although high-z SN Ia surveys are
limited by the magnitude of the faintest objects, it is the exposure times in a given filter
that will constrain the redshift distribution of the sample. For the ESSENCE project,
which aims to discover ∼ 200 SN Ia in the redshift range 0.2 ≤ z ≤ 0.8 in the course of
five years (see Chap. 1), Miknaitis et al. [201] found that relatively short exposure times
in R (∼ 200 s with the Mosaic II camera on the 4 m Blanco telescope at the Cerro-Tololo
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Inter-American Observatory2) was the best compromise between availability of telescope
resources and photometric signal-to-noise ratio.

The technique used to discover distant supernovae is fairly basic: one images the same
region of the sky repeatedly over several weeks, and subtracts an older image (or a combi-
nation thereof), known as the “template image”, from the more recent one (potentially the
“discovery” image). Any positive residuals in the difference image will be the signature of
a photometric variation in the new image. Residuals that do not have a recognizable point
spread function, and that are thus not point-like sources, are immediately discarded by
the observer. These are often due to poor subtractions, diffraction spikes in bright stars,
or cosmic rays. To determine whether the object is a supernova of Type Ia, one has to
continue monitoring the photometric evolution of the variable object, and make sure the
light curve shape, magnitude, (and colour, when images in at least two filters are taken)
are compatible with that of SN Ia in the local universe. In Fig. 2.11, we show the template
(left), discovery (middle), and difference (right) images for two transient events monitored
by the ESSENCE project, later spectroscopically confirmed to be supernovae of Type Ia.
Although images are systematically taken in two filters (R and I), we show in Fig. 2.11
the R-band images, corresponding to exposure times of 200 s.

To maximise the efficiency with which SN Ia are discovered, the ESSENCE project has
selected ∼ 25 fields in which transient events are discovered and followed-up photomet-
rically. These fields are monitored every four days during the search period (October –
December each year), such that new supernovae are discovered in fields where previously
discovered supernovae are being monitored – a technique known as a “rolling search” (see
Smith et al., in prep, for more details on the ESSENCE observing strategy). This way, new
SN Ia are continuously discovered, and well-sampled light curves are elaborated. One can
then determine the magnitude of the SN Ia at maximum light, and derive the corresponding
distance modulus (see Chap. 1).

Even with photometric constraints on the nature of a transient event (light curve,
magnitude, colour), one needs a spectrum to confirm the event to be a supernova of Type
Ia. Despite the great care that is taken to select the subset of transient events that are
most likely to be SN Ia (based on the photometric properties), after a spectrum is taken
several objects turn out to be variable events of another nature (Active Galactic Nuclei,
variable stars, Type II/Ib/Ic supernovae – see [187]; Appendix A). In Fig. 2.12, we show
the finder chart for the ESSENCE object d033.waa6 10, later confirmed by a spectrum
to be a supernova of Type Ia at z = 0.524. Such finder charts are used by observers at
telescopes used for the spectroscopic follow-up to locate the target of interest.

The ESSENCE project uses several large-aperture ground-based telescopes for the spec-
troscopic follow-up of their targets: Keck (10 m; Mauna Kea, Hawaii); Very Large Tele-
scope (VLT, 8 m; Cerro Paranal, Chile); Gemini North & South (8 m; Mauna Kea, Hawaii
[Gemini North] and Cerro Pachón, Chile [Gemini South]); Magellan Baade & Clay (6.5 m;
Las Campanas Observatory, Chile). In Fig. 2.13, we show a picture (left panel) of one of
the four Very Large Telescopes, and of the FOcal Reducer/low dispersion Spectrograph

2CTIO - see http://www.ctio.noao.edu/

http://www.ctio.noao.edu/
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Figure 2.11: Discovery of two transient events from the ESSENCE project using difference
imaging (SN 2003js, z = 0.363, upper panel; SN 2003jo, z = 0.524, lower panel). For each
supernova, we show the template image (taken on 11 Nov 2002; left), the discovery image
(taken on 19 Oct 2003; middle), and the difference between the discovery and template
images (right), revealing the transient event as a positive residual signal. Both transient
events were later confirmed to be SN Ia using spectra obtained with VLT+FORS1. Images
courtesy ESSENCE project (see http://www.ctio.noao.edu/essence/sne/sn2003.html).

http://www.ctio.noao.edu/essence/sne/sn2003.html
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Figure 2.12: Finder chart for the ESSENCE object d033.waa6 10, later confirmed by
VLT+FORS1 spectra to be a supernova of Type Ia at z = 0.524. The transient event
is marked by a red target cross in each of the four panels (which progressively zoom in
– from top to bottom and left to right – onto the transient object). Reference targets
are also marked in green to facilitate the identification of the transient target whilst at
the telescope. Finder charts for all ESSENCE supernovae are publicly available on the
ESSENCE web page (http://www.ctio.noao.edu/essence/).

http://www.ctio.noao.edu/essence/


56 2. Optical spectra of Type Ia supernovae

Figure 2.13: Left: Very Large Telescope (VLT) Unit Telescope 2 (UT2; “Kueyen”)
at the European Southern Observatory (ESO) Paranal observatory in Chile. Right:
FOcal Reducer/low dispersion Spectrograph (FORS) 1 mounted at the Cassegrain fo-
cus of the telescope (now UT1 “Antu”). (credits: European Southern Observatory; see
http://www.eso.org/outreach/gallery/vlt/).

(FORS) 1 (right panel) used to take spectra of several ESSENCE SN Ia.

2.3.2 Standard approach to reducing supernova spectra

The following sections describe the reduction of CCD images and extraction/calibration of
spectra taken with the VLT+FORS1 (see [25]). The wavelength coverage of the spectra
(∼ 4500−8500 Å for a 300V grism with an OG435 filter) was chosen so as to include most
of the defining spectroscopic characteristics of SN Ia – namely S ii, Si ii, and Ca ii H&K
– up to redshifts of z ∼ 0.8. The FORS1 instrument was chosen for its optimal sensitivity.
Long-slit spectroscopy (LSS) mode was chosen since we are essentially following a single
object at a time, excepting the cases where a spectrum of the host galaxy can be obtained.
In this case one also obtains spatial information, namely the position of the supernova with
respect to the galaxy. The 1′′ slit is usually positioned so as to include one bright object
in the field for reference.

The reader should keep in mind the standard character of this reduction procedure,
which is essentially the same for any long-slit spectroscopy observation. Most of the data
are extracted using the optimal algorithm of Horne [129], implemented in many standard

http://www.eso.org/outreach/gallery/vlt/
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software packages (e.g., IRAF3 or MIDAS4). A novel method based upon Richardson-Lucy
restoration (Chap. 3 [27]) is employed to extract the VLT spectra presented in Sect. 2.3.3.

From raw to extracted: a brief overview of spectral reduction steps

Despite being the most efficient light detectors available to astronomers (quantum effi-
ciencies, or QE & 90% – cf. 3% for photographic plates), modern CCDs are still prone
to additive effects that need to be removed via the appropriate calibration frames. The
output signal has added a pedestal level of several hundred ADUs (Analogue to Digital
Units), which can be removed using data in the overscan region of the chip, typically the
first and last few columns on the chip in the case of FORS1. This bias level needs to be
determined for each frame individually since it is not stabilized and can vary slightly due
to differences in temperature and telescope position. Any residual variation in the bias
level can be removed by making use of frames obtained with zero integration time – known
as “bias frames”.

The CCD images are then flat-fielded. Since variations in sensitivity are multiplicative
across the chip, one needs to divide by the pixel-to-pixel gain variations, as well as the
larger-scale spatial variations in the case of long-slit spectroscopy. This is done by taking
large-count exposures of a uniformly illuminated surface (known as a “flat-field” image),
typically a uniformly illuminated screen.

In a CCD, radioactive decays in the material of the camera can penetrate the CCD
detector and cause huge variations in counts from one pixel to the next. These sharp noise
spikes are misleadingly referred to as “cosmic rays” in the astronomer’s jargon. One can
remove this effect by linearly interpolating across pixels that show a significant difference
in the number of detected counts with respect to their neighbours, or by comparing several
frames of the same object and discarding any high signal that does not appear on all
frames. We detect and remove cosmic rays in the VLT+FORS1 data using the algorithm
of Pych [239]. The result of applying this algorithm to a raw 2D spectrum is shown in
Fig. 2.14. The upper panel shows the input spectrum, whilst the middle and lower panels
show the output spectrum and the cosmic rays detected by the algorithm, respectively.

Emission lines ([O i], OH, Na iD) from the night sky will show up as bright lines in the
spatial direction, and are the dominant source of noise in optical ground-based spectra.
They can be removed using a polynomial fit to the 2D spectra in the spatial direction,
although bright saturated sky lines will leave an imprint in the extracted 1D spectrum,
and should not be confused with emission lines from the host galaxy.

Once these preliminary reduction steps have been applied to the raw 2D spectrum, one
can then extract a 1D spectrum (in ADUs vs. dispersion coordinate) by summing up the
spectral trace in the spatial direction. These steps are illustrated in Fig. 2.15, where we

3IRAF is distributed by the National Optical Astronomy Observatories, operated by the Association
of Universities for Research in Astronomy, Inc., under contract to the National Science Foundation of the
United States.

4ESO-MIDAS is a registered trademark of the European Southern Observatory; see
http://www.eso.org/projects/esomidas/.

http://www.eso.org/projects/esomidas/
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Figure 2.14: Cosmic-ray removal in a two-dimensional spectrum, using the algorithm of
Pych [239]. We show the input (upper panel) and output (middle panel) spectra, as well
as the cosmic rays detected by the algorithm and removed from the input image (lower
panel). Note how the saturated sky line at dispersion coordinate ∼ 500 pixels has been
detected as a “cosmic ray” by the algorithm.
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show the input “raw” 2D spectrum (upper panel), the reduced (bias corrected, flat-fielded,
cosmic ray-cleaned, background-subtracted) 2D spectrum (middle panel), and finally the
extracted 1D spectrum (lower panel). Final reduction steps include wavelength and flux
calibration of the 1D spectrum, and are described below.

Wavelength calibration

To convert the dispersion coordinate from pixels to wavelength, we use a calibration arc
lamp – a Copper, Helium, Neon and Argon (CuHeNeAr) lamp for FORS1 observations.
Taking a spectrum of this lamp produces a series of narrow emission lines that can be
identified and compared with a line list, which in turn allows for the wavelength calibration
of the extracted 1D spectrum. In Fig. 2.16 we show the spectrum of such an arc lamp
(here a HeNeAr lamp), with identification of the most prominent emission lines. The
correspondence between pixel and wavelength coordinate can accurately be derived from
such spectra, with typical RMS uncertainties . 0.5 Å.

Flux calibration

For most astronomical purposes it is necessary to determine the absolute flux incident on
the detector as a function of wavelength. To do this one takes a spectrum of a well-known
spectroscopic standard star (for which the spectral energy distribution is well determined),
and correlates the number of counts with the independently determined flux from that
object. The outcome of this exercise is a sensitivity function that is subsequently used to
flux calibrate the out-coming spectra. We show a 1D spectrum of the spectrophotometric
standard star EG 21 [109], as observed with the VLT+FORS1, in the upper panel of
Fig. 2.17 (red line). A sensitivity function (here in units of 2.5× log10 [counts s−1 Å−1] /
[erg s−1 cm−2 Å−1]; lower panel) is calculated based on the comparison of this spectrum
with the accurately tabulated synthetic fluxes (upper panel, black line) by Hamuy et al.
[109]. Dividing the extracted 1D spectrum by the sensitivity function (after appropriate
scaling for the exposure time) will produce a 1D spectrum calibrated in flux, per unit
wavelength in this case.

Finally, the wavelength and flux calibrated 1D spectra can be corrected for extinction
by dust grains in our Galaxy (using the dust maps of Schlegel et al. [268]) and in the
supernova host galaxy (using the reddening E(B − V ) value determined from a fit to the
SN light curve), and corrected for the heliocentric velocity of the supernova (which consists
in scaling the wavelength axis by a factor (1 + z)−1).

2.3.3 A novel method to extract SN spectra

An alternative to the algorithm of Horne [129] for extracting 1D spectra has been suggested
by Lucy and Walsh [185] and applied to supernova spectra by Blondin et al. [27] (Chap. 3).
The algorithm is based on the Richardson-Lucy iterative restoration method [243, 183],
and implemented in the IRAF code specinholucy [185]. This new technique enables us to
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Figure 2.15: Extraction of a 1D spectrum from a 2D raw image, obtained with the
VLT+FORS1 during the 2002 ESSENCE campaign [25]. Upper panel: Raw two-
dimensional spectrum as detected by the FORS1 CCD. The abscissa corresponds to the
dispersion axis (wavelength increasing to the right, whilst the spatial axis is on the or-
dinate. The faint trace at spatial coordinate ∼ 100 pixels is the spectrum we want to
extract. The vertical lines correspond to emission ([O i], OH, Na iD), from the night sky
(see [219]). Middle panel: The raw 2D image has now been flat-fielded and corrected for
bias (see text for details). Cosmic rays have also been removed using the algorithm of Pych
[239] (see Fig. 2.14). The background (sky emission lines) has been removed, revealing the
spectral trace. Lower panel: The spectral trace in the middle panel has been collapsed in
the spatial direction over a ∼ 10 pixel-wide extraction window centered on the trace. The
ordinate is in units of ADU (Analogue to Digital Unit), which correspond to the number
of photo-electrons generated in the CCD within a gain factor (1.47 e−/ADU here). The
spectrum is that of Type Ia supernova SN 2002jw (z = 0.356; see [187], Appendix A).
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Figure 2.16: Wavelength calibration of spectra using a helium-neon-argon (HeNeAr) lamp.
The 2D spectrum is shown as a band in the lower part of the plot. Lines are identified from
a HeNeAr line list and a dispersion solution is computed using the dispersion coordinate in
pixels. The HeNeAr 1D spectrum has been vertically offset by 1.1× 106 ADU for clarity.
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Figure 2.17: Flux calibration of spectra using the EG 21 spectrophotometric standard star
[109]. A sensitivity function (here in units of 2.5× log10 [counts s−1 Å−1] / [erg s−1 cm−2

Å−1]; lower panel) is calculated based on the comparison of an extracted spectrum of EG 21
in counts vs. wavelength (upper panel, black line) with the accurately tabulated synthetic
fluxes (upper panel, red line) by Hamuy et al. [109].
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extract the spectrum of a supernova from that of the contaminating background of its host
galaxy (“two-channel” restoration).

In the top panel of Fig. 2.18, we show a reduced, wavelength calibrated, 2D spectrum,
that will serve as an input to the specinholucy code. The middle panel shows the restored
2D spectrum of the background, revealing the spectrum of the supernova host galaxy. The
lower panel shows a plot of the restored 1D spectrum. The spectrum is a lot “cleaner”
than the optimally-extracted version of this same spectrum, shown in the lower panel of
Fig. 2.15.

All the VLT SN Ia spectra presented by Matheson et al. [187] (Appendix A) were
reduced using this two-channel restoration algorithm. For completeness, we show these
21 SN Ia spectra in Figs. 2.19–2.21, in increasing redshift (from top to bottom in each of
the plots). The 1D restored spectra are plotted as black lines, and a low-redshift SN Ia
spectrum is overplotted (red line) for comparison.
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Figure 2.18: Two-channel restoration of a 2D spectrum employing the Richardson-Lucy
iterative restoration method [243, 183], and implemented in the IRAF code specinholucy
[185]. This new technique enables us to extract the spectrum of a supernova from that
of the contaminating background of its host galaxy (see [27]). Upper panel: Input two-
dimensional spectrum, corresponding to a bias corrected, flat-fielded, cosmic-ray cleaned,
and wavelength-calibrated version of the raw 2D spectrum in Fig. 2.15 (upper panel). Mid-
dle panel: Restored two-dimensional background spectrum. The broad trace centered on
spatial coordinate ∼ 100 pixels is the underlying host-galaxy spectrum. Lower panel:
Restored one-dimensional spectrum using specinholucy. The quality of the spectrum is en-
hanced with respect to more traditional spectral extraction methods (cf. Fig. 2.15, lower
panel).
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Figure 2.19: Rest-wavelength spectra of high-redshift (0.2 < z ≤ 0.4) Type Ia supernovae
(black line) taken with VLT+FORS1 for the ESSENCE 2002-2003 campaigns. All the
spectra were reduced using the two-channel restoration method of Lucy and Walsh [185]
and applied to supernova spectra by Blondin et al. [27], so as to reduce contamination
by host-galaxy light (see also Fig. 2.18). The spectra have not been de-reddened. Each
high-redshift spectrum is overplotted (red line) by a low-redshift SN Ia for comparison.
The low-redshift SN Ia used for comparison corresponds to the best-fit local template
spectrum as determined by our cross-correlation algorithm (SNID; Blondin et al., in prep
– see Chap. 4). In addition, each spectrum is labeled with the IAU identification number
and the deduced redshift ([187]; Appendix A). The de-redshifted location of the A-band
atmospheric absorption feature is indicated with a telluric symbol. The flux scale is Fλ

with arbitrary additive offsets between the spectra.
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Figure 2.20: Rest-wavelength spectra of high-redshift (0.4 < z ≤ 0.6) Type Ia supernovae
(black line) taken with VLT+FORS1 for the ESSENCE 2002-2003 campaigns. See Fig. 2.19
for details.
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Figure 2.21: Rest-wavelength spectra of high-redshift (z > 0.6) Type Ia supernovae (black
line) taken with VLT+FORS1 for the ESSENCE 2002-2003 campaigns. See Fig. 2.19 for
details.
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Chapter 3

Extracting clean supernova spectra

For filth and elde, also may I thee,
Be greate wardens upon chastity.

Geoffrey Chaucer (The Wife of Bath and her Tale)

Towards a quantitative analysis of high-redshift Type Ia supernova
spectra

Stéphane Blondin, Jeremy R. Walsh, Bruno Leibundgut, and Grégory Sainton

Astronomy & Astrophysics, 431, 757 (2005)

Abstract: We use a new technique to extract the spectrum of a supernova from that of
the contaminating background of its host galaxy, and apply it to the specific case of high-
redshift Type Ia supernova (SN Ia) spectroscopy. The algorithm is based on a two-channel
iterative technique employing the Richardson-Lucy restoration method and is implemented
in the IRAF code specinholucy. We run the code both on simulated (SN Ia at z = 0.5
embedded in a bright host galaxy) and observed (SN Ia at various phases up to z = 0.236)
data taken with VLT+FORS1 and show the advantages of using such a deconvolution
technique in comparison with less elaborate methods. This paper is motivated by the
need for optimal supernova spectroscopic data reduction in order to make meaningful
comparisons between the low and high-redshift SN Ia samples. This may reveal subtle
evolutionary and systematic effects that could depend on redshift, and bias the cosmological
results derived from comparisons of local and high-z SN Ia in recent years. We describe
the various aspects of the extraction in some detail as guidelines for the first-time user
and present an optimal observing strategy for successful implementation of this method in
future high-z SN Ia spectroscopic follow-up programmes.

3.1 Introduction

The initial claim made by two independent teams – the High-Z Supernova Search Team
[270] and the Supernova Cosmology Project [226] – that the apparent dimming of Type Ia
supernovae (SN Ia) at redshifts of z ≈ 0.5 implies a present accelerating expansion of the
universe [244, 226], and its subsequent confirmation with improved precision [291, 152, 14],
have prompted an increased interest in these astrophysical events. On the theoretical side,
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much effort and computing time has been devoted to multi-dimensional modelling of the
explosion in order to provide physical input parameters for spectral synthesis calculations
(see [117] for a review). On the observational side several teams are currently using SN Ia
both to probe the decelerating expansion at higher (z & 1) redshifts – the Hubble Higher-
z Supernova Search [253] – and to measure second order effects (the equation-of-state
parameter ω = p/ρc2) at intermediate (0.2 . z . 0.8) redshifts – such as ESSENCE
[201, 187] and the CFHT SuperNova Legacy Survey, or SNLS [217].

However, the physical parameters governing the SN Ia explosion mechanism are to-
day not fully understood and the empirical parametrization of the entire SN Ia class –
the so-called “Phillips relation” (see [229]) – has no physical basis. The aforementioned
observational programmes will detect several hundreds of high-z SN Ia, at which stage
the statistical errors in the sample will have reached the systematic error floor. The cos-
mological effect detected via observations of Type Ia supernovae is indeed a subtle one
(see [165] for a review) and the field is limited by the systematic errors involved in such
measurements and their possible evolution with redshift.

Spectroscopy is an ideal way to probe these potential evolutionary effects through
systematic comparison of high-z SN Ia spectra with local templates. This requires the
extraction of clean SN Ia spectra devoid of background contamination, mainly by the
host galaxy and sky lines (for ground-based observations). For high signal-to-noise (here-
after S/N) cases, when the supernova is bright with respect to its immediate underlying
background, standard extraction software will in general work well. However, when the
supernova is faint compared to the background, e.g. at late phases, heavily superposed
on its host galaxy or simply at a high redshift, a more elaborate technique is required to
ensure that we are not extracting non-SN flux.

The purpose of this paper is to test such a method that has been implemented in the
IRAF1 code specinholucy [185]. It is based on a two-channel restoration algorithm that
restores a point spread function (PSF)-like component in a 2D image and an underly-
ing extended background separately. It is of wide astronomical use and has already been
successfully applied to the restoration of point-source spectra in highly inhomogeneous
backgrounds (see [185]), such as is often the case for high-z SN Ia embedded in their host
galaxy. The fact that the entire 2D spectrum of the background (with or without the
inclusion of the restored point source spectrum) is restored in such an algorithm means
that we have a firm hold on potential systematic errors associated with the restoration.
This is done by simply comparing the residuals in the restored 2D spectrum with the
statistical noise limit of the input 2D spectrum (the square root of the number of photo-
electrons). Should these residuals fall below this limit then we can consider the restoration
to be successful. This is a clear advantage over traditional spectral extraction routines
where no secure hold on systematic errors is possible. Furthermore, the very nature of the
algorithm presented in this paper implies that all non PSF-like components in the input

1IRAF is distributed by the National Optical Astronomy Observatories, operated by the Association
of Universities for Research in Astronomy, Inc., under contract to the National Science Foundation of the
United States.
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2D spectrum are automatically allocated to the background channel. We are making no a
priori assumptions on the nature of the contaminating extended background component
and only rely on the point-like nature of the supernova’s spatial profile.

In Sect. 3.2 we present the algorithm and its application to the case of supernovae
embedded in their host galaxy. We dedicate Sects. 3.3 and 3.4 to the specific issues
of the PSF spectrum – or slit spread function (SSF) – used to restore the point source
and of the spatial resolution kernel used to discriminate between the point source and
the underlying extended background, respectively, as they are of crucial importance to the
proper functioning of specinholucy. In Sects. 3.5 and 3.6 we test the algorithm on simulated
and observed data, respectively. Section 3.7 serves the purpose of comparing our technique
to alternative spectral extraction methods, and we further discuss the advantages of using
our approach alongside an optimal observing strategy for its successful implementation in
Sect. 3.8.

The need for comparisons between the high-z and the local SN Ia spectra in order to
make quantitative statements on their potential differences requires the use of such an
elaborate two-channel deconvolution technique. The code specinholucy enables a truly
quantitative analysis of high-z SN Ia spectra and opens the path for meaningful detections
of potential evolutionary signatures in their spectra.

3.2 The algorithm and its implementation

3.2.1 Decomposing the SN from its host galaxy

Lucy and Walsh [185] – subsequently LW03 – have described two iterative techniques for
decomposing a long-slit spectrum into spectra of designated point sources and an under-
lying background. The methods are based on a two-channel restoration [128, 184] using
the Richardson-Lucy [243, 183] iterative restoration. The essence of this technique is to
treat the point source(s) and the extended background as two channels for restoration. It
must be emphasized at the outset that this restoration occurs purely in the spatial direc-
tion and no implied spectral restoration is undertaken. Thus, for instance, residuals from
fringing corrections should not be relevant unless the fringes are tilted with respect to the
dispersion axis, in which case an additional inhomogeneous component would be added
to the background. The first channel contains the point source(s) which are restored to
delta functions using an appropriate PSF. For a spectrum the PSF must be specified as a
function of wavelength; this is simply the aforementioned SSF in Lucy and Walsh [185].
In order to iteratively restore the extended component, it is necessary to impose a limiting
resolution, larger than that set by the PSF, in order to prevent the second channel from
modelling the point sources as peaks in the extended component. The resolution limit for
the background is set by defining the restored background to be the convolution of a non-
negative auxiliary function with a wavelength-independent resolution kernel R. Then no
feature whose width is less than R can appear in the restored background. If the width of
R is greater than the PSF, then the convolution of the model of the extended background
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ψ with the PSF cannot fit a point source, which must therefore be modelled by the first
channel.

Two methods are described in LW03: one for a homogeneous background (i.e. the spec-
trum of the background is homogeneous - does not vary with position); the second, more
general, case allows the spectrum of the background to vary as a function of position along
the slit - termed the inhomogeneous background case. In the case of a galaxy including an
SN the inhomogeneous case is appropriate. The observed spectrum φ(λ, y), where λ is the
dispersion direction and y the cross-dispersion direction, can then be modelled as:

φ(λ, y) =

∫
F (λ, η)P (λ, y − η)dη + fSN(λ)P (λ, y − ySN), (3.1)

where η is the independent variable for the spatial dimension (cross dispersion direction).
The first term represents the spectrum of the background and the second represents the
spectrum of the SN. In this study it is fSN(λ), the spectrum of the SN, which is the desired
output product. P (λ, y − η) is the SSF, i.e. a PSF as a function of wavelength. The
restored background, ψ, is a convolution of an non-negative auxilliary function χ(λ, ζ) and
the non-negative normalized resolution kernel centred at η = ζ, R(η − ζ):

F (λ, η) =

∫
χ(λ, ζ)R(η − ζ)dζ, (3.2)

which is convolved with the SSF to match the observed extended component. R is specified
as a Gaussian function of sigma σkernel.

The unknowns fSN and χ are determined by iterative improvement of the fit of φ to the
observed spectrum, using the R-L algorithm to improve both the point source spectrum
and the background until convergence is reached. The iteration steps are described in
detail in LW03. There are two convergence criteria: the fractional change in the spectrum
per R-L iteration summed for all wavelengths; the fractional change in χ per iteration
summed over all wavelengths and cross-dispersion range. In practice, depending on the
particular details of the spectrum, one of these criteria may converge much faster than the
other, though both must be met for the code to converge.

3.2.2 Practical implementation for SN and host galaxy

The situation of an SN observed in a host galaxy is an ideal use of the inhomogeneous case
(see LW03 for some other examples). This is the simplest application since there is ideally
one point source and a structurally well-resolved galaxy. When the SN is in the outer
regions of an early-type galaxy, then the sophistication of the technique is probably not
essential and more traditional methods, such as a linear or polynomial fit to the background
and extraction, with or without weighting, of the point source, are adequate. However,
when the SN is near the centre of a galaxy, or the galaxy does not have a smooth radial
profile, or there is line emission in the galaxy host (e.g. for late-type galaxies), then the
simple methods fail and a dedicated extraction or a restoration approach is mandatory. In
Sect. 3.7 we compare the technique presented here with other less advanced methods.
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The inhomogeneous case is implemented in the IRAF code specinholucy, which is avail-
able in the ST-ECF layered package specres. In addition to the input long-slit 2D spectrum,
there are two important input parameters: the SSF, which obviously must match as well
as possible the cross-dispersion profile as a function of wavelength for the SN observation,
and the position of the SN on the slit. The inhomogeneous decomposition technique needs
the position of the point source that is to be extracted from the extended background (i.e.
the host galaxy). Errors in this position will result in mixing of the two channels in the
output-restored spectrum so that for example the background is excavated asymmetrically
around the point source. However, this requirement is not as limiting as it sounds since one
of the outputs is a 2D restored version of the input 2D long-slit spectrum (including both
the SN and the host galaxy) which can be directly compared with the latter spectrum, and
a mismatch of the position shows up as a higher frequency component than the resolution
kernel in the neighbourhood of the designated SN. The primary output is the spectrum of
the SN, which is strictly 1D. If an error image is available for the input long-slit spectrum,
it can be supplied to produce Monte Carlo error estimates for the restored output spectra
(point source and extended background).

3.3 The importance of the slit spread function

LW03 discuss some of the difficulties with using an empirical SSF. For ground-based data
a spectrum of a bright standard star is ideal, but this must be taken in identical conditions
to those of the SN spectrum. In practice this is almost impossible to achieve. Even a star
on the slit of the same observation as the SN cannot be guaranteed to provide an ideal
SSF, since the star may not be centred on the slit as the SN is centered and instrumental
optical aberrations can produce off-axis distortions of the spatial profile of a point source.
A simple task, spepsf , is provided for constructing model SSFs in the specres package. A
number of PSFs (viz stellar images) are provided as input at specified wavelengths; these
are sampled by a slit of specified size (relative to the PSFs) and the signal within a slit is
integrated across the slit width as a function of offset position (cross-dispersion). The set
of point sources are then spline-interpolated in the dispersion direction to provide the 2D
spectrum of the point source, the SSF. For an observation with no accompanying SSF, a
considerable amount of trial-and-error is required to choose the seeing of a set of model
PSFs in order to provide a high quality restoration, and thus successful extraction of the
SN spectrum. In the low signal-to-noise cases, it will be the major source of uncertainty in
the SN spectrum (see Sect. 3.5.3). However, all methods that rely on provision of a PSF
(in imaging) or an SSF (in spectroscopy) are subject to this difficulty; it usually provides
the fundamental limit on the uncertainty of the restoration.

3.3.1 Measuring the seeing

To successfully extract the point source spectrum from the extended background compo-
nent one needs in principle to know the width of the point-source spatial profile at each
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dispersion coordinate – i.e. the FWHM-wavelength relation for that object. In practice,
however, we often cannot do this because of poor S/N (this is especially the case in high-z
SN Ia spectroscopy) and so we rely on average quantities, such as the mean seeing dur-
ing the observation. One can then imagine reconstructing a more reliable description of
the seeing (θ) variation along the dispersion direction (λ) using for instance the following
seeing-wavelength relation [272]:

θ = λ/r0
r0 ∝ λ6/5

}
⇒ θ ∝ λ−0.2, (3.3)

where r0 is the so-called Fried parameter, which describes the quality of a wave that has
propagated through atmospheric turbulence [87, 88].

However, a specific telescope and instrument combination can introduce systematic
errors due to instrumental spatial distortions which are not taken into account in the
above relation. Fig. 3.1 shows that one should not rely on measurements by external
seeing monitors on observatory sites – such as the Differential Image Motion Monitor
(DIMM) on the ESO-Paranal site, which measures the image quality via a differential
centroiding method [265, 264]. Although precise, these measurements are inadequate for
our purpose since the DIMM probes a region of sky significantly different from that where
the telescope is pointing (see [219], his Fig. 17). Moreover the optical train is different and
the observation wavelength is restricted to 5000 Å. Even varying the exponent in the above
seeing-wavelength relation does not make it possible to accurately reproduce the FWHM
profile of a bright standard star (Fig. 3.1). We will see in Sect. 3.5.3 that errors of & 15%
in the determination of the FWHM of the point source can lead to significant errors in
the restored point source flux. One possible alternative is to construct a synthetic SSF
based on the wavelength-dependent FWHM characteristics of the point source spectrum
to be extracted. This has the prime advantage of extracting the point source with a PSF
spectrum that has been subject to the same seeing variations. To do so one can either use
the SN spectrum itself or carefully align the slit to include a bright single star as well as
the object of interest.

3.3.2 Generating synthetic PSF spectra

The IRAF-implemented code specpsf is illustrated in Fig. 3.2. A standard star is used
to determine the corresponding FWHM-wavelength relation, from which Gaussian PSF
images are generated every 50 Å. The resulting stellar images are run through specpsf and
the profile of the corresponding output PSF spectrum (or SSF) is compared with that of
the input standard star. The errors fall below 0.1% over the whole wavelength range. We
also show a polynomial fit to the data, since in practice the scatter is significantly larger
for low S/N point sources, and such a fit to the data is more representative of the actual
seeing variations in the dispersion direction. Here the residuals are as high as ∼2% in the
red region of the spectrum (mainly due to an increase of sky brightness in this spectral
range), still an order of magnitude below the lower threshold where errors on the FWHM
start to matter (see below).
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Figure 3.1: Top panel: FWHM of the cross-dispersion profile of the standard star LTT
7987 taken with VLT+FORS1 on UT 11 October 2002. The single data point with an
error bar shows the mean seeing as measured by the DIMM station – namely 1.55± 0.12′′

(the pixel scale of FORS1 is 0.2′′ pix−1) at 5000 Å. Overplotted is the FWHM-wavelength
relation fixed at the DIMM data point, both for the predicted exponent (−0.20) and our
best-fit value (−0.29). Lower panel: Fractional residuals with respect to the θ ∝ λ−l

relation, for l = 0.20 (open squares) and l = 0.29 (filled squares).
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Figure 3.2: Illustration of SSF synthesis using specpsf. The input spectrum is the same
as in Fig. 3.1. Top panel: FWHM of LTT 7987 (open squares) and of the synthetic
SSF (filled triangles). The dashed line shows a polynomial fit to the synthetic SSF. Lower
panel: Residual plots of the FWHM of the synthesized SSF (open squares) and polynomial
fit to the synthetic SSF (filled circles) with respect to the input SSF.
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Table 3.1: SSF FWHM data
SSF pixelsa arcsecondsa

SN 2002go 3.834.74
3.48 ± 0.41 0.770.95

0.70 ± 0.08
star on slit 4.715.44

4.18 ± 0.39 0.941.10
0.84 ± 0.08

standard star 4.174.64
3.93 ± 0.23 0.830.93

0.79 ± 0.05

(a) the quoted values are read as < mean >max
min ±1σ error

3.3.3 Impact of the SSF on spectral restoration

The astronomer wishing to extract point source spectra using specinholucy has various
options for the SSF. In low S/N cases like the ones we describe in this paper the choice of
the SSF is by far the most limiting factor and will have a severe impact on the quality of
the restoration.

We illustrate the impact of the SSF choice on the restoration of SN 2002go, a Type
Ia supernova at z = 0.236 (IAUC 7994) slightly offset from the center of its host galaxy
(see also Sect. 3.6). We consider three options for the SSF: (1) a synthetic SSF based
on FWHM measurements of SN 2002go itself, (2) a PSF star that happened by chance
to be on the same slit as SN 2002go and (3) a VLT+FORS1 standard star for which
the FWHM-wavelength relation was the closest we could find to that of SN 2002go. The
resulting cross-dispersion profiles are shown in Fig. 3.3, and the corresponding mean seeing
values are shown in Table 3.1. Note that the quoted mean values are not representative
of the wavelength-dependent nature of the seeing, and one should produce plots such as
those shown in Fig. 3.3 to appreciate the differences between the SSFs. Despite having
been observed on the same location of the CCD chip, the SN and the standard star were
not observed on the same night and were thus subject to different seeing conditions. The
difference is also a function of wavelength, hinting at possible instrumental effects on the
spatial profile. These same comments apply to standard stars having been observed on the
same night as the object of interest, and we discourage the potential user of this method
from using standard stars for the SSF.

More interesting, perhaps, are the quasi-systematic differences in the profiles of the SN
and the PSF star that was accidentally placed on the same slit. The SN and PSF star
should be subject to identical seeing variations, but the reconstructed profiles differ by as
much as ∼ 30%, or 0.2′′. There could be several reasons for this: (a) the observation is
not made at the parallactic angle, and so the dispersion direction is not along the slit;
(b) the star spectrum is located at a different location on the CCD chip where the spatial
distortion differs; (c) the star is not centred on the slit and we are not measuring its true
PSF profile. FORS1 is equipped with a longitudinal atmospheric dispersion compensator
(LADC) which has an accuracy . 0.1′′ (0.5 pix) over the considered wavelength range [8],
and so (a) should not be relevant. FORS1 is linear at the < 0.4% level (see the FORS1+2
User Manual2) and distortions associated with the instrument’s optics should not affect the

2http://www.eso.org/instruments/fors1/

http://www.eso.org/instruments/fors1/
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Figure 3.3: Examples of SSFs used to extract SN 2002go: (1) the supernova itself; (2) a
bright PSF star that happened to be on the same slit; (3) the closest FORS1 standard
star to match the supernova profile. Top panel: The dashed line is a polynomial fit to
the SN profile, from which low S/N points affected by the increase in sky background have
been excluded. Lower panel: Fractional differences in the SSF FWHM with respect to
the polynomial fit.
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whole spectral range at this level, so (b) should not matter either. This leaves (c) as the
probable explanation for this difference, which is significant enough to be a major source
of error in the restoration.

The impact of these various SSFs on the restored SN flux is shown in Fig. 3.4. We
view the solid curve as the most accurate restoration, and one sees that using the other
two (wider) SSFs means we are also restoring part of the extended background component
(sky and host galaxy) in the point source spectrum. In the case of the star that was by
chance located on the same slit the ∼ 20% difference in the FWHM results in an error in the
restored SN flux that can be as high as 100-150%! We see from the two inlays in Fig. 3.4 that
the slope of the pseudo-continuum around strong SN Ia spectral features (Ca ii H&K and
Si ii) changes significantly due to contamination of the underlying background spectrum,
and so the very definition of “line strength” in this case is very ambiguous. The fact that
the FWHM of the point source varies with wavelength will cause variable contributions of
the background to the restored spectrum, and will affect the determination of line ratios of
distantly spaced lines, if the PSF vector is not determined properly. Thus, the extraction
has a significant impact on empirical correlations based on such measurements, as the
errors made at this stage will add to those associated with the subsequent calibration
in flux. Examples of such correlations are given by Nugent et al. [215] and are used to
determine distances to SN Ia by Riess et al. [249].

One might ask how one can decide which SSF to choose to restore a particular point
source spectrum and if it is possible to a posteriori tell whether the chosen SSF was indeed
the appropriate one. Indeed, through restoring the complete 2D background spectrum
specinholucy enables us to check the accuracy of the restoration at each pixel of the input
2D frame, or simply in the spatial (cross-dispersion) direction by comparing the collapsed
spatial profiles of the input and restored 2D spectra. This is illustrated using real data in
Fig. 3.12.

3.4 The spatial resolution kernel

The choice of the width of the resolution kernel for the background resides with the user.
It is implemented as a Gaussian of user-chosen sigma σkernel in the specinholucy code. It
is difficult to give a general guide to its choice. Obviously it should be wider than the
equivalent maximum Gaussian sigma of the SSF σSSF,max in the cross-dispersion direction.
The sigma of the kernel has to be tuned and is strongly dependent on the nature of the
extended source and more specifically on the extended background component in the vicin-
ity of the point source. Comparison of the restored background with the input spectrum
will quickly show if narrow features in the extended background, above the noise, have
failed to be modelled through choice of too wide a kernel width (see Fig. 3.5, left column).
If the kernel width is too narrow then the point source will be partially modelled as a
peak in the background channel and the fluxes in our restored point source spectrum will
be underestimated (Fig. 3.5, right column). The optimal width for the spatial resolution
kernel corresponds to a compromise between the lower spatial frequency of the extended
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Figure 3.4: Impact of the SSF on the restored point source spectrum of SN 2002go. Refer to
Fig. 3.3 for the meaning of the line annotations (1), (2) and (3), noting that (1) corresponds
to the polynomial fit to the SN 2002go profile. The two inlays zoom in on the blueshifted
Ca ii H&K and Si ii features, both prominent in SN Ia spectra, and highlight the impact
of non-optimal spectral extractions on empirical correlations involving line strengths (see
text).
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Figure 3.5: Impact of the width of the spatial resolution kernel σkernel on the background
restoration. Top panel: Input average (dashed line) and restored background (solid line)
cross-dispersion profiles. Middle panel: Residuals of the previous plot, revealing the
point source channel (i.e. the supernova itself). Lower panel: Spatial residuals of the
input and restored 2D frames. Negative (positive) values in the residual plots mean we are
over (under)-restoring the flux at that location.

background cross-dispersion profile and the higher spatial frequency of the point source
cross-dispersion profile. A decent first guess would be σkernel ≈ 2-3σSSF. In Fig. 3.5 (mid-
dle column) we have used σkernel ≈ 2.3σSSF > σSSF,max. From Fig. 3.5 we further note that,
if one can clearly see the impact of a wide kernel on the spatial residuals δgal+SN, discrim-
inating between the narrow and optimal kernel widths – respectively 1.5 and 3.8 – is not
obvious a priori. The optimal kernel width in Fig. 3.5 was chosen such as to maximise
the counts in the point source channel, or δgal, whilst keeping the spatial residuals δgal+SN

below the statistical noise limit of the input 2D frame.

One important test is to ensure we are not capable of restoring a PSF-like spectrum
from a pure extended source. This is particularly relevant to high-z SN Ia spectroscopy
since in many cases one is only able to extract a spectrum of the supernova host galaxy
whereas one is convinced of having obtained a combined spectrum including the SN. Then
the currently widespread technique of subtracting a galaxy template from this “combined”
(and noisy) spectrum can sometimes reveal SN-like features where no supernova is present!
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Figure 3.6: Restored point source spectra in units of the statistical noise of the input pure
galaxy spectrum. The different plots correspond to different positions of the point source to
extract, marked by a filled square in the galaxy spatial profiles shown in the right column.
The different lines correspond to different seeing conditions. The horizontal dashed line
marks the limit below which no point source was detected in the background. Note the
change of scale in the lower plot, where no flux at all is restored in many bandpasses. The
peak above the dashed line in the uppermost plot is due to bad cosmic ray removal.

This is illustrated later on in Sect. 3.7.3 where we compare the specinholucy output with
that of a statistical algorithm (SN -fit) which decomposes a 1D spectrum into its SN and
galaxy components using a galaxy spectral template (see also Fig. 3.14).

Here we have used the uncontaminated galaxy spectrum of the host of SN 2002bo (see
Sect. 3.6), obtained by constructing a mirror image of the portion of the galaxy profile
devoid of supernova signal. We try to extract a point source component from this pure
galaxy spectrum at different locations of the galaxy trace, including the centroid, using
for this purpose three different SSFs of widths corresponding to the mean and extrema of
the seeing values measured by the DIMM station for this observation. We then compare
the restored point source flux with the statistical noise limit of the input 2D spectrum
at the position of the point source. Should this ratio fall below one this means that no
point source was detected. We see from Fig. 3.6 that in all cases the restored spectrum is
inconsistent with that of a PSF-like object over the whole spectral range.



3.5 Testing the algorithm on simulated data 83

Table 3.2: Distances and flux scaling

galaxy d (Mpc) Reference factora

NGC 4526 13 Drenkhahn and Richtler [67] 1.5× 10−5

NGC 6181 34 Sil’chenko et al. [275] 1.1× 10−4

(a) Factor used to scale down the flux, computed as (d/dL,z=0.5)2 × (1 + z)−1.

3.5 Testing the algorithm on simulated data

In this Sect. we present tests of the algorithm on simulated data, namely 2D spectra of
a Type Ia supernova (SN Ia) at z = 0.5 embedded in a late-type galaxy. We have chosen
to reproduce a situation where a one hour-long exposure is taken at the ESO Very Large
Telescope VLT-UT1 (8.2m) using the FOcal Reducer Spectrograph (FORS1) in Long-Slit
Spectroscopy (LSS) mode. The grism corresponds to 300V, and the slit width is 1′′. The
reason behind choosing these specific settings is that they correspond to those used for
the real data on which the algorithm will be tested further in Sect. 3.6. In what follows
we assume a (ΩM ,ΩΛ, h) = (0.3, 0.7, 0.72) cosmology (where h = H0

100 km s−1Mpc−1 is the

dimensionless Hubble constant), and so the luminosity distance corresponding to z = 0.5
is dL,z=0.5 ∼ 2.72Gpc. The factors used to scale down the fluxes as the SN and galaxy are
artificially redshifted to z = 0.5 are listed in Table 3.2. The additional factor of (1 + z)
comes from the fact that we are integrating the flux over a finite bandpass, where the
wavelength axis has been diluted by that same factor.

3.5.1 Simulated data

The simulated 2D spectra are a combination of a 2D supernova spectrum and a 2D back-
ground spectrum, itself consisting of a galaxy and a sky spectrum. We vary the phase of
the SN, i.e. the brightness and the input spectrum, and its position within the galaxy from
0.75 to 1.75, in units of FWHM of the galaxy trace. Random Poisson noise is added to the
image using the gain and read noise characteristics of FORS1 so as to degrade the overall
S/N of the image and thereby reproduce plausible observing conditions.

Supernova spectrum

The 2D supernova spectra are synthesized using the 1D, flux-calibrated spectra of the Type
Ia supernova SN 1994D in NGC 4526 (cz = 448 km s−1) as obtained from the SUSPECT
database3. Where spectral coverage at a given phase was lacking (i.e. at −6d, +0d,
+6d, +8d and +14d), approximate synthetic spectra were obtained from the two observed
spectra closest in phase using the UBV RI photometry published by Patat et al. [220]. The
same technique was applied to observed spectra whose wavelength range did not extend
below 3650 Å in the blue (at −8d and +10d), so as to make sure to cover the Ca ii H&K

3http://bruford.nhn.ou.edu/∼suspect/.
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Table 3.3: SN 1994D data used in the simulation
phasea dateb mB

c mR,z=0.5
d countse

−10 11/03/94 13.26 24.86 13.5
−8 13/03/94 12.67 24.27 22.7
−6 · · · 12.26 23.86 30.7
−4 17/03/94 11.99 23.59 37.4
−2 19/03/94 11.86 23.46 39.5
+0 · · · 11.84† 23.44 51.6
+2 23/03/94 11.89 23.49 48.4
+4 25/03/94 11.99 23.59 34.8
+6 · · · 12.13 23.73 31.3
+8 · · · 12.33 23.93 27.9
+10 31/03/94 12.55† 24.15 21.5
+12 02/04/94 12.80 24.40 15.0
+14 · · · 13.10 24.70 12.7

(a) SN phase in rest-frame days from B-band maximum.
(b) UT date of spectroscopic observation. Absence of date means the spectrum is synthetic.
(c) B-band magnitude taken from Table 1 of Patat et al. [220]. Data marked with † results from a
polynomial fit to the B-band light curve.
(d) the R-band at z = 0.5 is close to rest-frame B-band, and so

mR (z = 0.5) ≈ mB − 2.5 log
(

dL,SN

dL,gal

)2

≈ mB + 11.60.
(e) mean total counts in the whole SN profile in ADUs per pixel along the dispersion axis.

(3934 Å,3968 Å) absorption trough blueshifted to ∼3750 Å, prominent in SN Ia optical
spectra (see [75] for a review). Each spectrum is then redshifted to z = 0.5 and rebinned
to the pixel scale of FORS1 equipped with a 300V grism and a 1′′slit (∼ 2.66 Å pix−1).
The flux (in units of erg s−1 cm−2 Å−1) is scaled down to take into account the change
in luminosity distance as the source is artificially placed at z = 0.5 – assuming SN 1994D
to be at the same distance as its host galaxy – and is converted to counts (ADU) using a
FORS1 sensitivity function. At this stage we have a 1D supernova spectrum in ADUs as
a function of wavelength, corresponding to a one-hour integration on FORS1. Finally, a
2D supernova spectrum is synthesized by replicating this 1D spectrum along the lines of
a 2D image array (i.e. along the dispersion axis) and multiplying each image column by a
1D Gaussian profile normalised to unity of FWHM corresponding to 1′′seeing. Note that
the flux vector is normalised to an airmass of 1, and no scaling was applied to account for
observations (usually) made at higher airmasses.

The supernova data used in this simulation are summarised in Table 3.3. The quoted
R-band magnitudes are only approximate and are affected by systematic effects because
of the lack of any k-correction. For comparison the mean number of counts (in ADUs) per
pixel is 105.7 and 19.8 for galaxy and sky (including sky lines), respectively.
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Figure 3.7: Absolute flux-calibrated galaxy and sky spectra used in the simulation. The
spectra are shown in observed wavelength at z = 0.5, and without shot noise for sake of
clarity. The prominent [O ii] emission and the Ca ii H&K absorption in NGC 6181 are
labelled accordingly. Overplotted (dashed lines) are the spectra of SN 1994D at maximum
intensity (top) and ten days before maximum (bottom).

Background spectrum

For the galaxy spectrum we choose to artificially place SN 1994D in NGC 6181, an SC
galaxy part of Kennicutt’s spectrophotometric atlas of galaxies [143]. The reason behind
this is the prominent [O ii] emission at 3727 Å present in its spectrum (see Fig. 3.7),
which could then serve as an diagnostic tool for probing the efficiency of our algorithm
in restoring a clean point source spectrum. If successful, the restored 1D spectrum of the
point source should be devoid of [O ii] flux residuals.

The spectrum of NGC 6181 was redshifted to z = 0.5 and rebinned to the pixel scale of
FORS1 using the same procedure as for the supernova spectrum. The flux was scaled down
to take into account the change in luminosity distance, and converted to counts (again in
ADUs) using the same sensitivity function as for the supernova. The resulting galaxy has
a magnitude mgal ∼ 21.5 in a redshifted B-band filter (very roughly corresponding to the
R-band at z = 0.5) i.e. more than an order of magnitude brighter than when the supernova
is at its faintest (see Table 3.3).
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Next, a galaxy spatial luminosity profile was constructed based on a standard bulge+disk
model. The bulge component is usually described analytically using the so-called r1/4 law
and the disk component follows an exponential decline with distance r from the nucleus
[64, 86]. One can derive a global analytical form of the surface brightness profile ΣS(r) of
spiral galaxies, as a function of the effective radius re of the bulge only. In doing so we
assume a bulge-to-total luminosity ratio B/T = 0.4 [241] and a ratio between the effective
radii of the bulge and disk components rb,e/rd,e = 0.5 [144, 241]:

ΣS(r) = Σb(r) + Σd(r)

= 0.76931 ΣS,e exp

(
−7.6692

[(
1.6617r

re

)1/4

− 1

])

+2.9343 ΣS,e exp

(
−1.3945r

re

)
, (3.4)

where Σb(r) and Σd(r) are the surface brightness profiles of the bulge and disk components,
respectively, and ΣS,e(r) is the surface brightness at the effective radius re.

The angular size of NGC 6181 is 2.5′×1.1′ (NASA/IPAC Extragalactic Database4),
which corresponds to 4.5′′×2.2′′ at z = 0.5 , and in turn to 22.5×11 pixels on a FORS1
image. Assuming the slit was placed along the major axis of NGC 6181 the effective radius
of the disk re is 22.5 pixels. The derived luminosity profile is then normalised to unity
and is multiplied into each column of the 2D galaxy image array. Each column is further
convolved with a Gaussian profile of FWHM corresponding to 1′′ seeing to reproduce similar
observing conditions as for the supernova. The resulting spatial profile Igal(r) is shown in
Fig. 3.8. Notice how at these redshifts the core spatial profile of galaxies is entirely seeing-
dominated, and one must rely on the broad extended wings of the profile to differentiate
between a galaxy and a point source.

The sky 2D spectrum (the second background component for ground-based observa-
tions) is generated by uniformly replicating an observed 1D sky spectrum with the required
settings (300V grism, 1 ′′ slit) along lines of an image array, and scaled to the required
exposure time (3600s in our case). It is thus by construction perfectly flat and monochro-
matic in the spatial direction. We do not have to worry about spatial distortions of sky
lines, and sky background removal in the input 2D spectrum is rendered trivial.

3.5.2 Simulation steps

We now move on to outlining the steps made in carrying out the simulation. Far from
being redundant these are the same steps that one should in principle go through when
applying this technique to real data. They include determining the position (and slope)
of the supernova spectral trace, its FWHM as a function of wavelength, synthesizing a
corresponding SSF and running the specinholucy code with the optimal settings. For the

4http://nedwww.ipac.caltech.edu/

http://nedwww.ipac.caltech.edu/
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Figure 3.8: Smoothed galaxy spatial profile used in the simulation, resulting from the
convolution of a standard spiral galaxy luminosity profile and a 1′′ seeing Gaussian kernel.
The abscissa is in units of FWHM of the convolved galaxy profile (∼= 3.06 pix). The
effective radius re in these units is at ∼ 7.36. Filled squares indicate the position of the
SN used in this simulation, namely 0.75, 1.00, 1.25, 1.50 and 1.75.
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purpose of this simulation and for ease in computing statistics these steps have been made
automatic, though we strongly advise to make them highly interactive when dealing with
real data.

SN trace position and slope

One of the inputs to the specinholucy routine is a position table containing the (x, y,slope
pix−1) of the supernova spectral trace. Since in the case of high-z SN Ia we are limited in
S/N we cannot simply give an approximate position and rely on cross-correlations with the
SSF to determine a more accurate one. Here we must input the exact SN trace position to
which the SSF profiles will be shifted. The results of our simulation (see Sect. 3.5.3) show
the impact of positional accuracy on the point source restoration.

To some extent one should base the method used to determine the trace position on
the characteristics of the instrument used for the observation. In the case of FORS1 we
know from observations of standard stars that the position of a point source does not
vary by more than one pixel across the whole CCD chip. Thus, a ∼ 1pix accuracy can
almost routinely be achieved by summing up each of the spatial channels and finding the
maximum intensity (other than the galaxy) in a given cross-dispersion region. Clearly this
will be problematic for cases where the SN is close to the centroid of the galaxy trace or
when its phase is far from maximum (−10d or +14d). Alternatively one can try to fit
the background around the SN trace and subtract this fit from the overall profile. The
residuals can then be fit with a Gaussian profile and the trace position is taken to be the
profile centre.

The result of this operation is a relation between SN trace position and dispersion
coordinate x, which is fit linearly so as to determine the trace position and slope. We
now have our input (x, y,slope pix−1) table necessary to run specinholucy. A plot of the
error made in determining the trace position using this approach is shown in Fig. 3.9.
The position is best determined when the signal-to-noise ratio is high, namely when the
contrast is high between the SN and the underlying background , as expected.

SN trace FWHM and SSF synthesis

To construct a synthetic SSF we need to know the FWHM of the SN trace as a function
of the dispersion coordinate. We proceed in a way analogous to determining the SN trace
position, except we are now interested in the width of the Gaussian fit to the residual
signal left over after sky and galaxy subtraction rather than the Gaussian centre. A
similar relation between FWHMSN and dispersion coordinate is established and a table of
(FWHMSN,wavelength) values is elaborated and serves as input for the SSF synthesis using
specpsf. A plot of the error made in determining the trace FWHM using this approach is
shown in Fig. 3.10. Again, the FWHM is better determined for cases with a higher SN
flux relative to the galaxy background.
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Figure 3.9: SN trace position residuals as a function of the SN phase, for different locations
of the SN with respect to the galaxy centroid. Each curve corresponds to a specific SN
position, given in units of FWHMgal.
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Figure 3.10: SN trace FWHM residuals as a function of the SN phase, for different locations
of the SN with respect to the galaxy centroid. The curves and plotting symbols have the
same meaning as in Fig. 3.9.
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Running specinholucy

Once we have determined the position (and slope) of the SN trace and synthesized an SSF
spectrum using its FWHM-wavelength dependency, we can run specinholucy on the input
sky-subtracted 2D spectrum. We refer the reader to Lucy and Walsh [185] and to the
IRAF help pages for the specinholucy task for a more complete description of the input
parameters. A centroid fitting is used to determine the SSF peak at each column, and
no subsampling (in the spatial direction) is performed since the resulting PSF profile is
not oversampled with respect to the input 2D spectrum. A cubic spline is used as the
interpolation method to shift the SSF to the position of the point source – which is defined
exactly in the input position table. Note that no input statistical image to determine the
statistical error at each pixel is used in these simulations.

The only input parameter made to vary from one run to the other is the width σkernel

of the Gaussian used for the spatial resolution kernel. We see from Fig. 3.8 that the galaxy
spatial profile is entirely seeing-dominated, meaning that the widths of the SN and galaxy
traces are comparable at each wavelength. This in turn implies that the spatial frequency
of the galaxy profile will vary hugely when varying the SN position from 0.75 to 1.75
FWHMgal. To avoid confusion in the point/extended source discrimination we must use
a narrow (wide) spatial resolution kernel when the SN is close to (far from) the galaxy
centroid, where the spatial frequency is high (low).The input values for the smoothing
kernel were chosen such as to minimise the mean flux residuals in restoring all phases of
the SN spectrum at a given position. For all runs the convergence criteria for the SN and
background spectra per R-L iteration (see Sect. 3.2) were set to 0.1% and 1%, respectively.

Two runs (A & B) were executed: in run A we use the SN position and FWHM as
determined using the method outlined in Sects. 3.5.2 and 3.5.2, whilst in run B we use
the known values of the SN trace position and FWHM to synthesize the SSF and restore
the SN spectrum. This enables us to investigate the joint impact of the errors in the SN
position and FWHM on the accuracy of the SN spectral restoration (see Sect. 3.5.3).

Statistical calculation

To evaluate the efficiency of the method we compare the (known) input SN spectrum with
its restored version. More specifically we compute the ratio of the flux residuals with the
statistical variation in the input 2D spectrum. Should this ratio fall below one this means
that we are statistical noise-limited and cannot improve on the restoration.

In this simulation we compare the flux residuals both over the whole observed spectral
range (5500 Å−8500 Å) and around the region of host galaxy [O ii] 3727 Å emission. This
region is simply defined in wavelength space (in Å) as 3727(1 + z) ± FWHM[O ii](1 + z),
where FWHM[O ii] is the width of the [O ii] line in the input non-redshifted spectrum of
NGC 6181 and z = 0.5 is the redshift of the simulation. For both cases the flux residual
δF is evaluated at each pixel according to:
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δF =
|FSN,i − FSN,r|√

FSN,i + Fgal,i + Fsky,i

, (3.5)

where FSN,i and FSN,r are the input and restored SN fluxes, respectively. Fgal,i and Fsky,i

are the galaxy and sky fluxes at the location of the SN, defined as an interval centred on
the exact SN trace position and of width the FWHM of the SN trace. It is important to
compute the statistical noise as that in the total signal at the position of the supernova
(i.e. including the underlying background) and not just in the SN signal itself. If δF ≤ 1
one can in principle consider the SN restoration to have converged.

3.5.3 Simulation results and discussion

The simulation results are summarised in Fig. 3.11. Both runs A and B (see Sect. 3.5.2)
are shown in order to evaluate the impact of the error made in the determination of the
SN trace position and FWHM on the restoration of the supernova spectrum.

These plots clearly show that the limiting factor of this two-channel restoration tech-
nique (as for any other spectral extraction method) is the contrast between the point
source and the underlying background. The overall flux is systematically restored to the
statistical noise limit when the supernova is at its brightest stages (−5d . phase . +5d),
irrespective of its position with respect to the centroid of the galaxy trace. In this phase
regime the error in the SN trace position and FWHM is also at its lowest (see Figs. 3.9
and 3.10) and has little impact on the quality of the restoration – as shown by the dashed
lines in Fig. 3.11. This is not always the case for the [ø2] flux residuals, where the added
background noise due to the presence of this emission line affects the restoration (cf. at
positions 0.75 and 1.00, in units of FWHMgal).

One sees the dramatic impact of the error made in the SN trace position and FWHM
at low S/N, namely when the SN is outside the −5d . phase . +5d range and close to
the centroid of the galaxy (at positions of 0.75, 1.00 and 1.25). For errors in the position
& 0.3 pix and FWHMSN & 15%, the restoration fails to reach the statistical noise limit.
These are the main sources of systematic error in the restoration method and great care
should be taken when determining the SN trace position and FWHM when applying it to
real data.

3.6 Testing the algorithm on real data

In this Sect. we apply this restoration technique to real supernova data. An outline
of the steps involved (determination of the SN trace position and FWHM; SSF synthesis;
running of specinholucy) has already been given in Sect. 3.5.2. We simply provide the input
parameters that were used to run the code (see Table 3.4). All the data were collected
by the authors via the ESO observing programme 170.A-0519 and are available through
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Figure 3.11: Top panel: Flux residuals δF as a function of the SN phase for different
positions of the SN with respect to the centroid of the galaxy trace, given in units of
FWHMgal. δF ≤ 1 means the SN spectrum has been restored to the statistical noise limit.
The solid and dashed lines correspond to runs A and B, respectively (see Sect. 3.5.2).
Lower panel: [O ii] flux residuals as a function of phase for different SN positions.
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the ESO Science Archive Facility5. The observations were made with VLT+FORS1 in
Long Slit Spectroscopy (LSS) mode with a 300V grism and a 1′′ slit. The results of the
two-channel restoration are shown in Figs. 3.12 and 3.13, whilst the individual objects are
presented in Table 3.5. On average ∼ 150 iterations were needed to reach convergence for
the restoration of the point source spectra, corresponding to ∼ 2 minutes on a 2.4 GHz
Pentium 4 processor.

There is one important distinction to be made in the calculation of the flux residuals
here as opposed to that made for the simulation in Sect. 3.5.2. For observed cases we do
not know how the total flux Ftot separates into the individual components FSN, Fgal and
Fsky, and so our evaluation of the accuracy of the restoration is restricted to the calculation
of the mean total flux residuals δFtot:

δFtot =
|Ftot,i − Ftot,r|√

Ftot,i

. (3.6)

This is not as limiting as it may seem since we are again able to quantitatively evaluate our
combination of σkernel and σSSF through maximising the counts in the point source channel
whilst ensuring that δFtot < 1 (cf. Sect. 3.4).

Fig. 3.12 illustrates what has been said about an a posteriori check of the adequacy of
both the SSF and the spatial resolution kernel. In all cases we not only fit the SN trace
but also the underlying background such that the flux residuals δFtot ≤ 1. For the case
of SN 2002bo a secondary point source (indicated by an arrow) in its vicinity had to be
included in the input position table – and hence allocated to the point source channel –
for the restoration to succeed.

Fig. 3.13 on the other hand shows the flux residuals in the dispersion direction, and one
can immediately appreciate the successful allocation of (extended) atmospheric absorption
features and sky emission lines to the background channel. Moreover one can immediately
pick out the spectral regions affected by systematic errors in the restoration (δFtot > 1)
and only use those where δFtot ≤ 1 for analysis. The (spectral) residuals in this case were
evaluated in the dispersion direction by evaluating the spatial residuals in a region centred
on the SN position and of extent 3σSSF. This ensures that we are only including the point
source and its immediately underlying background.

3.7 Comparison with other methods

We choose to compare our method with alternative techniques, namely a standard extrac-
tion using IRAF, an iterative Gaussian extractor and a statistical decomposition of a 1D
flux-calibrated spectrum into SN and galaxy contributions. The reason for including the
latter (1D) approach is to highlight the need for the SN-galaxy separation to occur at the
earliest stages of the reduction process, and not as part of a post-processing chain of data
analysis. The results are summarised in Fig. 3.14. Note that algorithms similar to ours do

5http://archive.eso.org/
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Table 3.4: specinholucy parameters

SNa σkernel FWHM SN+bgc SN/bgd

[pixels] DIMM SSF
2002bo 1 4.0 6.25 6.93 63.6 4.8
2002bo 2 4.0 7.95 6.57 62.5 4.6
2002gr 2.2 5.85 3.46 9.0 1.4
2002go 3.5 5.75 3.97 5.2 2.1

(a) IAU designation. Note that two spectra were taken of SN 2002bo.
(b) mean FWHM in pixels of the Gaussian seeing corresponding to the DIMM station measurement or to
the SSF used to extract the spectrum.
(c) mean number of counts (ADU) in the dispersion direction of the input 2D spectrum at the location of
the SN.
(d) ratio of the integrated SN flux and that of the underlying background. One can calculate the mean
signal-to-noise per pixel using SNR pix−1 = SN/bg + 1.

Table 3.5: Supernova observation summary

SNa Archive id.b UT date zc phased

2002bo 2002bo 06 Dec 2002 0.0042 +258
2002gr sloan9 11 Oct 2002 0.091 +14†

2002go sloan5 11 Oct 2002 0.236 +2†

(a) IAU designation.
(b) target name for search in the ESO archive.
(c) redshift determined from nebular lines in the host galaxy.
(d) SN phase in rest-frame days from B-band maximum. Phases marked with † have been determined
from cross-correlations with local SN Ia templates using the SuperNova IDentification (SNID) code
(Blondin et al., in prep).
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Figure 3.12: Top panel: Normalised average spatial profiles of the input (dashed line) and
restored (solid line) 2D background spectra. Two runs of specinholucy were executed, one
including the point source in the restored 2D background spectrum and the other excluding
it, so as to appreciate how well the background underneath the SN was fit. Lower panel:
Wavelength-averaged spatial residuals in units of the statistical noise of the input 2D
spectrum. For all cases we have δFtot ≤ 1, meaning the combined SN+background spatial
profile is restored to the statistical noise limit over the whole spatial range.

Figure 3.13: Top panel: Normalised restored point source spectra (solid line) and un-
derlying background, both including (dashed line) and excluding (dotted line) the point
source. The spectra have been normalised to the integral of the underlying background
flux. The symbol ⊕ denotes the atmospheric A-band (∼7600-7630 Å), whilst arrows indi-
cate strong sky emission lines. Lower panel: Spectral residuals in units of the statistical
noise of the input 2D spectrum.
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Figure 3.14: Top panel: Restored supernova spectra using specinholucy (solid line) and
other methods presented in Sect. 3.7. The spectra are normalised to the maximum flux
value of the specinholucy output. Due to the specificities of SN -fit – namely the restriction
of the local SN template spectra to epochs −20d < t < +20d, we restrict its application to
SN 2002gr and 2002go (we plot the solution corresponding to the smallest χ2 – see text.),
for which we have not plotted the gaussextract output for the sake of clarity. The symbol
⊕ and arrows have the same meaning as in Fig. 3.13. Lower panel: Ratios of the various
spectra to the specinholucy output. We have deliberately restricted the y-axis range to
[0,2] to be able to visualise small ∼ 20% differences in the SN flux.

exist (though unlike ours they are not publicly available), and should these be of interest
to the reader we refer him/her to Lucy and Walsh [185], Sect. 6.

3.7.1 Standard extraction in IRAF

For most purposes IRAF and similar reduction software are sufficient for extracting a high
S/N supernova spectral trace. The extraction can be further optimised by e.g. tracing the
point source signal along the dispersion direction or variance-weighting the output flux.
However, the hold on systematic errors is null and one tends to evaluate the resulting
spectrum on purely qualitative grounds. In the case of high-z SN Ia spectroscopy the
extraction of the SN spectrum is often considered successful when the cross-correlation
with a local SN Ia template spectrum is maximal. This clearly bypasses the specificity
of the high-z spectrum and affects the search for systematic spectral differences between
high-z SN Ia spectra and their local counterparts.

Of equal concern is the arbitrary definition of the SN “background” in IRAF. One
specifies a set of spatial coordinates in the vicinity of the SN trace to be fit by some user-
defined polynomial . . . and essentially hopes for the best! In particular one has to find a
compromise between the varying width of the SN cross-dispersion profile (i.e. its FWHM-
wavelength relation) and the varying structure of the underlying background. Cases such as
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that encountered for SN 2002bo – namely the contamination of the close SN background
by a secondary point source – are extremely delicate to handle in a coherent way with
standard spectral reduction packages and lead in this case to & 40% errors in the SN
flux. Other errors in the extraction using IRAF are due to the varying spectrum of the
underlying background, to strong sky emission lines and to the overall increase in sky noise
at long wavelengths. The extracted spectrum of SN 2002go for instance is clearly affected
by sky residuals, and more specifically the Si ii feature (6355 Å) blueshifted to ∼ 6150 Å
and characteristic of Type Ia supernovae lies in the same region as the atmospheric A-band
at z = 0.236, and is clearly contaminated by it. Any measure of line strengths and ratios in
this region will thus also be affected, leading to significant errors in empirical correlations
based on such measurements, e.g. the “Nugent relation” (see [215] and Sect. 3.3.3 in this
paper). In cases where the signal-to-noise ratio is low (cf. SN 2002gr) there is obvious
contamination from the underlying background in the SN spectrum, leading to significant
errors; in fact, in many bandpasses no SN flux is output at all, where specinholucy is able
to restore the SN contribution over the whole wavelength range.

3.7.2 Gaussextract – an iterative Gaussian extractor

In applying specinholucy to the restoration of supernova spectra we need to degrade the
resolution of the background channel to discriminate between the SN and its underlying
background. To illustrate the advantages of using a two-channel restoration we have written
a software (gaussextract) that iteratively extracts the point source spectrum using the same
synthetic SSF as for the specinholucy run. As in specinholucy, each dispersion channel is
treated independently and the process is iterated till some minimal fractional change in the
restored SN flux is achieved. For the sake of comparison with specinholucy, gaussextract
runs the same convergence criteria for the point source flux. The difference here is that
the SN and underlying background are jointly extracted in the same channel, leading to
significant contamination by sky lines and host galaxy in the output SN spectrum (cf.
SN 2002bo in Fig.3.14).

3.7.3 Statistical approach using SN -fit

SN -fit is a software package developed by Grégory Sainton (see [261]) to rapidly identify
the supernova type and redshift in the SuperNova Legacy Survey (SNLS). The goal is to
quickly identify candidates from their spectrum, for which the SN phase and the fraction of
host galaxy light can be estimated. The algorithm is based on a χ2 fitting of the observed
(and reduced) 1D spectrum to known template spectra. More specifically the observed
spectrum is compared with a model made of a fraction α of SN (S) and a fraction β of
galaxy (G). The following model spectra M are built :

M(λrest)(z, α, β) = αS(λrest(1 + z)) +

{
βG(λrest(1 + z)) (a)
βG(λobs), (b)

(3.7)
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where λrest and λobs are the rest-frame and observed wavelength, respectively. (a) corre-
sponds to the case where a local galaxy template spectrum is redshifted to fit the observed
spectrum, whereas (b) makes use of the observed SN host galaxy itself. The χ2 is made
robust against aberrant points (remaining sky lines, mostly). The fit is done for every
galaxy-supernova pair and the results are sorted in ascending χ2. One is therefore able to
evaluate how significant the best result is with respect to other SN-galaxy combinations,
and in turn how confident one should be about the output supernova type, redshift and
epoch.

It should be noted that, contrary to the other methods presented in this Sect., SN -fit
is a post-processing tool and thus cannot be required to correct for systematic errors made
in the reduction process (most likely using standard software packages such as IRAF or
MIDAS6), such as improper removal of sky lines. These errors will propagate in the SN -fit
result, as seen in the output spectrum of SN 2002go where the Si ii feature is also affected
by the atmospheric A-band. SN 2002gr on the other hand illustrates the limits of using
a χ2 minimisation technique to separate the SN from the underlying background in low
signal-to-noise cases.

The advantages of this purely statistical approach is that no a priori assumption is
made about the underlying background. The host galaxy contamination is removed using
a galaxy template or better still the SN host galaxy itself. The determination of the
supernova type and redshift is greatly improved upon and the enhanced accuracy of this
approach is discussed by Sainton [261]. The disadvantage is that we are limited by the
database of local SN, and any spectral peculiarities will not be independently accounted
for, if they are not reproduced in local SN spectra. Also, the fact that in both cases we use
the observed SN host galaxy itself as a template to decompose the extracted SN trace into a
supernova and a galaxy component – case (b) in the above system of equations – illustrates
what we were implying in Sect. 3.4 about the propagation of supernova “features” in the
final SN spectrum through the inherent imperfections of the galaxy template removal
approach.

3.8 Conclusion

We have presented the advantages of using a more elaborate spectral extraction algorithm
for obtaining supernova spectra devoid of background contamination, and hence make
possible a truly quantitative analysis of high-z Type Ia supernova spectra. This will allow
us in the future to set constraints on potential evolutionary effects that could affect SN Ia
as function of redshift. Not only are we able to extract the PSF-like components of an input
spectrum, we can also restore the entire 2D spectrum and hence get a hold on systematic
errors linked with the restoration process. We thus have a quantitative way of judging
whether the extracted SN spectrum is optimal for subsequent analysis and whether we are

6ESO-MIDAS is a registered trademark of the European Southern Observatory; see
http://www.eso.org/projects/esomidas/.

http://www.eso.org/projects/esomidas/
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not mistakenly “seeing” SN-like features in a pure galaxy spectrum, as is sometimes the
case in low S/N high-z SN Ia spectra.

However, there are some caveats mainly associated to the complexity of specinholucy.
Errors associated with the use of an inappropriate SSF for restoring the point-source chan-
nel or a mis-evaluation of the width of the spatial resolution kernel necessary for the
point-source/extended background discrimination will strongly affect the restoration (see
Sect. 3.3). Through restoration of the 2D background spectrum one is however able
to produce diagnostic plots to critically evaluate the error in each case and repeat the
restoration with different settings (see Fig. 3.5).

Note that a valuable by-product of this novel technique is the acquisition of a host
galaxy spectrum with no contamination from the supernova flux! Galaxies at z ∼ 0.5 are
at most a few arcseconds in size and one can essentially obtain integrated spectra of high-z
SN host galaxies by centering a slit on both the SN and its host. This in turn makes
it possible to study of properties of high-z SN Ia host galaxies and compare them with
integrated spectra of local SN Ia hosts [285, 318, 92].

Thus, specinholucy provides the high-z supernova community with a reliable tool to
obtain clean SN Ia spectra and in turn to derive accurate physical quantities associated
with the ejecta. Two of the authors (Stéphane Blondin and Bruno Leibundgut) are part of
the ESSENCE project, and Grégory Sainton is part of the SNLS collaboration. Both teams
recognise the need for a quantitative analysis of their results in order to constrain potential
systematic effects that could distort the cosmological results derived from observations of
high-z SN Ia. We have shown specinholucy to be the ideal tool for this purpose. In fact,
the VLT data taken for the ESSENCE project will be shown in their restored form via
specinholucy by Matheson et al. [187].

Many thanks to John Moustakas for providing the zero-point for the spectrum of NGC
6181 and to Mattia Vaccari for deriving the galaxy luminosity profile used in the simula-
tion. We further would like to thank the anonymous referee for many detailed and useful
comments on the original manuscript.



Chapter 4

A tool to determine supernova
redshifts

But lo! Men have become the tools of their tools.

Henry David Thoreau

Abstract: We present an algorithm used by members of the ESSENCE Team to identify
the type of supernova spectra and determine their redshift. This algorithm, based on
the correlation techniques of Tonry and Davis [290], is implemented in the SuperNova
IDentification code (SNID; Blondin et al., in prep). We show that an appropriate use of
this code can enable to determine whether a noisy spectrum is indeed that of a Type Ia
supernova. Furthermore, by comparing the correlation redshifts obtained using SNID with
those determined from narrow emission/absorption lines in the host galaxy, we show that
accurate redshifts (with a typical error σz . 0.01) can be determined for SN Ia for which
a spectrum of the host galaxy is unavailable.

4.1 Introduction

A fundamental part of using Type Ia supernovae (SN Ia) as cosmological probes is to
determine their redshift. It is the comparison of the supernova redshift with its luminosity
distance dL that enables a joint determination of the (ΩM ,ΩΛ) cosmological parameters
(see Chap. 1). Computing dL also requires a priori knowledge of the SN redshift (see
Eqn. 1.12 in Chap. 1), although Barris and Tonry [13] have presented a method to obtain
redshift-independent distances to high-z SN Ia.

There are essentially two ways to determine the redshift of a SN Ia, both requiring
a spectrum: (1) the redshift can be determined from narrow emission/absorption lines
in the host galaxy spectrum; (2) the redshift can be estimated via cross-correlating the
high-z SN Ia spectrum with zero-redshift local templates. The first method yields a more
accurate redshift estimate, as the error is governed by the galaxy velocity dispersion (which
does not exceed ∼ 300 km s−1, or 0.001 in redshift – see Sect. 4.4), though the implicit
assumption is that the galaxy superimposed on the supernova is indeed the latter’s host.
A recent example of such a confusion is given by Blakeslee et al. [22]. Using grism spectra
taken with the Advanced Camera for Surveys (ACS) on board the Hubble Space Telescope
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(HST ), Blakeslee et al. [22] showed that the host galaxy of SN 2002dd [292], a Type Ia
supernova at z ≈ 0.95, was in fact a faint galaxy projected onto a brighter galaxy at a
lower redshift (zgal = 0.79). Moreover, most high-z SN Ia host galaxy spectra only have
a single prominent emission line in their optical spectra, almost always assumed to be
[O ii] λ3727. One can justify this assumption on the account that a faint galaxy barely
detectable with 8–10 m-class telescopes is “bound” to be at a high redshift, shifting [O ii]
λ3727 in the middle of the optical range; moreover, if the emission was due to a higher
rest-frame wavelength line, e.g. Hα λ6563, then other prominent lines ([O iii] λλ4959,5007,
[N ii] λ6583, [S ii] λλ6717,6731) should also be visible in the spectra. Thus, in principle,
a reliable galaxy redshift should rely on more than one emission/absorption feature.

Moreover, sometimes the SN host galaxy is too faint for a spectrum to be obtained,
or the resulting spectrum has too low a S/N ratio for a redshift to be determined. Also,
galaxies with no recent or ongoing star formation will lack prominent emission lines, and
the galaxy redshift has to be determined from absorption lines (typically Ca ii H&K),
which have lower signal than the galaxy continuum. Even when a reliable galaxy redshift
can be determined, an agreement with a correlation SN redshift is highly desirable (see
Sect. 4.4). The second method (cross-correlation) has typical associated errors of ∼ 0.01
in redshift (see Sect. 4.2.3), although it is not subject to the possible projection effects of
the first method.

In this chapter we present such a cross-correlation tool, based on the algorithm pre-
sented by Tonry and Davis [290], and originally applied to galaxy spectra. Here, we present
the specific application of this algorithm to the estimation of supernova redshifts based on
cross-correlations with high S/N local SN templates shifted to zero redshifts (Sect. 4.2).
The algorithm is implemented in the SuperNova IDentification (SNID; Blondin et al., in
prep) code, developed for determining redshifts to high-redshift SN Ia, and actively used
by members of the ESSENCE team ([187]; Appendix A).

The phase distribution of the local templates is plotted in Fig. 4.1. Only templates
corresponding to Type Ia supernovae are shown, although we also have a comparatively
low number of Type Ib/c and Type II supernova template spectra, as well as galaxies
from the Kennicutt atlas [143] and M (flare) stars. The 224 SN Ia spectral templates
also include objects whose spectra at a given phase and/or spectral evolution is non-
standard: SN 1986G, 1991T, 1991bg, 1997br, 1997cn, 1999by. The data used to build the
histograms of Fig. 4.1 are listed in Table 4.1. In the last column of Table 4.1 we also list
the database from which these templates were drawn, namely the CfA spectral database
or the SUSPECT1 database.

In all that follows, we implicitly assume that the input supernova spectrum is that of
a Type Ia supernova. Of course, a good correlation with a local SN Ia spectral template
means that the input spectrum has a high probability of being a SN Ia at the redshift
output by SNID; however, as of the current version we have no way of quantifying this
probability in SNID. In particular, we have no way of quantifying the probability that
the input spectrum is not that of another supernova type. The current SNID database is

1The Online SUpernova SPECTrum Archive; http://suspect.nhn.ou.edu/∼suspect/index1.html

http://suspect.nhn.ou.edu/~suspect/index1.html
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Table 4.1: SN Ia spectral templates for SNID

SN Phasesa Database
1981B +0, +6, +17, +20, +24 CfA
1989B −6, +0, +4, +6, +[8-10], +[12-15], +18 CfA
1990N −[14-13], −[8-6], +5, +8, +15, +[17-18] CfA + SUSPECT
1990O −[7-5], +0, +[19-20] CfA
1992A −5, +0, +3, +[5-7], +9, +12, +16, +17 CfA
1993ac +6 CfA
1994D −[11-2], +[2-3], +[10-13], +15, +17, +19, +22, +24, +29 SUSPECT
1994M +[3-5], +8, +13 CfA
1994S −3, +0, +2 CfA
1994ae −1, +[0-5], +[8-10], +29 CfA
1995D +[3-5], +7, +9, +11, +[14-15] CfA
1995E −[3-1], +1, +8 CfA
1995al +17, +26 CfA
1995bd +12, +16, +21 CfA
1996C +8 CfA
1996X −[3-1], +[0-3], +7, +8(2), +9, +13, +22, +24 CfA + SUSPECT
1996Z +6 CfA
1998aq −[9-8], +[0-7] SUSPECT
1998bu −[3-1], +[9-14], +[28-30] CfA
1999ee −9, −7, −2, +0, +2, +7, +11, +16, +19, +22, +27 SUSPECT

Spectroscopically peculiar SN Ia
1986G −[5-1], +[0-3], +5 CfA
1991T −11, −[9-5], −2, +[8-11], +[14-22], +26 CfA
1991bg +[1-2], +3(2), +[15-16], +19, +26, +29 CfA + SUSPECT
1997br −[9-6], −4, +8, +18, +24 SUSPECT
1997cn +4 SUSPECT
1999by −[-2], +8, +11, +25, +29 SUSPECT

a SN phase in rounded days from B-band maximum. Consecutive phases are listed in between square
brackets, and phases for which we have to spectra of a given supernova are denoted by (2).
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Figure 4.1: Phase distribution of the 224 SN Ia spectral templates used in SNID. The
hashed area corresponds to 71 spectra of “peculiar” objects: SN 1986G, 1991T, 1991bg,
1997br, 1997cn, 1999by.

heavily biased towards SN Ia spectra (there are ∼ 10 times more SN Ia templates than of
supernova of other types), and a poor correlation with, e.g., a Type Ic supernova does not
necessarily imply that the input spectrum is not a supernova of that type. We will come
back to this issue in Sect. 4.5.

4.2 Cross-correlation techniques

The correlation method presented in this section is extensively discussed by Tonry and
Davis [290], where it is exclusively applied to galaxy spectra. We reproduce part of this
discussion here to highlight the specificity of determining supernova (as opposed to galaxy)
redshifts.

4.2.1 Pre-processing the supernova spectrum

The correlation technique is in principle fairly straightforward. One correlates a supernova
spectrum s(n) whose redshift is to be found with a template spectrum t(n) at zero redshift,
and determine which (1+ z) wavelength scaling, where z is the redshift of s(n), is required
to maximize the cross-correlation c(n) = s(n) ? t(n), where ? denotes the cross-correlation
product.
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In practice, however, it is convenient to bin the spectra linearly with lnλ, where λ is
the wavelength. Supposing the spectra are discretely sampled into N bins, labelled by bin
number n, the relation between n and wavelength λn is then:

n = A lnλn +B. (4.1)

The spectra are assumed to be periodic with period N for purposes of discrete Fourier
transforms and derived correlation functions. Scaling the wavelength axis of t(n) by a
factor (1 + z) is then equivalent to adding a ln(1 + z) shift to the logarithmic wavelength
axis of t(n), i.e. a (velocity) redshift corresponds to a uniform linear shift. Suppose we want
to bin s(n) and t(n) into N bins in the range [λ0, λ1]; the size of a logarithmic wavelength
bin is simply:

dλlog =
ln (λ1/λ0)

N
, (4.2)

and each logarithmic wavelength element λlog,n is given by:

λlog,n = λ0 e
n×dλlog , (4.3)

assuming n runs from 0 to N .

We show the result of mapping the input supernova spectrum onto a logarithmic wave-
length axis with (λ0, λ1, N) = (2500 Å, 10, 000 Å, 1024) in the left panels of Fig. 4.2. In
panel (a), we plot the input spectrum in Fλ flux units vs. λ, and in panel (b) we plot a
portion of this spectrum in the same flux units, but binned onto the logarithmic wavelength
axis. Here, the size of a logarithmic wavelength bin is dλlog = ln (10, 000/2500)/1024 ≈
0.0014, according to Eqn. 4.2. So a shift by one bin in lnλ space corresponds to a redshift
of ∼ 0.0014, or a velocity shift of ∼ 400 km s−1.

The next step in preparing the spectrum for correlation analysis is continuum sub-
traction [290]. This effectively removes any intrinsic colour information in the input and
template spectra, and ensures the correlation is not affected by reddening uncertainties or
instrumental distortions. For galaxy spectra, the continuum is well defined and is easily
subtracted using a fourth-order least-squares polynomial fit. This minimizes discontinuities
between each end of the spectrum, which would cause artificial peaks in the correlation
function. Further discontinuities are removed by apodizing the spectra with a cosine bell
(∼ 5% at either end). For Type Ia supernova spectra, however, the continuum is ill-defined
(and is optically thin by maximum light; see Chap. 2). Removing a 13-point cubic spline fit
to the spectrum is akin to subtracting a pseudo continuum from the supernova spectrum.
This effectively discards any spectral colour information, and the correlation only relies
on the relative shape of spectral features in the input and template spectra. The result of
subtracting a pseudo continuum from the input spectrum is shown in panel (c) of Fig. 4.2.
We show the full suite of spectra for a local SN Ia spectral template (SN 1992A [149])
shifted to zero redshift in Fig. 4.3. The phase of a given spectrum is indicated in days from
B-band maximum.
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Figure 4.2: (a) Spectrum of the Type Ia supernova SN 2003jj (z = 0.583); (b) The result
of mapping the spectrum to lnλ coordinates, with (λ0, λ1, N) = (2500 Å, 10, 000 Å, 1024)
(see text for details); (c) A 13-point spline has been subtracted and the result apodized
with a cosine bell; (d) A bandpass filter with (k1, k2, k3, k4) = (5, 10, 50, 75) has been
applied to the spectrum. The same filter will be applied to the correlation function, so
as to remove correlation peaks resulting from noisy spectral features (k > k4) and from
large-scale variations remaining after the spline subtraction (k < k1) (see also [290], their
Fig. 2).
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Figure 4.3: Example of a SNID SN Ia spectral template (SN 1992A [149]). The spectra are
binned onto a logarithmic wavelength scale, and a pseudo-continuum is subtracted via a
spline fit. The labels indicate the phase of the spectrum, in days from B-band maximum.
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Figure 4.4: Amplitude of the Fourier transform of the unfiltered correlation function of
SN 2003jj (Fig. 4.2) with the nine best-fit spectral templates found by SNID. Most of the
correlation power is concentrated at low wave numbers (k < 50), thereby justifying our
use of a bandpass filter.

In the original Tonry and Davis [290] paper, a bandpass filter is applied to the (galaxy)
spectrum before the cross-correlation proceeds. This removes low-frequency residuals left
over from the pseudo-continuum subtraction and high-frequency noise components. In
SNID, however, a bandpass filter is applied at a later stage, directly to the correlation
function (see next Sect.). Supernova lines have typical widths of ∼ 100−150 Å, due to the
large (∼ 10, 000 km s−1) expansion velocities of the ejecta (see Chap. 2). The mean size
of a logarithmic wavelength bin with (λ0, λ1, N) = (2500 Å, 10, 000 Å, 1024) is ∼ 7.2 Å, so
a typical SN line will have a width of wSN ∼ 13.7 − 20.5 log wavelength bins. In Fourier
space, most of the information will be at wave numbers k = (N/2π) × wSN ≈ 8 − 12.
Since SN spectra consist of overlapping spectral lines, a typical SN feature may have a
lower width (. 50 Å). This translates to k ∼ 24, so most information is at wave numbers
less than 24 and almost everything above wave number k ∼ 50 is noise. Also, low wave
numbers (k . 5) contain information about the low-frequency residuals from continuum
subtraction. In Fig. 4.4 we show the amplitude of the Fourier transform of the unfiltered
correlation function of the Type Ia SN 2003jj (Fig. 4.2) with the nine best-fit zero-redshift
templates, as a function of wavenumber. As expected, most of the correlation power is at
wave numbers k ∼ 10 − 20, and virtually no information is contained in wave numbers
k > 30.

So the Fourier transform of the c(n) correlation function is multiplied by a real bandpass
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function (so that no phase shifts are introduced) which starts rising from 0 at k1 = 5,
reaches 1 at k2 = 10, starts falling from 1 at k3 = 40, and reaches 0 again at k4 = 50.
An example of such a bandpass filter is overplotted in Fig. 4.4 (grey line). The result of
applying this filter to a supernova spectrum is shown in panel (d) of Fig. 4.2. Note how
most of the sharp noisy features have been removed from the input spectrum.

Obviously the exact choices for (k1, k2, k3, k4) depend on the size of each k bin (which
corresponds to a certain lnλ and therefore a certain ln (1 + z)), and on the spectral dis-
tribution of a supernova spectrum (which depends on the velocity broadening). In the
current version of SNID, the choices of wave numbers used for filtering are left to the user.
A future version will optimize the bandpass filter used for a given input/template spectra
combination, taking into account the adopted lnλ grid used and the spectral characteristics
of both supernovae.

4.2.2 Estimation of redshift

Cross-correlation formalism

Correlations in SNID occurs in Fourier space, since algorithms such as the Fast Fourier
Transform (FFT) reduce the number of computations needed for N points from 2N2 to
2 log2N , i.e. a factor of ∼ 105 for N = 1024.

In what follows, we assume the supernova spectrum whose redshift is to be determined
and the zero-redshift template spectrum to be binned in lnλ, pseudo-continuum subtracted
and apodized (see previous section). Let S(k) and T (k) be the discrete Fourier transforms
of the supernova and template spectra, s(n) and t(n), respectively, defined by

S(k) =
N−1∑
n=0

s(n) e−2πink/N (4.4)

T (k) =
N−1∑
n=0

t(n) e−2πink/N . (4.5)

Let σs and σt be the root-mean-square (RMS) of the supernova and template spectrum,
respectively:

σ2
s =

1

N

N−1∑
n=0

s(n)2 (4.6)

σ2
t =

1

N

N−1∑
n=0

t(n)2. (4.7)

The normalized correlation function c(n) is defined as
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cnorm(n) = s(n) ? t(n) =
1

Nσsσt

N−1∑
n=0

s(m)t(m− n), (4.8)

such that if the supernova spectrum is the same as the template spectrum, but shifted by
δ log wavelength bins – i.e. s(n) = t(n − δ), then cnorm(n) = 1 at n = δ. The Fourier
transform of the correlation function is

Cnorm(k) =
1

Nσsσt

S(k)T (k), (4.9)

where T (k) denotes the complex conjugate of T (k).
We then multiply Cnorm(k) by our real bandpass filter function B(k1, k2, k3, k4), and

inverse-Fourier transform the result. The real part of the outcome is the filtered correlation
function cfilt(n):

Cnorm(k) −→ Cfilt(k) = Cnorm(k)×B(k1, k2, k3, k4) (4.10)

cnorm(n) =
N−1∑
k=0

Cfilt(k) e
2πink/N (4.11)

cfilt(n) = <[cnorm(n)]. (4.12)

Examples of such filtered normalized correlation functions are shown in the middle
panel of Fig. 4.5 (we will shortly describe Fig. 4.5 at length when discussing the correlation
parameter, r). One can see that, in general, cfilt(n) has many peaks in redshift space. The
true redshift is most likely the one corresponding to the highest peak in cfilt(n), although in
poor signal-to-noise ratio (S/N) cases some peaks can distort or surpass the true redshift
peak (see the middle plot in the right column of Fig. 4.5). In practice, one selects all the
peaks in cfilt(n) one by one, and performs a fit with a smooth function (here a fourth-order
polynomial) to determine the peak height and position, h and δ, respectively. We compute
a correlation parameter (r, discussed below) for each correlation peak, and estimate the
most likely redshift.

Cross-correlation r-value

One can consider cfilt(n) to be the sum of an auto-correlation of a template spectrum t(n)
with a shifted template spectrum t(n − δ) and of random function a(n) that can distort
the correlation peak. Namely,

cfilt(n) ≡ t ? t(n− δ) + a(n). (4.13)

The first term on the right-hand side of Eqn. 4.13 is supposed to give a correlation peak
of height h = 1 at the exact redshift (corresponding to a shift δ in log wavelength units),
whilst the second part can distort the peak. Since t ? t(n − δ) is symmetric about n = δ,
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the antisymmetric part of cfilt(n) about n = δ equals the antisymmetric part of a(n) about
n = δ:

1
2
[c(n+ δ)− c(−n+ δ)] = 1

2
[a(n+ δ)− a(−n+ δ)]. (4.14)

A mismatch between input and template spectra can in principle produce noise that
is symmetric about n = δ, though one can assume that the amplitude of the symmetric
part of a(n) will have roughly the same amplitude as its antisymmetric part. Moreover,
we assume that the symmetric and antisymmetric parts of a(n) are uncorrelated, in which
case the RMS of a(n), σa, is

√
2 times the RMS of its antisymmetric component. From

Eqn. 4.14, it follows that:

σ2
a ≈

1

N

1

2

N−1∑
n=0

[c(n+ δ)− c(−n+ δ)]2. (4.15)

For each correlation peak in cfilt(n), one can define a correlation parameter rp as the
ratio of the height of the correlation peak hp to the average peak height in a(n):

rp =
hp√
2σa

. (4.16)

Thus, rp will be small (rp < 3) for a spurious correlation peak, and large for a significant
peak, since hp −→ 1 and σa −→ 0.

By correlating the input spectrum with each of the available template spectra (see
Sect. 4.4), one can determine the distribution of peak centre δp vs. rp-value, in which each
δp is replicated w times according to the following weighting scheme:

w = 5 for rp > 6

w = 3 for rp > 5

w = 1 for rp > 4

w = 0 for rp ≤ 4.

The peak position δ which is most likely to correspond to the actual shift between input
and template spectra is taken to be the median δp value. The redshift output by SNID is
then simply

z = eδ×dλlog − 1, (4.17)

where dλlog is the logarithmic wavelength bin given in Eqn. 4.2.
In Fig. 4.5 we show examples of cross-correlations and redshift estimates using SNID

in the case of: an auto-correlation (left); a good correlation (middle); a poor correla-
tion (right). Let us first turn to the auto-correlation of SN 1994D [220] at −2 d. In
the upper plot, we show a spectrum of SN 1994D shifted to zero redshift prepared for
cross-correlation in SNID (binned in log wavelength; pseudo-continuum subtracted and
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apodized). In the middle plot, we show the resulting normalized unfiltered auto-correlation
function SN 1994D?SN 1994D, in the redshift interval 0 ≤ z ≤ 1. Since the spectrum of
SN 1994D is shifted to zero redshift, the correlation function reaches unity at z = 0. Note
how the auto-correlation function is very different from a delta function centered on z = 0,
has many correlation peaks separated by ∼ 0.1 in redshift, characteristic of the overall
width of a typical SN Ia spectral P-Cygni profile (several 100 Ångstroms). The domi-
nant correlation peak also has an intrinsic width corresponding to the redshift uncertainty
in SNID modulated by the S/N ratio of the input spectrum. The lower plot shows the
same correlation function, this time centered on the correlation redshift (and actual red-
shift of the input spectrum), z = 0. Note how the auto-correlation is symmetric about
z = 0, as expected for an auto-correlation. We show the antisymmetric component of
the correlation function in red (zero everywhere). Since σa = 0 for an auto-correlation,
r = h/(

√
2σa) →∞.

The middle panel of Fig. 4.5 shows the same plots for a correlation of an ESSENCE
high-redshift SN Ia (SN 2003jj at z = 0.583 [187]; Appendix A) with a local SN Ia spectral
template (SN 1989B) shifted to zero redshift. In the upper plot, we show the de-redshifted
spectrum of SN 2003jj (black) and that of SN 1989B (red). The visual comparison of the
two spectra is satisfactory. The normalized unfiltered correlation function in the middle
plot confirms this first evaluation of the quality of the spectral-template match. There
are many broad peaks every ∼ 0.2 in redshift, though the dominating correlation peak is
easily identifiable. The correlation redshift in this case (indicated by a vertical dotted line)
is z = 0.583, which corresponds to the redshift of the parent galaxy (see also Sect. 4.4).
The lower plot reveals the antisymmetric component of the correlation function about
z = 0.583; the corresponding correlation r value is 13.6, indicative of a reliable correlation
redshift.

The lower-right panel of Fig. 4.5 displays the case of a poor correlation. The input
supernova spectrum is SN 2003ku ([187]; Appendix A) and the local spectral template
(shifted to zero redshift) is SN 1994S at maximum light (+0 d). The visual comparison of
the two spectra is not satisfactory, and the corresponding normalized unfiltered correlation
function has many peaks of approximately the same height. The peak chosen by SNID is
the highest one at z = 0.785. The antisymmetric component of the correlation function is
a lot more structured than in the previous case, and the corresponding r value is low. This
high-redshift supernova was classified as “Ia?” by Matheson et al. [187]. This last example
illustrates how SNID can also be used to remove supernovae of a different spectroscopic
type from a sample of high-z Type Ia supernovae.

Revision of redshift estimate

An important step in the determination of the supernova redshift using SNID is the revision
of the initial estimate taking into account the overlap in lnλ space between the input
spectrum and each of the template spectra used in the correlation. In practice, the template
spectra are trimmed to match the wavelength range of the input spectrum at the redshift
corresponding to the initial estimate. For an input spectrum with wavelength range [λ0, λ1],
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Figure 4.5: Upper plots: (from left to right) Continuum-subtracted spectra of SN 1994D
at −2 d; SN 2003jj (black; z = 0.583) and SN 1989B at −1 d (red); SN 2003ku (black;
z = 0.786?) and SN 1994S at +0 d (red), in lnλ coordinates. SN 2003jj and 2003ku
have been shifted to zero redshift. Middle plots: (from left to right) Auto-correlation
function of SN 1994D at −2 d and cross-correlation functions of SN 2003jj and 2003ku,
in the range 0 ≤ z ≤ 1. We indicate the redshift corresponding to the highest correlation
peak. Lower plots: (from left to right) Auto-correlation function of SN 1994D at −2 d and
cross-correlation functions of SN 2003jj and 2003ku, centered on the redshift corresponding
to the highest correlation peak. Also plotted (red line) is the antisymmetric component of
the correlation function. We compute a correlation coefficient r = h/

√
2σa, where h is the

height of the correlation peak and σa is the RMS of the antisymmetric component. For an
auto-correlation, h = 1 and σa = 0 (left plot), hence r →∞.
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the maximum overlap in lnλ space between it and each template spectrum is

lapmax = ln

(
λ1

λ0

)
. (4.18)

For a spectrum in the range 4000− 9000 Å, lapmax ∼ 0.8.

The overlap value (lap) conveys important absolute information about the quality of
the correlation, complementary to the correlation parameter r. Supposing a typical SN Ia
spectral feature has a full width at half-maximum (FWHM) of λFWHM ∼ 400 Å at λ ∼
5000 Å, ln (5400/5000) ∼ 0.08, and so any correlation with lap= 0.08 is meaningless: any
feature will match any other at practically any redshift. Only when a correlation has an
associated lap value that is several times ln (λFWHM/λ) can we rely on the redshift output
by SNID. The minimum lap value to consider can be fixed by the user and its default value
is lapmin = 0.35.

4.2.3 Estimation of redshift error

Lacking in the current version of SNID is an error model for the output redshift. One can
take the correlation parameter r to be equivalent to a number of σ of statistical significance
(i.e. r = 5 is a 5σ correlation; John Tonry, private communication), though there is no
formal proof of this. Better still is to use a combination of r and the overlap between
input spectrum and template, rlap = r× lap, though again there is no formal proof of the
relation between rlap and redshift error.

Moreover, the user has the possibility to impose various restrictions on the parameter
space explored by SNID for the correlation, such as (we indicate in parentheses the default
values): redshift (−0.01 ≤ z ≤ 1.2); supernova phase (−15 d < t < +30 d, in days
from B-band maximum); wavelength range of input spectrum; minimum r value allowed
(rmin = 3.5); minimum overlap allowed (lapmin=0.35); redshift range for the final estimate
(zi ± 0.02, where zi is the initial redshift estimate). Moreover, the use of a bandpass filter
means that some Fourier components will be weighted according to the values of the wave
numbers used for filtering (k1, k2, k3, k4), whilst some others (those with k < k1 or k > k4)
will be discarded from the correlation completely. Also, the fourth-order polynomial fit
to the peaks in the filtered correlation function will be affected more by some Fourier
components than others.

All these parameters will bias the correlation redshift somewhat, and it will be impor-
tant in the near future to take their impact into account in the elaboration of an error
estimator for SNID. In the meantime, we have elaborated a Monte-Carlo (MC) simulation
to investigate the meanings of the r and rlap parameters in terms of redshift error.

Presentation of the simulation

In this simulation (and others that follow) we use a set of SN Ia spectral templates con-
structed by Peter Nugent [214]. These templates are elaborated from a combination of
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observed and synthetic spectra. Most of the data used are publicly available via the SUS-
PECT database. The Nugent templates span the entire wavelength range from 1000 Å to
2.5 microns, and cover all phases (one spectrum per day) from −20 d to +70 d from max-
imum B-band luminosity. Synthetic spectra were used when there was insufficient data at
a given phase to cover the desired wavelength range. These templates are well suited for
such simulations, as they form a uniform and representative set of SN Ia spectra. On what
follows we only use the so-called “Branch-normal” (sic) set of Nugent templates.

The Monte-Carlo simulation is set up as follows: a spectrum is picked at random in
the phase range −10 d ≤ t ≤ +20 d, and redshifted to a random redshift in the range
0.1 ≤ z ≤ 0.9. We then add random Poisson noise convolved with a (non-redshifted)
fiducial sky spectrum (to reproduce ground-based observing conditions), to match S/N
ratios between ∼ 2 and ∼ 15 per 5 Å bin, with a bias to high(low) S/N ratio at the
lowest(highest) end of our redshift range. This roughly corresponds to one-hour integration
at an 8 m class telescope, typical for high-redshift SN Ia spectroscopy. Each MC spectrum
is then run through SNID, with the following restrictions on the correlation parameter
space: −0.01 ≤ z ≤ 1.2 (allowed redshift range); −15 d ≤ t ≤ +30 d (allowed spectral
phase range, in days from B-band maximum); 4000 Å ≤ λ ≤ 9000 Å (observed wavelength
range to consider in the correlation). No restrictions are imposed on the minimum r or lap
values for SNID to consider in determining a correlation redshift. Degrading the S/N ratio
of a give spectrum will effectively decrease the r correlation parameter, whilst increasing
the supernova redshift (whilst maintaining the observed wavelength range to 4000–9000 Å)
will decrease the lap (and hence the rlap) parameter. This way, we are able to explore the
variation of the redshift difference between the actual and correlation redshift for a range
of r and rlap values. A total of 100,000 SN Ia spectra at different redshifts and phases
were generated in this Monte-Carlo realization.

In Fig. 4.6 we show a subset of SN Ia templates used in the simulation, at phases
(from top to bottom) −10 d, −5 d, +0 d, +5 d, +10 d, +15 d and +20 d. In the upper
part of this plot we use colour-coded horizontal bars to show the rest-frame wavelength
range corresponding to the redshifted observed 4000–9000 Å wavelength range used in the
simulation. The overlap between each of the horizontal bars with the zero-redshift black
bar gives a measure of the overlap in wavelength between the input spectrum and the SNID
spectral templates, and hence a qualitative feel for the variation of the lap parameter with
redshift.

Simulation results

The outcome of the Monte-Carlo realization are displayed in Fig. 4.7. The upper panels
show the redshift residuals ∆z as a function of the r (left) and rlap (right) correlation
parameters, respectively. The scatter in ∆z reduces significantly for higher r and rlap
values, as expected. Note that for our restricted wavelength range 4000–9000 Å, lapmax ∼
0.8, such that rlap < r, for all r. The mean redshift residual is approximately zero (∆z �
10−3) for all r and rlap values, indicating no systematic error in the determination of
correlation redshifts using SNID.
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Figure 4.6: Peter Nugent’s spectral templates [214] at phases t =
{−10,−5,+0,+5,+10,+15,+20} days from B-band maximum (27 April 2005 ver-
sion downloaded from http://supernova.lbl.gov/∼nugent/nugent templates.html). The
coloured lines indicate rest-frame wavelength ranges corresponding to the redshifted ob-
served wavelength range 4000− 9000 Å(z = 0.0; black line), for the redshifts 0.1 ≤ z ≤ 0.9
used in the SNID simulation. The vertical dashed lines give the wavelength ranges
corresponding to the spectral features listed in Table 4.2.

http://supernova.lbl.gov/~nugent/nugent_templates.html
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The lower panels of Fig. 4.7 show the standard deviation in ∆z for points that corre-
spond to r (left) and rlap (right) values greater than a given cutoff value (rcut and rlapcut,
respectively), as a function of this cutoff value. For a redshift error σz . 0.01, we need
to consider correlations with r > 10 or rlap > 5. In most cases, we will assume a SNID
redshift to be reliable when rlap > 5 for a given correlation; the redshift “error” σz will
be calculated as the standard deviation of all correlations with rlap > 5 (see, e.g., [187];
Appendix A).

In what follows we will explore in more detail the variation of the SNID redshift error
as a function of redshift, supernova phase, and spectral range.

4.3 Variation of the redshift error with redshift, phase,

and spectral range

Using the output of the Monte-Carlo realization presented in the previous section, we
show histograms of the redshift residuals ∆z for correlations with rlap > 5, as a function
of redshift, in Fig. 4.8. Only redshift residuals for Nugent templates at maximum light
(t = +0 d) are shown here. Until z = 0.7, the histogram of ∆z peaks at ∆z ∼ 0,
confirming the lack of systematic errors in the redshift determination. The widths of
the ∆z distributions increases with redshift, due to the decreasing overlap between input
spectrum and template. At redshifts z > 0.7, the maximum overlap is lapmax < 0.3, and
the redshift error blows up.

We next investigate the change in the ∆z(z) distributions as a function of supernova
phase. In Fig. 4.9 we show the evolution of the centre and width of the ∆z distributions
as a function of redshift, for seven spectral phases separated by 5 d in the range −10 d ≤
t ≤ +20 d. For phases in the range −5 d ≤ t ≤ +5 d, the redshift residuals are centered on
∆z = 0. At t = −10 d, the scatter in ∆z is high and the distribution of redshift residuals
is biased to lower redshifts (∆z < 0). This is due to the lack of SNID spectral templates at
t ∼ −10 d (see Fig. 4.1), and the redshift is determined by correlations with templates at
a later (rest-frame) phase, where the velocities associated with SN Ia spectral features are
lower (by several 1000 km s−1; see Chap. 5). For phases between +10 d and +20 d, the
scatter in ∆z centroids is low, however there is a systematic offset of ∼ +0.005 in redshift.
Although there are more templates at these phases than at −10 d (hence the lower scatter),
the bias to lower phases is nevertheless present, and a bias to higher redshifts results, due
to the larger expansion velocities of the supernova ejecta.

Last, we turn to the specific SN Ia spectral features that SNID “locks” onto when
determining the best-guess correlation redshift. In the current version of SNID, all wave-
lengths are given equal weight in the correlation, which is clearly inappropriate since some
wavebands will be more defining (i.e. characteristic of SN Ia spectra) than others. Ta-
ble 4.2 lists the features we consider here, used by Riess et al. [245] in determining the
“spectral-feature age” (SFA) of a given high-redshift spectrum (see also Chap. 6.

We then rerun the Monte-Carlo simulation, adding an extra loop in which we succes-
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Figure 4.7: Left panel: (Upper panel) Redshift residuals vs. the correlation coefficient r
in SNID, from a simulation using Peter Nugent’s SN Ia spectral templates (see Fig. 4.6)
as input spectra. There is no systematic error in the correlation redshift output by SNID.
(Lower panel) Standard deviation of redshift residuals for r > rcut as a function of the
cutoff value rcut. For an error in redshift σz . 0.01, we require r > 10. Right panel:
Same plots as in the left panel for the rlap (r × lap) parameter, where lap is the overlap
in lnλ between the input spectrum and template spectrum. The maximum lap value for
spectra in the (observed) wavelength range 4000− 9000 Å is lapmax ∼ 0.8 (see text), hence
rlap < lap, for all r. For an error in redshift σz . 0.01, we require rlap > 5.
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Figure 4.8: Normalized distribution of redshift residuals in our simulation, at redshifts
0.1 ≤ z ≤ 0.9, for cross-correlations with SNID that have rlap > 5. Only the Nugent
templates for SN Ia at maximum (t = +0 d) are used. Up until z = 0.7, the distributions
of redshift residuals are well centered on ∆z = 0, though their widths increase steadily
beyond z = 0.4, due to the lesser overlap in rest-frame wavelength between the input
and template spectra. At z = 0.8(0.9), an observed wavelength range of 4000 − 9000 Å
translates to a rest-frame wavelength range of ∼ 2200 − 5000 Å (∼ 2100 − 4700 Å), at
which stage the overlap with local templates is minimal lapmax < 0.2, and the error in
redshift blows up.
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Figure 4.9: Redshift residuals as a function of redshift for different supernova phases in our
simulation, for cross-correlations with SNID that have rlap > 5. The points indicate the
centre of the corresponding redshift residuals distribution (see Fig. 4.8), and the error bars
correspond to the 1σ Gaussian width of the distribution. For phases −5 d ≤ t ≤ +5 d,
the residuals are centered on ∆z = 0 out to z = 0.7. We are lacking spectral templates
at t ∼ −10 d, and larger errors result. For t ≥ +10 d, redshifts are systematically
overestimated by . +0.005, due to the bias to lower spectral template phases, where the
blueshifts associated with the dominant features of SN Ia are greater (see text for details).
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Table 4.2: Characteristic spectral features from Riess et al. [245]

Feature No. Elements Wavelength range [Å]
1 Si ii, Ca ii 3800–4200
2 Mg ii, Fe ii 4200–4580
3 Fe iia 4580–4950
4 Fe iib 4950–5200
5 S ii 5200–5600
6 Si ii, Na i 5600–5900
7 Si ii 5900–6300
8 Fe iic 6300–6800

sively remove one of the eight features listed in Table 4.2 from the input spectrum before
running through SNID. We only run the simulation for z = 0.3, to ensure that all the
features are within the observed wavelength range of the simulation (4000–9000 Å). Also,
only correlations with rlap > 5 are considered, to minimize the impact of poor correla-
tions. The resulting distribution of redshift residuals are shown in Fig. 4.10, corresponding
to templates with t = +0 d. The first histogram (top left) shows the ∆z distribution when
all the features are present. The distribution is well centered on ∆z = 0, with a longer tail
for positive residuals. The overall shape of the distribution is well preserved when the fol-
lowing features are removed from the input spectra: “Mg ii, Fe ii” (4200–4580 Å); “Fe iia”
(4580–4950 Å); “Fe iib” (4950–5200 Å); “S ii” (5200–5600 Å); “Si ii, Na i” (5600–5900 Å);
“Fe iic” (6300–6800 Å). Thus, for a SN Ia spectrum around maximum light, these features
do not seem to provide any useful information for a correlation redshift to be determined.
On the other hand, when we remove the “Si ii, Ca ii” (3800–4200 Å) feature from the
input spectra, the resulting ∆z distribution appears bi-modal, with a peak at ∆z = 0 and
another at ∆z = −0.01. Also, excluding the “Si ii” (5900–6300 Å) feature shifts the ∆z
distribution slightly to positive residuals, though the effect is not significant.

We investigate how removal of spectral features affects the ∆z distributions, this time
as a function of supernova phase, in Fig. 4.11. Each of the points represents the center of
the corresponding redshift residual distribution, whilst the error bars indicate the 1σ width
of the distributions. At t = −10 d, the redshift is systematically biased to lower values
∆z ∼ −0.01, except when the “Si ii” (5900–6300 Å) feature is removed from the input
spectrum. Although the Si ii λ6355 feature is the defining characteristic of SN Ia spectra,
it causes a systematic ∼ −0.01 redshift error. Thus, removing this feature from the input
spectrum at early phases seems to minimize the bias of the correlation to templates at
greater phases (due to the shape of the template phase distribution; Fig. 4.1). It could
also be that the Nugent spectral template at −10 d has a Si iiλ6355 feature that extends
to higher blueshifts than the SN Ia spectral templates in our database. Around maximum,
however, the “Si ii” feature is needed to reliably constrain the redshift of the supernova
spectrum: a bias to higher redshifts (∆z > 0; i.e. a bias to lower phases) results when
this feature is removed from the input spectrum at these phases. The “Si ii, Ca ii” (3800–
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Figure 4.10: Normalized distribution of redshift residuals for a simulated z = 0.3 SN Ia
spectrum at maximum light (+0 d): when all spectral features in the range 3800− 6800 Å
are included (top left plot); when a specific feature of Table 4.2 is removed from the spec-
trum (all other plots). Only cross-correlations with SNID that have rlap > 5 are included.
The synthetic spectrum used is a Nugent template at +0 d.
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4200 Å) feature is also important for determining a reliable correlation redshift at phases
> +10 d.

Thus, it is clear that a phase-dependent wavelength weighting is necessary to enhance
the accuracy of the SNID correlation redshifts. In particular, the “Si ii, Ca ii” (3800–
4200 Å) and “Si ii” (5900–6300 Å) features play a crucial role in ensuring an accurate
redshift is determined at post-maximum phases. Since the “Si ii” feature is redshifted out
of the optical wavelength at redshifts z & 0.4, the correlation redshifts of post-maximum,
z & 0.4 SN Ia spectra will be systematically biased to slightly higher redshifts.

4.4 Accuracy of the cross-correlation method: com-

parison of SN and host galaxy redshifts

In this section, we test the accuracy of correlation redshifts using SNID by comparing
the SNID redshift with that obtained from narrow emission/absorption lines in the parent
galaxy. Galaxy redshifts zgal are typically accurate to < 0.001, due to velocity dispersion
of their light-emitting component (∼ 100 km s−1 and ∼ 200 km s−1 in early- and late-
type galaxies, respectively [198]). This velocity dispersion translates into an error in the
supernova redshift determined using zgal, since the supernova event may have occurred in
a region where its velocity (in the galaxy rest frame) is different from the mean value.
However, zgal nevertheless gives a more accurate determination of the SN redshift than
SNID (which has typical redshift errors of ∼ 0.01 for rlap> 5), so a comparison of the two
gives a valuable indication on the accuracy of the SNID redshifts, determined from real
data rather than from Monte-Carlo simulations.

We have chosen high-redshift SN Ia spectra taken by members of the ESSENCE team
([187]; Appendix A), for which a redshift of the host galaxy could be obtained. This
amounts to 33 SN Ia spectra in the redshift range 0.164 ≤ z ≤ 0.606, listed in Table 4.3.
The error on the SNID redshift is computed as the standard deviation of correlation red-
shifts with rlap > 5, to which we add a 0.01 error in quadrature to account for potential
effects on the cross-correlation related to unusual velocity features in the spectra.

The results of this comparison are shown in Fig. 4.12. It is essentially the same as Fig. 1
of Matheson et al. [187] – cf. Appendix A, though the SNID spectral database has now
been refined to trim noisy ends of template spectra, and correct for slight errors in the shift
to zero-velocity of some spectra. The upper panel of Fig. 4.12 is a plot of the supernova
redshift determined via cross-correlations using SNID, versus that determined from narrow
lines in the host galaxy spectrum. The dispersion about the one-to-one correspondence
of the redshifts is excellent, with σz ∼ 0.009 over the whole redshift range. This is in
good agreement with the 0.01 redshift error we found for correlations with rlap > 5 from
Monte-Carlo simulations. The lower panel of Fig. 4.12 shows a plot of the redshift residuals
as a function of the galaxy redshift. The mean residual is ∼ 10−4 � σz, which shows that
there are no systematic effects in using SNID to determine the SN redshift.

In Figs. 4.13–4.16 we show the mean normalized unfiltered correlation functions for the
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Figure 4.11: Redshift residuals as a function of SN phase for a simulated z = 0.3 SN Ia
spectrum at maximum light (+0 d): when all spectral features in the range 3800− 6800 Å
are included (top left plot); when a specific feature of Table 4.2 is removed from the spec-
trum (all other plots). The points indicate the centre of the corresponding redshift residuals
distribution (see, e.g., Fig. 4.10), and the error bars correspond to the 1σ Gaussian width
of the distribution. Only cross-correlations with SNID that have rlap > 5 are included.
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Table 4.3: SNID vs. galaxy redshifts

IAU ID ESSENCE ID zgal
a zSN

b σzSN
c

2002ivd b004 0.231 0.225 0.011
2002iy b010a 0.587 0.603 0.012
2002iy b010b 0.587 0.588 0.012
2002iy b010c 0.587 0.597 0.011
2002iy b010d 0.587 0.588 0.012
2002iz b013a 0.428 0.422 0.012
2002iz b013b 0.428 0.428 0.011
2002ju c012a 0.348 0.347 0.011
2002ju c012b 0.348 0.374 0.013
2002jw c015a 0.357 0.354 0.013
2002jw c015b 0.357 0.374 0.012
· · · c023 0.399 0.402 0.011
2003jj d058 0.583 0.578 0.012
2003jl d089 0.429 0.433 0.012
2003jm d084 0.522 0.517 0.012
2003jo d033 0.524 0.528 0.011
2003jr d087 0.340 0.344 0.011
2003js d093a 0.363 0.370 0.013
2003js d093b 0.363 0.359 0.011
2003jv d085 0.405 0.400 0.011
2003jw d117 0.296 0.294 0.012
2003jy d149 0.339 0.336 0.012
2003kk e020 0.164 0.162 0.012
2003kl e029a 0.335 0.328 0.012
2003kl e029b 0.335 0.329 0.012
2003kn e132 0.244 0.230 0.012
2003ko e136 0.360 0.350 0.012
2003kq e140 0.606 0.618 0.016
2003kr e148 0.427 0.418 0.014
2003li f244 0.544 0.542 0.011
2003lj f235 0.417 0.420 0.011
2003ll f216 0.596 0.597 0.013
2003lm f096 0.408 0.411 0.013

a Redshift as determined from narrow emission/absorption lines in the host galaxy spectrum.
b Redshift as determined from cross-correlations with local SN Ia spectral templates using SNID.
c Error in the SNID redshift, calculated as the RMS of cross-correlation redshifts with r × lap > 5 (see
text for details), to which we add a 0.01 error in quadrature to account for potential effects on the
cross-correlation related to unusual velocity features in the spectra.
d SN 2002iv is similar to the “peculiar” SN 1991T at similar phases. In determining the redshift of
SN 2002iv, we exclusively use the SN 1991T template shifted to zero redshift.
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Figure 4.12: Upper panel: Comparison of redshifts determined from cross-correlations
with SN Ia spectral templates using SNID and from narrow emission/absorption lines in
the host galaxy spectrum. The dispersion about the (zSN = zgal) line is σz = 0.009, and
hence the agreement between supernova and galaxy redshift is excellent. Lower panel:
Redshift residuals vs. galaxy redshift. The mean residual is ∼ 10−4 � σz, which shows
that there are no systematic effects in using SNID to determine the SN redshift.
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SN Ia spectra listed in Table 4.3. Only correlations with rlap > 5 are used to compute
the mean correlation function. In each of the plots, the vertical dotted line indicates the
galaxy redshift, zgal. For three spectra (b013b, Fig. 4.15; b010a and e140, Fig. 4.16), the
correlation peak chosen by SNID to determine the redshift is not the one corresponding
to the highest correlation amplitude. For b013b (SN 2002iz; zgal = 0.428), the highest
correlation peak at z ∼ 0.65 corresponds to a lower lap value, and the antisymmetric
component of the correlation function about that redshift is higher. For b010a (SN 2002iy;
zgal = 0.587) and e140 (SN 2003kq; zgal = 0.606), the highest correlation peaks are at
z ∼ 0.4 – i.e. at higher lap values. However, after applying the bandpass filter to both
these correlation functions, the antisymmetric component about z ∼ 0.4 is a factor ∼ 1.5
higher than about the galaxy redshift, which is the reason why these peaks were preferred
over the obvious choice.

4.5 Future developments

We have shown SNID to be a useful tool to accurately estimate the redshifts of high-z
SN Ia spectra. Both simulations using semi-empirical templates (Sect. 4.2.3), and the
comparison of high-z SN Ia correlation redshifts with host galaxy redshifts (Sect. 4.4),
yield redshift errors of ∼ 0.01, with no systematic offsets. However, a few features need
improving/implementing:

- Error model: The redshift error in SNID is calculated as the standard deviation of
redshifts whose correlation has rlap > 5. In a future version, the redshift error will
be calculated as the width of a given correlation peak modulated by the S/N ratio
of the input and template spectra.

- Bayesian analysis: With the current version of SNID, we can only say that a given
high-redshift spectrum is likely to be that of a Type Ia supernova at the correlation
redshift, though we have no means of quantifying this likelihood. A future version of
SNID should take into account the various user-input options (e.g.: redshift range,
phase range, wavelength range) and output a probability density function in redshift
space, also taking into account the supernova type. This will ensure the high-z SN Ia
samples are not contaminated by supernovae of other types (in particular, SN Ic
[56, 126])

- Phase determination: In principle, SNID can also be used to constrain the phase of
a given supernova spectrum (see Chap. 6). This can enable us to test for cosmological
time-dilation effects in multi-epoch high-z SN Ia spectra (by comparing the elapsed
time between observations with the rest-frame phases of the SN spectra), as well
as set further constraints on the type of a supernova spectrum. Currently, errors
on phase determination using SNID are σt ∼ 3 d, and here again there is room for
improvement.
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Figure 4.13: Mean normalized unfiltered correlation functions for SN Ia for which we have
a redshift from the host galaxy (zgal; see Fig. 4.12). Only correlations with rlap > 5 are
included. The vertical dotted line indicates the galaxy redshift. The correlation function
is then bandpass filtered, and trimmed to match the best-guess (median) redshift.
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Figure 4.14: See Fig. 4.13.
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Figure 4.15: See Fig. 4.13.
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Figure 4.16: See Fig. 4.13.
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- Refined spectral database: SNID was developed to estimate SN Ia redshifts, and
the bias of the current spectral database towards SN Ia spectra reflects this initial
aim. It is necessary to populate the spectral templates of other supernova types,
in particular the SN Ic sample that is the most likely contaminant of high-z SN Ia
samples. Moreover, a set of templates with accurate rest-frame phases, and extending
to the near-UV range (corresponding to the observed B-band for z & 0.5) supernovae,
is highly desirable.

- Wavelength and inverse-variance weighting: We have seen in Sect. 4.3 that
the correlation redshift is more affected by some SN Ia spectral features than others,
and that this effect is also highly phase-dependent. Thus, a wavelength weighting
scheme should be implemented in SNID. Along the same lines, one would like to
use the noise (variance) spectrum of the supernova to give more relative weight to
spectral regions less affected by sky noise (or noise of any type for that matter). Such
an inverse-variance weighting procedure has already been applied by Saunders et al.
[266] to galaxy spectra of the 2dF [59] and 6dF [139] galaxy surveys. In fact, Saunders
et al. [266] state that the correlation redshift obtained with this improvement is more
reliable than the emission-line galaxy redshift. There is hope for similar improvements
to be made in the determination of SN Ia redshifts.

- Automation of bandpass filter setup: The choice of the appropriate wave num-
bers to use for the bandpass filter should be automated, and optimized for each
supernova/template combination. This way, one would take into account the vari-
ation of the Fourier spectra from supernova to supernova, and the variation with
phase for a given supernova template.

- Web interface: Any tool useful to a specific high-z SN Ia project is useful to other
similar projects. To help make SNID a standard in the high-z SN Ia community, a
web-based interface would greatly help. One can imagine an online SN identifier tool
with redshift/phase estimation, used by observers in real-time whilst observing at
the telescope. This would be particularly useful considering the amount of telescope
time needed to obtain a decent high-redshift SN Ia spectrum [201, 187].

This is a non-exhaustive list of possible improvements to make SNID “excellent” instead
of simply “good”, which offer many exciting research prospects in the near future. One can
hope that, after such improvements, the correlation redshift will be more accurate than
the galaxy redshift. With a prior on phase (when a well-sampled light-curve is available)
and on redshift (when a galaxy spectrum is available), the correlation redshift will also
gain in precision – an important requirement if one is to measure the equation-of-state
parameter of Dark Energy. Ultimately, one would like the various ongoing high-z SN Ia
searches to merge their analysis tools, providing various standard packages for the field of
SN observational cosmology. The future of SNID is set along those lines.
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Abstract: Using archival data of low-redshift (z < 0.01; CfA and SUSPECT databases)
Type Ia supernovae (SN Ia) and recent observations of high-redshift (0.16 < z < 0.64 [187])
SN Ia, we study the “uniformity” of the spectroscopic properties of nearby and distant
SN Ia. We find no difference in the measures we describe here. In this paper, we base our
analysis solely on line-profile morphology, focusing on measurements of the velocity location
of maximum absorption (vabs) and peak emission (vpeak). Our measurement technique
makes it easier to compare low and high signal-to-noise ratio observations. We also quantify
the associated sources of error, assessing the effect of line blending with assistance from
the parametrized code SYNOW [82]. We find that the evolution of vabs and vpeak for our
sample lines (Ca ii λ3945, Si ii λ6355, and S ii λλ5454, 5640) is similar for both the
low- and high-redshift samples. We find that vabs for the weak S ii λλ5454, 5640 lines,
and vpeak for S ii λ5454, can be used to identify fast-declining [∆m15(B) > 1.7] SN Ia,
which are also subluminous. In addition, we give the first direct evidence in two high-z
SN Ia spectra of a double-absorption feature in Ca ii λ3945, an event also observed, though
infrequently, in low-redshift SN Ia spectra (6/22 SN Ia in our local sample). Moreover,
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echoing the recent studies of Dessart and Hillier [66, 65] in the context of Type II supernovae
(SN II), we see similar P-Cygni line profiles in our large sample of SN Ia spectra. First,
the magnitude of the velocity location at maximum profile absorption may underestimate
that at the continuum photosphere, as observed for example in the optically thinner line
S ii λ5640. Second, we report for the first time the unambiguous and systematic intrinsic
blueshift of peak emission of optical P-Cygni line profiles in Type Ia spectra, by as much
as 8000 km s−1. All the high-z SN Ia analyzed in this paper were discovered and followed
up by the ESSENCE collaboration, and are now publicly available.

5.1 Introduction

Type Ia supernovae (SN Ia) have been the subject of intense theoretical modeling and
dedicated observational campaigns in recent years. The implications of relative luminosity
distance measurements for low-redshift and high-redshift SN Ia, namely the requirement
for an additional negative pressure term in Einstein’s field equations (“dark energy”), are
extraordinary for cosmologists and particle physicists alike ([244, 226]; see [76, 77] for recent
reviews). These results have not only been confirmed at moderate redshifts [291, 152, 14],
but also at higher (z > 1) redshifts where the universal expansion is in a decelerating phase
[252]. Currently, two ongoing projects are aiming to measure the equation-of-state param-
eter of the dark energy: the ESSENCE (Equation of State: SupErNovae trace Cosmic
Expansion [201, 156, 187]) and SNLS (SuperNova Legacy Survey [238]) projects.

A non-uniformity in the SN Ia properties at different redshifts might influence the
resulting inferred cosmological models, motivating a precise assessment of potential differ-
ences. For example, the use of SN Ia as distance indicators requires an empirical relation
between light-curve width and maximum luminosity [229], verified for nearby SN Ia. The
extrapolation of such a relation to SN Ia at higher redshifts might be inaccurate, arising
possibly from distinct progenitor properties or yet unknown differences in the explosion
mechanism (see [117, 165, 120] for reviews).

Such evolutionary effects, however, would also need to explain the apparent brightening
of SN Ia at z & 1 [252]. Recently, Krisciunas et al. [158] have noted the absence of a relation
between luminosity and light-curve shape in the near infrared (JHK bands), opening up
exciting prospects for future high-z SN Ia observations in this (rest-frame) passband. In
the meantime, it is worthwhile to look for potential differences between SN Ia at different
redshifts, based on their light-curve properties.

Spectroscopy is better suited than photometry to make quantitative comparisons be-
tween local and high-z SN Ia. Large amounts of information are conveyed by spectra on
the properties of the ejecta (chemical composition, velocity/density gradients, excitation
level); subtle differences, blurred together in photometric measurements, will show up in
the spectra. So far, comparisons of SN Ia at different redshifts have only been qualita-
tive in nature [57, 172], although preliminary results on a quantitative analysis have been
presented by Lidman [178]. The ESSENCE spectra published by Matheson et al. [187]
clearly show that a significant fraction of the high-z data is of sufficient quality for such
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comparisons, made possible through the public availability of many local SN Ia data via
the SUSPECT database1. The high-z data, presented by Matheson et al. [187], are now
publicly available2.

The optical spectra of SN Ia near maximum light are dominated by resonance lines of
singly ionized, intermediate-mass elements, Doppler-broadened due to the large expansion
velocities in SN Ia envelopes; see Filippenko [75] for an observational review. Optically
thick lines forming in such fast-expanding ejecta have a P-Cygni profile shape, characterized
essentially by absorption on the blue side of, and emission peaking at the line center (see,
e.g., [151]). Although these two components always appear qualitatively similar in P-
Cygni profiles associated with optically thick outflows, there are significant differences,
which may become relevant if one seeks an accurate association with, say, the velocity
at the photosphere – defined here as the outflow location where the inward integrated
continuum optical depth is 2/3 – of the SN ejecta [150] or the asymptotic velocity of a
radiatively driven hot star wind [237].

Recently, Dessart and Hillier [66, 65] performed detailed analyses of line-profile forma-
tion in SN II spectra, using hydrogen Balmer lines and Fe ii λ5169 diagnostics. Although
first identified by Branch [29], Dessart and Hillier [65] explained the origin of the possi-
ble underestimate, with optically thinner lines, of the photospheric velocity with the use
of vabs. They also explained [66] the origin of the significant blueshift of P-Cygni profile
emission compared to the rest wavelength of the corresponding line: for SN 1987A on the
24th of February 1987, this blueshift is on the order of 7000 km s−1, equivalent to a very
sizeable 150 Å (see, e.g., [66]).

Both effects result from the fast declining density distribution in SN II, with n ≈ 10
for a power law given by ρ(r) = ρ0(R0/r)

n, r being the radius and R0 (ρ0) some reference
radius (density). Although the density drop-off in SN Ia is estimated to be smaller (see, e.g.,
[119]), with n ≈ 7, this is still large enough for the above two effects to occur. Such velocity
shifts are not trivial: they represent key observables to constrain the density distribution
and the sites of line formation (and interpret, for example, line-polarization measurements),
the magnitude of disk-occultation and continuum optical-depth effects, and the ubiquitous
but modulated influence of line overlap. The velocity locations corresponding to maximum
absorption and peak emission are thus carriers of important information on the SN ejecta;
they are, moreover, convenient and well-defined observables, and can thus be used to
objectively compare SN Ia at different redshifts. The present paper is the result of such
an investigation, using 229 spectra of local (z < 0.05) and 48 of high-z (0.16 < z < 0.64)
SN Ia, at phases between −2 weeks to +3 weeks from maximum light.

To minimize the higher bias in our measurements, introduced primarily by the signal-
to-noise ratio (S/N) obtained for the faint, high-redshift SN Ia, we develop a spectral-
smoothing technique, which uses the expected large widths of observed SN Ia spectral
features. We give a detailed account of our measurement technique and associated error

1SUSPECT: SUpernova SPECTrum Archive, http://nhn.ou.edu/∼suspect/
2http://www.noao.edu/noao/staff/matheson/spectra.html; the VLT spectra are also publicly available

via the ESO archive: http://archive.eso.org/archive/public datasets.html
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model in Sect. 2. The results of these measurements are presented in Sect. 3, with individual
discussion of vabs and vpeak for Ca ii λ3945, Si ii λ6355, and S ii λλ5454, 5640. We discuss
the wide range of vabs values found for the different lines; the large magnitude of vpeak for
the optically thinner lines S ii λλ5454,5640; and the detection, for the first time, of double-
absorption features in Ca ii λ3945 in high-z SN Ia spectra. We provide insights into the
nature of the above measurements by illustrating, following Dessart and Hillier [66, 65],
some aspects of line and continuum formation in SN Ia spectra; namely, we explain the
origin of the blueshift of peak emission and the relation of the absorption velocity to the
photospheric and expansion velocities. In Sect. 4, we present our conclusions.

5.2 Measurement techniques

Any comparison between low-z and high-z SN Ia spectra suffers from the significantly
degraded signal quality for the latter, due to the limited integration time available per
spectrum when undertaking large SN Ia surveys [187]. To minimize this bias, we have
developed a smoothing technique, presented in detail in the following section.

5.2.1 Smoothing Supernova Spectra

We apply a filter (suggested by John Tonry) to both local and high-z SN Ia spectra, to
measure the absorption and emission-peak velocities in a consistent manner. This filter
takes into account the wavelength-dependent nature of the noise in optical ground-based
spectra, and is based on the fact that supernova spectral features are intrinsically broadened
due to the large expansion velocity in the corresponding line-formation region. Assuming
this broadening to have typical values of ∼ 1000–3000 km s−1, one can write down a
“smoothing factor” dλ/λ as (c is the speed of light in vacuum)

∆vline ≈ 0.003− 0.01c =⇒ dλ

λ
≈ 0.003− 0.01. (5.1)

For such a spectrum, a well-suited filter is a Gaussian of the same width, σg. This assumes
the S/N of the spectrum to be uniform over the whole wavelength range, which is clearly
not the case for ground-based observations in which sky emission lines increase the noise
in the red part of the spectrum. Thus, we instead adopt an inverse-variance weighted
Gaussian filter.

Let
−−→
FSN and

−−→
Fvar be the 1D, flux-calibrated supernova spectrum and its corresponding

variance spectrum (usually the variance of the optimally extracted spectrum; see [129]).

Both spectra share the same wavelength axis,
−→
λ . At each wavelength element λi, construct

a Gaussian
−→
Gi of width

σg,i = λi
dλ

λ
. (5.2)

We thus have
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−→
Gi =
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Gi,1

Gi,2
...

Gi,Nl
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1√
2π

exp

− 1
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λ2 − λi
...

λNl
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2

(5.3)

where Nl is the number of wavelength elements of a subset of
−→
λ , centered on λi. The

inverse-variance weighted Gaussian is then

−→
Wi =


Wi,1

Wi,2
...

Wi,Nl

 =


Gi,1/Fvar,1

Gi,2/Fvar,2
...

Gi,Nl
/Fvar,Nl

 (5.4)

and the corresponding smoothed flux at λi is therefore

FTS,i =

∑
j

Wi,jFSN,j∑
j

Wi,j

. (5.5)

By repeating this process for each wavelength element λi, we obtain the smoothed super-
nova spectrum

−−→
FTS.

We show the result of applying this spectral smoothing algorithm with dλ/λ = 0.005 in
Fig. 5.1. The upper spectrum is that of SN 2003jy (z = 0.339), plotted in rest wavelength.
The spectrum just below is the smoothed version, showing how most of the high-frequency
noise has been removed, while the lower-frequency SN spectral features have been pre-
served. In this paper, we use the same smoothing factor dλ/λ = 0.005 in applying this
smoothing technique to both the local and high-z SN Ia spectra.

We show examples of smoothed spectra of several local SN Ia at different phases (and
with different S/N) in Fig. 5.2, where we concentrate on the Si ii λ6355 feature, plotted
in velocity space (assuming λ0 = 6355 Å and using the relativistic Doppler formula).
We also show (down arrows) the location of maximum absorption and emission peak,
measured with our smoothing technique and corresponding to vabs and vpeak. We see that
line profiles in SN Ia come in many shapes and sizes, from the well-defined absorption
trough of SN 1992A at −5 d to the flat-bottomed one of SN 1990N at −13 d, which
extends over & 5000 km s−1 (perhaps due to contamination from C ii λ6580; see [83, 191]).
The emission-peak region is often less well defined than the absorption trough [135], and
is more affected by contamination by emission from iron-group elements at late phases
(& 2 weeks past maximum brightness). Our spectral smoothing technique does a fine
job in reproducing the broad features in SN Ia spectra, both for low-S/N spectra and for
contaminated line profiles.

For some spectra we do not have a corresponding variance spectrum at our disposal,
either because these variance spectra are not archived in the spectral databases (this is
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Figure 5.1: (From top to bottom) A high-z SN Ia spectrum (SN 2003jy; z = 0.339), its
smoothed version (with dλ/λ = 0.005), and a local zero-redshift template (SN 1990O at
−5 d), plotted for comparison with the smoothed spectrum.
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Figure 5.2: P-Cygni profiles of Si ii λ6355 in local SN Ia. Overplotted on the spectra are
their smoothed version (thick black line, see Sect. 5.2.1). The arrows indicate the measured
maximum absorption and emission peak, used to determine vabs and vpeak. Contamina-
tion of the sides of the Si ii absorption profile by strengthening emission from iron-group
elements is apparent at late phases (& 2 weeks), and prevents us from measuring the
emission-peak velocity.
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the case for many local SN Ia spectra), or because the pipeline used to reduce the spectra
did not generate the variance spectra (as was the case for spectra taken with Keck+LRIS,
at the time of data reduction). For these spectra we use a fiducial sky spectrum taken
with the same telescope/instrument combination in place of a variance spectrum. This is
adequate since our smoothing technique relies on the relative variance only, and we expect
sky emission to be the dominant source of noise in our optical ground-based spectra.

We then spline interpolate the smoothed spectrum
−−→
FTS onto a 0.1 Å resolution grid, and

determine the wavelengths of maximum absorption (λabs ) and emission peak (λpeak). The
absorption and emission-peak velocities are then calculated using the relativistic Doppler
formula,

vDoppler,rel = c

{
[(∆λ/λ0) + 1]2 − 1

[(∆λ/λ0) + 1]2 + 1

}
, (5.6)

where ∆λ = λabs − λ0 or ∆λ = λpeak − λ0 when inferring vabs and vpeak, respectively, and
λ0 is the rest-frame wavelength of the corresponding transition.

This approach has the advantage over using a Gaussian fit to the overall absorp-
tion/emission profiles, since it makes no assumption on their shape (in particular, whether
the absorption/emission profiles are symmetric or not). Moreover, fitting a function to
the whole ∼ 100 − 200 Å-wide profiles would enhance the impact of line overlap on the
fit. In Fig. 5.3 we show velocity residuals as a function of S/N, when using a Gaussian fit
to the absorption profile, and when spline interpolating a spectrum smoothed using our
algorithm. Here the “noise” is defined as the root-mean-square (RMS) deviation between

the input spectrum
−−→
FSN and the filtered spectrum

−−→
FTS, with dλ/λ = 0.005:

S/N =
|−−→FSN|√√√√(1/Nλ)

Nλ−1∑
j=0

(|−−−→FSN,j| − |
−−→
FTS,j|)2

, (5.7)

where Nλ is the number of elements in
−→
λ . We find this to be an accurate description of

the actual mean S/N, which then enables us to evaluate the mean S/N of spectra for which
we do not have the corresponding variance spectrum.

Each of the points of Fig. 5.3 corresponds to a fit to the absorption profile of Si ii
λ6355 in SN 1989B at −6 d (S/N ≈ 70 in that spectral region), for which we have added
increasing random Poisson noise weighted by a fiducial sky spectrum, to reproduce signal-
to-noise ratios in the range 2–40. In this case, we are making a systematic error of ∼
+400 km s−1 when using a Gaussian, while this uncertainty drops to . 100 km s−1 for
the spline interpolation method. The latter method is more sensitive to the S/N, namely
the drop in precision with decreasing S/N is more significant for the spline (σspline ≈
320 km s−1) than for the Gaussian (σgauss ≈ 130 km s−1). We use such simulations to
evaluate the error due to a spectrum’s S/N on our inferred values of vabs and vpeak (see next
Sect.). All the measurements in this paper make use of the spline-interpolation method.
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Figure 5.3: Velocity residuals when fitting the minimum of the P-Cygni profile of Si ii λ6355
in 1989B at −6 d with a Gaussian (black dots), or when determining the minimum from
a spline interpolation of an inverse-variance weighted Gaussian spectrum (small points).
The original S/N ratio of the spectrum is ∼ 70. Each of the points corresponds to the
original spectrum to which we have added random Poisson noise weighted by a fiducial sky
spectrum.
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Table 5.1: Measurement errors
Error source Error size [ km s−1]
Errors related to SN Ia spectral properties:
Line blending/contamination Not included
Contamination from host galaxy Not included
Errors related to the measurement:
Skewed profile ∼ 1000
Signal-to-noise ratio ∼ [200, 500, 700, 1200] for S/N ≈ [20, 10, 5, 2] per 5 Å bin
Other errors:
Redshift uncertainty ∼ [200, 3000] for galaxy and SN redshift, respectively
Reddening uncertainty σE(B−V ) . 100 for σE(B−V ) . 0.5 mag
Use of classical Doppler formula ∼ [200, 400, 600] for v ≈ [10, 15, 20]× 103 km s−1

5.2.2 Error Budget

In this section we give a detailed account of the various sources of systematic error. We give
estimates of these errors in Table 5.1. The elaboration of an error model is an important
part of the comparison of vabs and vpeak amongst local SN Ia, and between the local and
high-z SN Ia. Several authors presenting measurements of vabs in local SN Ia either do not
give their error model [17] or do not report errors at all [220].

Note that we do not include errors related to line blending, as this would require
detailed modeling of every individual spectrum. We discuss the issue of line blending when
presenting our results in Sect. 3.

Errors Related to the Measurement

The smoothing and spline-interpolation technique we use to measure the absorption and
emission-peak velocities minimizes the impact of inherently asymmetric profiles. However,
in some cases we are unable to rely entirely on this method. This occurs when (i) the
profile is highly skewed over a wavelength scale ∆λ/λ < dλ/λ (dλ/λ = 0.005 here); (ii) the
feature is too weak, yet a minimum is clearly identifiable; (iii) the absorption profile has a
flat minimum (e.g., Si ii λ6355 in SN 1990N at early phases; Fig. 5.2); (iv) there is a sharp
feature which affects the smoothing technique (galaxy line, cosmic ray, noise spike). For
(i) and (ii) we resort to a smaller smoothing factor (0.001 ≤ dλ/λ ≤ 0.003). For (iii), we
report the velocity corresponding to the blue edge (i.e., the optically thinner part) of the
absorption profile, and associate a lower error bar corresponding to the velocity difference
between the blue and red edges of the profile. For (iv), we simply use a linear interpolation
over the sharp feature when its width is less than (dλ/λ)λabs (for vabs measurements) or
(dλ/λ)λpeak (for vpeak measurements).

The S/N of the input spectrum will limit the accuracy of the measurement. For every
local SN Ia spectrum in our database, we progressively degrade the S/N of the spectrum by
adding random Poisson noise weighted by a fiducial sky spectrum (see previous Sect.), and
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construct plots of velocity residuals vs. S/N (as in Fig. 5.3) for each of the four spectral
features studied here. Most of the local SN Ia spectra used in this study have S/N > 10
(per 5 Å bin), and the associated error is . 500 km s−1 (Table 5.1), whereas for many of
the high-z spectra, the error due to poor S/N can be > 1000 km s−1.

Further Errors

Further errors affecting measurements of vabs and vpeak include the following.

1. Redshift of parent galaxy: All the supernova spectra have been corrected for the
heliocentric velocity of their host galaxy, zgal. This measurement is affected not only
by the galaxy’s internal velocity dispersion (∼ [200, 100] km s−1 for [early,late]-type
galaxies [198]), but also by the position of the SN within the galaxy. An illustration
of this is SN 1994D in NGC 4526 for which the NASA/IPAC Extragalactic Database
(NED) gives cz = +448 km s−1 but King et al. [147] measure cz = +880 km s−1,
at the supernova position. We have therefore added a σcz,gal ≈ 200 km s−1 error in
quadrature to the total error to account for this effect. Note that for some of the
high-z SN Ia the redshift has been determined via cross-correlation with local SN Ia
spectral templates, with a typical error σz,SN ≈ 0.01 ≡ 3000 km s−1 [187]. Thus, for
these high-z SN the major source of error is due to redshift. Note that such an error
leads to a global shift in velocity, and is different in nature from effects such as line
overlap which are difficult to assess and vary from line to line.

2. Reddening: All of the local and high-z SN Ia spectra have been corrected for both
host galaxy and Galactic [268] reddening. For the local SN Ia, we use the host-galaxy
reddenings of Phillips et al. [230] (see Table 5.3). For the high-z SN Ia, we use the
reddening values derived from fitting the light curves using the algorithm of Prieto
et al. [236]. An error in the reddening correction applied to a spectrum can affect the
overall continuum slope and in turn bias vabs to higher(lower) values, if the reddening
is under(over)-estimated. We have run a simulation to evaluate the errors associated
with reddening mis-estimates. They are . 50 km s−1 for σE(B−V ) . 0.3 mag. Since
the reddening is typically known down to ∼ 0.1 mag in local and high-z SN Ia (see
Tables 5.3 & 5.4), we ignore this error.

3. Host-galaxy contamination: We do not include errors related to contamination of
SN Ia spectra by host-galaxy light. The S/N of most local SN Ia spectra is such
that the line shapes are expected to be little affected by host-galaxy contamination.
For the high-z data, we cannot make this assumption. Nor do we have a reliable
way of evaluating the amount of galaxy light present in our spectra, and we ignore
this error. All the VLT spectra analyzed here and presented by Matheson et al.
[187] were extracted using a 2D deconvolution technique employing the Richardson-
Lucy restoration method, minimizing the contamination from the host galaxy [27].
However, we see no systematic effect between the VLT spectra and those from other
telescopes.
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We further assume the wavelength calibration to be accurate to within ±0.5 Å, which
corresponds to errors < 50 km s−1 (not included in the error budget).

We note that, since absorption velocities in the SN Ia ejecta can reach ∼ 30, 000 km s−1

(i.e., 0.1c), relativistic corrections to the classical Doppler formula become noticeable (∼
1500 km s−1). Different authors may or may not apply the relativistic Doppler formula in
their determination of absorption velocities, and systematic differences can result from a
blind comparison of different measurements. All the velocities calculated here make use of
the relativistic Doppler formula.

An error in the SN phase is of a different nature as it is not a direct error on a velocity
measurement, but rather an indirect one affecting the correlation of vabs and vpeak mea-
surements with SN phase. The typical error in the time of rest-frame B-band maximum is
. 1 day (Table 5.3). This error will of course directly propagate as an error in the phase of
the supernova spectrum. For the local SN Ia, we use an updated version of the multi-color
light-curve shape (MLCS) method of Riess et al. [251], MLCS2k2 ([137]; Jha et al., in
prep), to determine the time of B-band maximum. We could use the MLCS2k2 1σ error
on HJDmax as the 1σ error on the SN phase, but the MLCS2k2 templates are sampled only
once per day, introducing sampling errors on the order of ∼ 0.5 day. For the local SN Ia
we add a fiducial ±0.5 day error in quadrature to the MLCS2k2 error in HJDmax, while
for the high-z ones we use the 1σ error output by the light-curve fitting routine of Prieto
et al. [236].

5.3 Results

In this section, using the above method, we present absorption (Sect. 5.3.1) and emission-
peak (Sect. 5.3.2) velocity measurements for the Ca ii λ3945, Si ii λ6355, and S ii λλ5454,
5640 line profiles (Table 5.2). These lines do not have the same observed profile shape,
presumably because they form differently, and have the potential to reveal distinct aspects
of the SN outflow. Note that here, these measurements are sometimes compared with the
velocity at the photosphere; let us stress again that throughout this paper, we refer to the
photosphere as the outflow location where the inward integrated continuum optical depth
is 2/3 – no account is made of line opacity in this definition.

Our sample comprises 30 local SN Ia with phases between −14 d and +30 d from B-
band maximum (Table 5.3), and 37 high-z (0.16 < z < 0.64) SN Ia with (rest-frame) phases
between −12 d and +19 d from (rest-frame) B-band maximum (Table 5.4; see [187]). We
thus performed measurements for a total of 229 local and 48 high-z spectra. Emission-peak
velocity measurements, more affected by line contamination (see [135]), are only quoted
for 178 local and 39 high-z spectra. In Tables 5.6–5.9, we present the relativistic Doppler
velocities vabs and vpeak corresponding to the above four line diagnostics, using for each
the rest-frame wavelength given in Table 5.2. For the doublet lines of Ca ii and Si ii this
corresponds to the gf -weighted mean wavelength, where g and f are the statistical weight
and oscillator strength of the transition, respectively. For the two S ii features we instead
use the wavelength of the highest log(gf) transition, due to the large number of transitions
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Table 5.2: Characteristic wavelengths of atomic transitionsa

Ion Multiplet designation λ [Å] log(gf) λgf [Å] λused [Å]b

Ca ii 4s2S–4p2P0 3933.66, 3968.47 0.134, −0.166 3945.28 3945
S iic 4s4P–4p4D0 5432.80, 5453.86 0.311, 0.557 5442.69 5454
S iid 3d4F–4p4D0, 4s2P–4p2D0 5606.15, 5639.98 0.156, 0.330 5638.12 5640
Si ii 4s2S–4p2P0 6347.11, 6371.37 0.297, −0.003 6355.21 6355

a From Kurucz and Bell [162].
b Assumed rest-frame wavelength for the transition of the given ion; for Ca ii and Si ii this is simply the
gf -weighted mean wavelength of the two strongest transitions, while for S ii this is the wavelength
corresponding to the strongest transition.
c There are five transitions corresponding to S ii in the range 5400 Å< λ < 5500 Å; we list the two
corresponding to the largest gf values. Note that the value for λgf corresponds to the gf -weighted mean
of these five transitions.
d There are eight transitions corresponding to S ii in the range 5600 Å< λ < 5700 Å; we list the two
corresponding to the largest gf values. Note that the value for λgf corresponds to the gf -weighted mean
of these eight transitions.

involved (see Sect. 5.3.1).
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Table 5.4: High-z SN Ia data

IAU name za E(B − V )b ∆m15(B)b MJDmax
b Phasesc

2002iy 0.587 0.01 (0.03) 0.93 (0.10) 52592.75 (1.34) +14
2002iz 0.428 0.14 (0.08) 1.17 (0.05) 52587.80 (1.56) −1, +19
2002ja 0.33 0.19 (0.08) 0.94 (0.09) 52585.42 (1.97) +2
2002jb 0.25 0.12 (0.10) 1.10 (0.03) 52596.01 (0.67) −7
2002jc 0.52 0.00 (0.02) 1.47 (0.04) 52596.27 (0.52) −6, +11
2002jd 0.32 0.00 (0.05) 0.84 (0.04) 52593.29 (0.56) −3, +16, +18
2002jq 0.49 0.06 (0.11) 1.48 (0.07) 52603.47 (0.02) +6
2002js 0.54 0.00 (0.03) 1.03 (0.07) 52600.21 (1.19) +7
2002jt 0.56 0.00 (0.07) 0.83 (0.01) 52615.42 (1.34) +3
2002jw 0.357 0.08 (0.05) 1.00 (0.08) 52618.35 (0.76) −2, +19
2003ji 0.21 0.00 (0.04) 0.84 (0.05) 52921.14 (1.79) +19
2003jj 0.583 0.25 (0.10) 0.84 (0.11) 52946.83 (1.33) −2
2003jl 0.429 0.15 (0.05) 0.92 (0.04) 52931.72 (0.66) +8
2003jm 0.522 0.05 (0.06) 0.84 (0.08) 52933.97 (1.72) +5
2003jo 0.524 0.00 (0.07) 0.84 (0.13) 52935.81 (1.81) +3
2003jq 0.16 0.30 (0.03) 0.83 (0.01) 52935.25 (0.36) +1
2003jr 0.340 0.18 (0.05) 0.83 (0.05) 52920.76 (1.44) +17
2003js 0.363 0.00 (0.01) 0.99 (0.03) 52948.38 (0.40) −5, +13
2003jt 0.45 0.12 (0.05) 0.83 (0.08) 52936.84 (1.03) +3
2003ju 0.20 0.06 (0.06) 1.29 (0.01) 52948.44 (0.37) −8, +18
2003jv 0.405 0.14 (0.07) 0.83 (0.10) 52942.48 (1.01) −2
2003jw 0.296 0.08 (0.10) 1.69 (0.01) 52949.85 (0.48) −6
2003jy 0.339 0.03 (0.04) 1.05 (0.04) 52956.13 (0.53) −10
2003kk 0.164 0.20 (0.05) 1.02 (0.03) 52966.29 (0.39) −4
2003kl 0.335 0.23 (0.11) 1.47 (0.08) 52965.52 (1.46) −3, +0
2003km 0.47 0.02 (0.03) 0.94 (0.04) 52981.10 (0.46) −12, −11
2003kn 0.244 0.15 (0.07) 1.47 (0.03) 52974.01 (0.46) −7
2003ko 0.360 0.20 (0.05) 1.21 (0.06) 52968.25 (0.88) −2
2003kp 0.64 0.02 (0.05) 1.29 (0.05) 52963.14 (1.48) +1
2003kq 0.61 0.09 (0.05) 0.88 (0.07) 52969.64 (1.31) −3
2003kr 0.427 0.09 (0.03) 1.17 (0.05) 52976.71 (0.48) −8
2003kt 0.61 0.02 (0.05) 1.23 (0.07) 52959.82 (1.75) +4
2003le 0.56 0.07 (0.08) 0.83 (0.02) 52995.50 (1.56) −1
2003lf 0.41 0.09 (0.04) 1.40 (0.07) 52990.69 (0.57) +2, +3
2003li 0.544 0.05 (0.05) 1.06 (0.04) 52984.95 (1.23) +5
2003lj 0.417 0.27 (0.09) 1.11 (0.07) 52989.60 (1.60) +3
2003lm 0.408 0.11 (0.05) 1.47 (0.05) 52992.14 (0.91) +2
2003ln 0.63 0.02 (0.04) 0.85 (0.18) 52987.80 (1.23) +4

a For redshifts determined from narrow lines in the host galaxy (quoted with three decimal places), we assume an error of
0.001; for those determined via cross-correlations with local SN Ia spectra templates [187], we assume an error of 0.01.
b Light-curve parameters (and 1σ errors) output by the fitting routine of Prieto et al. [236]. E(B − V ) values correspond to
host-galaxy extinction only.
c Rest-frame phase in days from rest-frame B-band maximum, rounded to closest whole day.
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5. Using line profiles to test the fraternity of Type Ia supernovae at high and

low redshifts

To facilitate the visual inspection of figures, we show the temporal evolution of vabs

(Figs. 5.4, 5.6, and 5.7) and vpeak (Figs. 5.9–5.12) for all spectra by grouping data points
according to the decline-rate parameter ∆m15(B) (the decline in B-band magnitudes be-
tween maximum and +15 d [229, 230]) of the corresponding SN Ia. Following this selection
criterion, our sample of local (high-z) SN Ia has 10 (17) objects with ∆m15(B) < 1.0, 17
(20) with 1.0 ≤ ∆m15(B) ≤ 1.7, and 3 (0) with ∆m15(B) > 1.7; the lack of ∆m15(B) > 1.7
SN Ia in our high-z sample could be due to a selection effect [201, 156]. Note that when
computing the decline rate ∆m15(B) of high-z SN Ia, time dilation is accounted for by
scaling the time axis by a factor (1 + z)−1 [171, 99].

5.3.1 Absorption Velocities

All spectroscopic velocity measurements reported in this paper are negative, and thus cor-
respond to blueshifts; to avoid any confusion, we apply the standard rules of arithmetic
and say, e.g., that a vabs measurement increases from −25,000 km s−1 to −15,000 km s−1,
while the simplistic interpretation of such a variation suggests that the corresponding loca-
tion of maximum absorption decreases from outflow kinematic velocities of 25,000 km s−1

down to 15,000 km s−1– see Sect. 5.3.1.

Presentation of vabs Measurements

In the top panel of Fig. 5.4, we show vabs measurements for the local SN Ia sample for the
Ca ii λ3945 feature, as a function of phase and ordered according to their decline rate:
∆m15(B) < 1.0 (“slow-decliners,” downward-pointing triangles), 1.0 < ∆m15(B) < 1.7
(circles), and ∆m15(B) > 1.7 (“fast-decliners,” upward-pointing triangles). For the few
objects showing a double-absorption Ca ii feature (tagged “blue” and “red” according to
wavelength; see Sect. 5.3.3 and Table 5.6), we plot only the redder component. We invert
the ordinate (vabs) axis for consistency with previously published measurements, which
usually associate the absorption blueshifts with positive velocities.

The absorption velocities for Ca ii λ3945 reveal two vabs sequences at pre-maximum
phases: one sequence shows a steady increase in vabs from a minimum of & −25, 000 km s−1

at the earliest observed phases (. −10 d) to ∼ −15, 000 km s−1 at B-band maximum,
after which the evolution is more gradual or even constant. A second sequence is located
at less negative vabs (vabs & −15, 000 km s−1) and remains almost constant around ∼
12, 000 km s−1. This sequence corresponds to red Ca ii absorption components that have
a blue counterpart, and the resulting contamination biases the measurements to higher
vabs (see Sect. 5.3.3). The scatter in vabs decreases with SN phase, irrespective of decline
rate, from ∼ ±7000 km s−1 at −10 d to . ±3000 km s−1 at +20–30 d. The fast-decliners
overlap significantly with the other SN Ia, and thus cannot be used to discriminate between
subluminous and overluminous objects, contrary to claims made by Lidman [178]. Within
the ∆m15(B) < 1.0 sample, two objects (SN 1990O and 1999ee) form a vabs sequence at
more negative velocities, suggesting higher explosion kinetic energies. The other 8 slow-
declining SN Ia cannot be distinguished from those with ∆m15(B) ≥ 1.0, at all phases.
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Figure 5.4: Upper panel: Absorption velocities for Ca ii λ3945 in local SN Ia, for three
different ∆m15(B) ranges. If a double-absorption is present, only the redder component is
plotted. Lower panel: The high-z data are overplotted.
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5. Using line profiles to test the fraternity of Type Ia supernovae at high and

low redshifts

In the lower panel of Fig. 5.4, we overplot the vabs measurements for our sample of
high-z (0.16 < z < 0.64) SN Ia. The time evolution of vabs for Ca ii λ3945 in our high-z
sample is similar to that for the local SN Ia: a steady increase from & −25, 000 km s−1

at very early phases (. −10 d) to ∼ −15, 000 km s−1 at maximum, and a more gradual
post-maximum increase. Again, the slow-declining high-z SN Ia cannot be distinguished.

Because this Ca ii feature is a few hundred Ångstroms wide, it likely overlaps with
other lines. To illustrate and assess the magnitude of such a line overlap, we show in the
top panel of Fig. 5.5 synthetic SYNOW spectra for SN 1994D at −10 d, −1 d, and +10 d
from B-band maximum ([33]; solid line), as well as the relative contribution from Ca ii
(dotted line), S ii (dashed line), and Si ii (long-dashed line). (All spectra are normalized
to the adopted blackbody continuum energy distribution.) We see that the strong Ca ii
λ3945 absorption feature (including the blue absorption, see Sect. 5.3.3) is contaminated
at all phases, predominantly by Si ii λ3858 (gf -weighted mean rest-frame wavelength).
However, it is only around and past maximum that the vabs measurement is affected by
the Si ii λ3858 absorption: at maximum (+10 d), vabs is biased to less (more) negative
values. Despite this corrupting effect, the Ca ii λ3945 line is the major contributor to the
wide absorption trough seen at ∼ 3750 Å, for all phases . 2 weeks from B-band maximum.

In Fig. 5.6 (top panel), we reproduce Fig. 5.4 for Si ii λ6355, showing in the top panel
the vabs measurements for the local SN Ia sample. The vabs evolution for this feature
is comparable to that for Ca ii λ3945, though values are at all phases less negative, by
∼ 5000 km s−1 (see also Fig. 5.5 and Sect. 5.3.1). The fast-declining SN Ia form, on average,
a sequence of less negative vabs, at post-maximum phases, but this sequence separates only
at t & +20 d from the 1.0 ≤ ∆m15(B) ≤ 1.7 objects. The higher scatter in the slow-
declining SN Ia causes an overlap with the fast-declining ones at all phases. We are lacking
data at t & +20 d to make a clear distinction between the slowest and fastest decliners of
our sample. At these late phases, however, the optical spectra of SN Ia are dominated by
lines of iron-group elements (mainly Co ii and Fe ii), and the Si ii λ6355 feature suffers from
increasing line blending. Note that the Si ii λ6355 absorption profile is sometimes unsually
flat and extended (see, e.g., SN 1990N at −14 d and −13 d with vabs ∼ −20, 000 km s−1;
also see SN 2001el [189]), perhaps due to contamination from C ii λ6580 forming in a
high-velocity shell ([83]; see also [191]). The high-z sample (Fig. 5.7, lower panel) reveals
similar properties. Note that Si ii λ6355 falls outside the optical spectral range for z & 0.4;
the highest redshift at which we were able to measure vabs for this feature was z = 0.428.

We now turn to the weakest lines in our study, the S ii λλ5454, 5640 features, for
which we show the time-evolution of vabs in Fig. 5.7. Compared to Ca ii λ3945 and Si ii
λ6355, vabs-values for the S ii lines are less negative at all phases (always greater than
−13, 000 km s−1 for λ5454 and −15, 000 km s−1 for λ5640), with a nearly constant and
smaller increase with phase. These optically thinner lines are increasingly contaminated
by those of iron-group elements at t & 2 weeks, becoming unnoticeable at later phases –
this explains the lack of data at late phases in Fig. 5.7. Three of the 1.0 ≤ ∆m15(B) ≤ 1.7
points for S ii λ5640 at t ∼ −10 d, associated with SN 2002bo [18], lie at more negative
velocities (< −13, 000 km s−1) than the bulk of our sample. Several points at phases
between maximum and +10 d, associated with SN 1994M [100], also have more negative
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Figure 5.5: Top panel: SYNOW models of SN 1994D at −10 d, −1 d, and +10 d (solid
line), along with the contributions from Ca ii (dotted lines), S ii (dashed line), and Si ii
(long-dashed line). Lower panels: Close-up of the Ca ii λ3945 (left), S ii λλ5454, 5640
(middle), and Si ii λ6355 (right) features. The linestyle coding is the same as for the top
panel, except that now the solid line corresponds to the contribution from all other ions.
The fluxes (per unit frequency, Fν) are normalized to the underlying blackbody continuum
(FBB). Unlike Branch et al. [33], we have not included (weak) contributions from C ii in
the −10 d spectrum.
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Figure 5.6: Upper panel: Absorption velocities for Si ii λ6355 in local SN Ia, for three
different ∆m15(B) ranges. Lower panel: The high-z data are overplotted.
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Figure 5.7: Upper panels: Absorption velocities for S ii λ5454 (left) and S ii λ5640 (right)
in local SN Ia, for three different ∆m15(B) ranges. Lower panels: The high-z data are
overplotted.

velocities than the rest of our sample data. This may result from line blending, although
our SYNOW investigation (see Fig. 5.5, middle panels) suggests this overlap to be weak
or absent.

Alternatively, the S ii vabs measurements might be influenced by the overlap between the
13 individual S ii features in the range 5300–5700 Å (Kurucz & Bell 1995). For example,
distinct intrinsic excitation temperatures and formation mechanisms for one transition
could cause its optical depth to vary differently from that of others and thus modulate, at
selected phases, the observed location of maximum absorption in the total profile. Note
that the Ca ii λ3945 and Si ii λ6355 features are the result of transitions corresponding to
a single multiplet, and will not be affected by this issue.

Interestingly, fast decliners at positive phase show the least negative S ii λ5454–λ5640
vabs values with a lower limit of ∼ −8000 km s−1, combined with the most pronounced
vabs gradient with phase amongst the different ∆m15(B) subgroups. Provided the phase
is known accurately, these two S ii features can be used to discriminate between fast- and
slow-decliners at post-maximum phases.
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Table 5.5: CMFGEN model parameters

Model parameter Parameter value
Radius, R0 4× 1014 cm (∼ 5750R�)
Luminosity, L0 8× 108L�
Density, ρ0 2× 10−11 g cm−3

Density gradient, n 7 [in ρ(r) = ρ0(R0/r)
n]

Turbulent velocity, vturb 90 km s−1

Element Mass fraction
C 0.12
O 0.63
Mg 0.1
Si 0.1
S 0.05
Ca 0.0001
Fe 0.0014
Ni 0.001

Interpretation of vabs measurements

We now investigate the causes of the variations in line profile shapes and vabs values for
our optical diagnostics. We base our discussion on synthetic line profiles computed with
CMFGEN [118], a steady-state, one-dimensional, non-local thermodynamic equilibrium
(non-LTE) model atmosphere code that solves the radiative transfer equation in the co-
moving frame, subject to the constraints of radiative and statistical equilibria. Because
CMFGEN is at present not strictly adequate for SN Ia conditions (no chemical stratifica-
tion; no γ-ray energy deposition; see [66] for details), these results are merely illustrative;
nonetheless, they provide a new insight into the sites of optical-line and continuum for-
mation, corresponding in this example to a low-luminosity SN Ia (“SN 1991bg-like”) near
maximum light.

The SN Ia conditions are epitomized here by the absence of hydrogen and helium in the
outflow, and thus the dominance of metal species. Their mass fractions, alongside basic
model parameters, are listed in Table 5.5. Note that the continuum optical depth at the
base radius R0 is ∼ 50.

We show in Fig. 5.8 the synthetic line profiles for Ca ii λ3934 (left), Si ii λ6347 (center),
and S ii λ5432 (right), computed under such model assumptions. At the bottom of each
panel, and following Dessart and Hillier [66, 65], we show gray-scale images in the (v, p)
plane of the flux-like quantity p · I(p), where v = [(λ/λ0) − 1]c is the classical Doppler
velocity, p is the impact parameter in units of R0, and I(p) is the specific intensity at p.
The photosphere (corresponding to τcont = 2/3) is shown as a solid thick line. The sum
over p of the quantity p · I(p) at v corresponds to the total line flux at v, shown at the top
of each panel (solid line). Note that for each line, we select a single transition to avoid the
corrupting effect of line overlap, stemming from other transitions of the same or different
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Figure 5.8: P-Cygni profiles of Ca ii λ3934, S ii λ5432, and Si ii λ6347 in a CMFGEN
model of a low-luminosity SN Ia near maximum brightness, with density exponent n = 7,
revealing the sites at the origin of synthetic line profile flux, and the resultant blueshift
of the P-Cygni profile emission peak. Lower panels: Gray-scale image of the quantity
p · I(p) as a function of p and classical Doppler velocity v = [(λ/λ0) − 1]c, where p is the
impact parameter and I(p) the specific intensity along p (at v). R0 is the base radius of
the CMFGEN radial grid where the continuum optical depth τcont ≈ 50 – a photosphere
thus exists in this model configuration, corresponding here to a velocity of 9550 km s−1.
λ0 is the rest wavelength of the transition and c is the speed of light in vacuum. The
overplotted thick black curve gives the line-of-sight velocity location where the integrated
continuum optical depth at 5500 Å, along z and at a given p, equals 2/3. The dotted white
lines are for p = [1,1.8]. Upper panels: (solid curve) Line profile flux obtained by summing
p · I(p) over the range of p; (broken curves) line profile flux along p = [1,1.8]. The vertical
dotted line corresponds to the (continuum) photospheric velocity. The profiles have been
normalized to the flux at the inferior boundary of the plotted velocity range, where the
line optical depth is zero. See [66, 65] for a detailed and pedagogical explanation of these
plots in the context of Type II supernovae.
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species.
Let us first focus on the absorption trough, controlling the resulting vabs, of such syn-

thetic line profiles. For Ca ii λ3934, we see that the trough is nearly saturated with
essentially no residual flux down to ∼ −22, 000 km s−1, while Si ii λ6347 shows a maxi-
mum absorption at a less negative velocity of −12,000 km s−1; S ii λ5432 is the weakest
line of all three, with a very modest absorption and extent, located at ∼ −9500 km s−1.

We thus reproduce here the general trend shown in Figs. 5.4-5.7 and presented in
the previous section: absorption velocities for Ca ii λ3945 are more negative by several
1000 km s−1 at any given phase than those for S ii λλ5454,5640 and Si ii λ6355, because
it remains optically thick out to larger radii (i.e., lower densities and higher expansion
velocities). Indeed, this feature is the result of a blend of Ca ii K (3933.66 Å) and H
(3968.47 Å) transitions, both corresponding to the same 4s2S–4p2P0 multiplet, linking the
ground state and low-lying upper levels (just 3 eV above the ground state). Despite the low
log(gf)-value of the transition and the considerably lower calcium abundance compared to
silicon and sulphur in our model (by a factor of 1000 and 500, respectively), the high Ca ii
ground-state population in this parameter space translates into a very large line optical
depth (τline ∝ κlineρion). The sample Si ii and S ii lines result, however, from higher-level
transitions, less populated, which translate into systematically lower optical depths and
less negative vabs-values, the more so for the S ii lines. Also, at a given phase, the maximum
absorption is further to the blue in S ii λ5640 than in S ii λ5454, which likely results from
differences in the atomic properties of each transition.

Despite the assumed homogeneity and smooth density distribution of the CMFGEN
model, a scatter in vabs between line diagnostics is not only present but also large and
comparable to the observed scatter; inferring the presence, at a given phase, of chemical
stratification in the SN outflow thus requires careful analysis, with a detailed and accurate
account of all line optical depth effects [280]. This argues for caution in the interpretation of
vabs measurements, since one sees the numerous competing effects arising from differences in
the atomic-transition properties, chemical abundances, density, and velocity distribution;
additional corrupting effects such as line overlap are discussed later in this paper.

In Fig. 5.8, we also see that |vabs| underestimates the velocity of the photosphere for the
weak, optically thinner S ii λ5432 line. The physical origin of this effect is given by Dessart
and Hillier [65], and stems from the steep density gradient in supernova atmospheres [ρ(r) ∝
r−n]: iso-velocity curves are at constant v (depth z in the (p, z) plane) but the density varies
as 1/rn. Thus, at fixed z, the density drops fast for increasing p, at the same time reducing
the probability of line scattering and/or absorption. In practice, the location of maximum
absorption along a ray shifts to larger depths (z closer to zero) for increasing p, showing
overall the same curvature as seen for the photosphere (see overplotted curve). Along a
p-ray with impact parameter p, the location of maximum absorption is always exterior to
the photosphere along that ray (the line opacity comes on top of the default continuum
opacity), but shifts toward line center for increasing p. As a consequence, the total line
profile, which results from the contribution at all impact parameters, shows a maximum
absorption at a velocity vabs, the magnitude of which can be higher or lower than the
photospheric value vphot. This offset between |vabs| and vphot is determined primarily by
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the magnitude of the line optical depth. As we move from Ca ii λ3934 to Si ii λ6347 and
S ii λ5432, the line optical depth decreases and the corresponding absorption velocity is
closer to zero.

Note that the comparison with the photospheric velocity of the SN Ia outflow is not
necessarily meaningful. First, electron scattering, which provides the dominant source
of continuum opacity in ionized hydrogen-free and helium-free outflows, corresponds to a
small mass absorption coefficient due to the high mean molecular weight of the outflow
(κe . 0.05 cm2 g−1, a factor at least ten times smaller than in hot-star outflows). Second,
the outflow density decreases with the cube of the time, following the homologous expansion
of the SN Ia, so that the outflow becomes optically thin in the continuum after about
10 days past explosion; the concept of a photosphere then becomes meaningless. The
alternative definition (not adopted here) of the photosphere as the location where the
total (line and continuum) inward integrated optical depth is 2/3 changes this conception
somewhat: the ubiquitous presence of lines makes the photospheric radius (and velocity)
highly dependent on wavelength, and thus non-unique and ambiguous (see [124, 279, 119,
234]).

5.3.2 Emission-Peak Velocities

Large negative vpeak values are common in optical line profiles of Type II SN spectra,
explained for the first time by Dessart & Hillier (2005a); the root cause is the strong SN
outflow density gradient, and because such a property is common to both SN Ia and SN II,
such peak-emission blueshifts are also expected in SN Ia line profiles. Using the same
approach as before for vabs, we present in Sect. 5.3.2 the first census of vpeak measurements,
using our large sample of local and high-z SN Ia spectra. We then comment on these
results in Sect. 5.3.2, using the CMFGEN model presented in the previous section.

Presentation of vpeak Measurements

Keeping the same structure as for previous figures displaying vabs measurements, we show
in Fig. 5.9 the phase-dependent vpeak measurements for the Ca ii λ3945 feature in local
SN Ia (upper panel) and all sampled SN Ia (lower panel), separating objects according
to their decline-rate parameter, ∆m15(B). As for SN II, all vpeak measurements for Ca ii
λ3945 at . +20 d are negative; that is, the peak emission is blueshifted with respect to the
rest wavelength of the line, increasing with phase from ∼ −6000 km s−1 (at −10 d) up to
−1000 km s−1 (+20 d). The scatter is, however, significant. Moreover, at any phase, near-
zero values are found. As previously for vabs measurements, Si ii λ3858 modifies the Ca ii
intrinsic line profile shape but now introduces, at all phases, a blueshift of the emission
peak of the 3945 Å feature (Fig. 5.5, left panels), likely influencing the scatter and the
magnitude of vpeak values (see next section). A few points at & +25 d (corresponding to
the spectroscopically peculiar SN 1999aa [176]) show a counterexample to the above trend,
with vpeak > 0. At these phases, however, Ca ii λ3945 is increasingly contaminated from
lines of iron-group elements, and the measurements of vpeak at these phases are highly
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Figure 5.9: Upper panel: Emission-peak velocities for Ca ii λ3945 in local SN Ia, for three
different ∆m15(B) ranges. Lower panel: The high-z data are overplotted.

uncertain. Note that vpeak measurements for the high-z sample are consistent with the
trend in the local sample, both qualitatively and quantitatively (Fig. 5.9, lower panel).

A similar pattern is also found for Si ii λ6355, both for local and high-z SN Ia (Fig. 5.10),
although the measurement errors for the latter are ∼ 1000 km s−1. Unlike for the Ca ii
feature, these measurements are free of sizeable line overlap (see previous section), and
therefore represent a genuine intrinsic blueshift of peak emission of Si ii λ6355. Note
that vpeak for the slow-declining (overluminous) SN Ia is slightly more negative (by ∼
1000 km s−1), on average, than for the fast-declining (underluminous) objects. Since the
magnitude of the emission-peak blueshift scales with the expansion velocity of the ejecta
(see end of the section), this dependence supports the idea that slow-declining SN Ia
correspond to higher kinetic energy explosions [194, 164]. The two points with vpeak <
−6000 km s−1 at t < −10 d correspond to SN 1990N, for which the vabs measurements at
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Figure 5.10: Same as Fig. 5.9 for Si ii λ6355.

these phases are also more negative (Fig. 5.6).

We finally turn in Fig. 5.11 to the vpeak measurements for the S ii λ5454, 5640 features.
We first start with the right panels, which show that the S ii λ5640 data points, both for
the local and high-z samples, follow a similar pattern of increasing values with phase as for
the Ca ii and Si ii features, with velocity shifts always negative but now reaching down to
−8 500 km s−1 at ∼ −10 d. We associate the large scatter of data points to contamination
by Si ii λ5972 at pre-maximum phases, and Na i D λ5892 at post-maximum phases.
Note that for the high-z sample, a ∼ 3000 km s−1 uncertainty is introduced when the SN
redshift is determined via cross-correlation with local SN Ia spectral templates (see Table
5.1). For S ii λ5454 (left panel), we find, on average, a steady increase of vpeak with phase,
from −8 500 km s−1 at −10 d to −4000 km s−1 at +10 d, but with a clear dichotomy
according to ∆m15(B) parameter: fast-decliners show systematically faster-increasing and
less-negative values, related to the modest expansion velocity of their outflows and the
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Figure 5.11: Upper panels: Emission-peak velocities for S ii λ5454 (left) and S ii λ5640
(right) in local SN Ia, for three different ∆m15(B) ranges. Lower panels: The high-z data
are overplotted.

larger (comoving) recession velocity of the photo-emitting layers in the SN ejecta. The low
scatter of data points, due to the absence of sizeable line overlap, makes this distinction
clear and suggests that, as before from vabs measurements, the blueshift of peak emission
at post-maximum phases can now also be used to isolate fast-declining SN Ia, provided
the SN phase is accurately known.

To conclude this section on the vpeak measurements, we show in Fig. 5.12 the values for
S ii λ5454, but this time normalized to vabs,5640 at the same phase, a quantity that closely
matches, at early times, the photospheric velocity of the flow (Fig. 5.8). For both local and
high-z SN Ia, this ratio covers the 0.2–0.7 range, and thus represents a significant shift of a
line profile, comparable to the shift identified in the measurement of the absorption velocity.
The time evolution of vpeak/vabs is also flatter than the corresponding vpeak sequence of
Fig. 5.11 (left panels), suggesting that the magnitude of emission blueshift is a good tracer
of the expansion velocity (see Sect. 5.3.2).

Physical Origin of the Emission-Peak Blueshift

To investigate the origin of the observed blueshift of peak emission, let us go back to the
left panel of Fig. 5.8 and study the sites of emission in the Ca ii λ3934 line. As in the
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Figure 5.12: Upper panel: Emission-peak velocities for S ii λ5454 normalized to the S ii
λ5640 absorption velocities. Lower panel: The high-z data are overplotted.
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standard cartoon of P-Cygni profile formation, one can view a significant amount of flux
arising from the side lobes, corresponding to regions with p > plim ≈ 3R0 – this defines
the spatial extent of the photodisk. Despite the weaker emission at such distances from
the “photosphere,” the total contribution is quite large because it involves a large and
optically thin emitting volume. Contrary to such a heuristic P-Cygni profile formation, a
significant amount of emission arises also from the region with p < plim; this more restricted
volume is also affected by continuum optical depth effects since it resides partly within the
photosphere (represented by the solid dark line). Although this latter emission source
appears in the blue side of the profile, the larger contribution from the lobes leads to a
symmetric emission peak.

However, moving to the optically thinner Si ii λ6355 line (middle panel), we now
see that the relative (symmetric) emission contribution from the lobe is lower compared
to that arising from within the limbs of the photodisk, leading to a more pronounced
blueshift of peak emission. This situation becomes even more extreme in the case of S ii
λ5432 (right panel), whereby no side-lobe emission is present: the resulting P-Cygni profile
shows a strongly blueshifted centroid, corresponding to a sizeable fraction of the velocity
at maximum absorption. For this very optically thin line, disk occultation and continuum
optical depth effects are severe.

These synthetic line profiles are computed by accounting solely for the opacity of the
chosen line (plus all sources of continuum opacity); thus, they lift any ambiguity brought
upon by line overlap. In view of these results, the large and scattered observed (negative)
vpeak measurements for Ca ii λ3945 are likely caused by line overlap, the most likely
candidate being Si ii λ3858. However, the measured and sizeable blueshifts for the Si ii
and S ii lines are indeed expected theoretically; CMFGEN computations also predict the
larger blueshift velocity (more negative vpeak) for the optically thinner S ii lines, compared
to either Si ii or Ca ii diagnostics.

Interestingly, Kasen et al. [141] argued that such blueshifted emission must stem from
peculiar effects, for example of a non-LTE nature, rather than from modulations of the
line source function or optical depth. It now seems that their combined assumptions of a
sharp photosphere, the neglect of continuum opacity, and a pure scattering source function
enforce the symmetry of P-Cygni profile emission; here, CMFGEN demonstrates that such
assumptions may be invalid for a number of lines, particularly at epochs where the ejecta
are optically thick in the continuum.

5.3.3 Double-Absorption Features in Ca ii λ3945

Double-absorption features in Ca ii are frequently observed in local SN Ia, usually in the
near-infrared lines at λ8498, λ8542, and λ8662 (see, e.g., [97, 192, 189]). Gerardy et al. [97]
suggest the interaction of a circumstellar shell within the progenitor system, but Kasen
et al. [142] proposed a departure from sphericity in the explosion, inferred from polarization
measurements of SN 2001el [304]. Gerardy et al. [97] also discuss the possibility of detecting
such double-absorption Ca ii absorption features in the λ3945 doublet; alternatively, such
identification could be influenced by the overlap of the bluer component with Si ii λ3858
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(see Fig. 5.5), predicted to dominate past ∼1 week before maximum [119, 125, 173]. The
association of the blue component in Ca ii λ3945 with high-velocity Ca ii absorption
is uncertain, and we therefore prefer referring to the observed blue/red, in place of the
interpreted high-velocity/low-velocity components as commonly used in the literature.

Here, line-profile measurements on Ca ii λ3945 reveal possible double-absorption fea-
tures for 6 (out of 22) local SN Ia, and, for the first time, for 2 (out of 34) high-z SN Ia
(Table 5.4), SN 2003kn (at −7 d, z = 0.244) and SN 2003jt (at +3 d, z = 0.45). In
Fig. 5.13, we show a time sequence of the Ca ii λ3945 region for a subset of the local and
high-z SN Ia samples, identifying the blue and red absorption components, and showing
the good correspondence between profile shapes.

In Fig. 5.14 (upper panel), we show the evolution of vabs for single- and double-
absorption features in Ca ii λ3945, selecting objects with 1.0 ≤ ∆m15(B) ≤ 1.7: the
value of the blue (red) component vblue (vred) is systematically more (less) negative than
single-absorption vabs values at the same phase, perhaps caused by overlap with Si ii λ3858.
The blue and red data points for the high-z object (SN 2003kn) are consistent with the
local SN Ia sample, although significantly shifted to more negative velocities and closer
together (∼ 7000 rather than ∼ 10, 000 km s−1); more observations are needed to draw
any conclusion. In the lower panel of Fig. 5.14, we show data points for objects with
∆m15(B) < 1.0. Only one (SN 1999aa) out of 10 local slow-declining SN Ia shows such
a double-absorption Ca ii feature; one high-z fast-declining SN Ia (SN 2003jt) out of 17
(Fig. 5.13) also clearly displays this feature.

Contrary to the 1.0 ≤ ∆m15(B) ≤ 1.7 objects, the blue component of Ca ii λ3945
double absorptions in SN 1999aa does not correspond to a more negative vabs than for
the single absorptions. The red component, however, lies at significantly less negative vabs

(∼ 10, 000 km s−1 greater than vabs for the single-absorption features at similar phases).
The ∼ −5000 km s−1 vertical offset for SN 2003jt (Fig. 5.13) is clearly seen, although
we are lacking local SN Ia with Ca ii λ3945 double-absorption features at these phases.
Slow decliners are often associated with more luminous events (though not necessarily; see
Table 5.3), which result from more energetic explosions [194, 164]. It would be worthwhile
to study this spectral range in a large sample of local slow-declining SN Ia, to link the
presence/absence of this feature with the kinematics of the explosion. We note the absence
of Ca ii λ3945 double absorption in our sample of fast-declining SN Ia (4 SN Ia with
∆m15(B) > 1.7).

Finally, selecting the five local SN Ia of our sample (SN 1994D, 1996X, 1998aq, and
1998bu) having the best temporal coverage, we show in Fig. 5.15 the evolution of the ratio
vblue/vred. The non-unity as well as the linear decline (except for SN 1994D) of vblue/vred

over ∼ 2 weeks seems difficult to reconcile with the presence of an inhomogeneity, expected
to leave a more transient imprint.



164
5. Using line profiles to test the fraternity of Type Ia supernovae at high and

low redshifts

Figure 5.13: Double-absorption features in Ca ii λ3945. Two of our high-z SN Ia also show
a double-absorption feature. The thick line overplotted on these spectra corresponds to
their smoothed version (see Sect. 5.2.1). Note the apparent ∼ −5000 km s−1 offset of the
SN 2003jt spectrum with respect to local SN Ia at similar phases, probably due to an error
in the SN redshift (determined via cross-correlations with local SN Ia spectra; see [187])
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Figure 5.14: Absorption velocities for Ca ii λ3945 in single- and double-absorption features
(blue and red components), for objects with 1.0 ≤ ∆m15(B) ≤ 1.7 (upper panel) and
∆m15(B) < 1.0 (lower panel). Also shown are vblue and vred absorption velocities for
SN 2003kn (z = 0.244) and SN 2003jt (z = 0.45).
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Figure 5.15: Time evolution of the ratio of vabs for the blue and red components of the
Ca ii λ3945 absorption feature, in five local SN Ia.

5.4 Conclusions

No major systematic differences in the spectral evolution of absorption and emission-peak
velocities of several prominent lines can be seen between local and high-z SN Ia spectra.

We present a robust measurement technique (Sect. 5.2.1), which is applied to both local
and high-z SN Ia spectra. We also elaborate a reliable, if limited, error model (errors due
to blending of spectral features cannot be reliably included). We use a spectral-smoothing
algorithm which takes into account the Doppler broadening of SN Ia spectral features due
to the large velocities in the ejecta, as well as the wavelength-dependent noise affecting
ground-based spectra. Our line-profile fitting reduces the impact of line overlap, since it
relies on a smaller wavelength interval, and allows for asymmetric line profiles. The source
code is available via the ESSENCE web page3, both as an IDL function and a Fortran
script. All the results of our measurements are displayed in Tables 5.6–5.9.

We find both the magnitude and time evolution of vabs for SN Ia with different decline-
rate parameters ∆m15(B) to be consistent out to z = 0.64. As expected, strong lines have
more negative absorption velocities, and weaker lines are better tracers of the decline-rate
parameter, since they form over less extended regions. In fact, the S ii λλ5454, 5640
features can be used as diagnostic tools to separate fast-declining SN Ia [∆m15(B) > 1.7]
from the rest, given a reliable phase. The lack of fast-declining SN Ia in our high-z

3http://www.ctio.noao.edu/essence/
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sample prevents us from assessing the validity of such a diagnostic at high redshifts. Most
probably the magnitude selection in ESSENCE prevents us from finding the intrinsically
less luminous, fast-declining SN Ia at higher redshift [156].

For the first time, we present a census of peak emission velocities, found, up to 20 d
past maximum B-band light, to be systematically negative. Such a blueshifted emission
peak for the three studied lines is present in all SN Ia of our local and high-z samples,
irrespective of their decline-rate parameter. We measure vpeak associated with this blueshift
and find it to be a significant fraction of vabs for the S ii λ5454 feature. We show that
vpeak for the S ii λ5454 feature can also be used to distinguish SN Ia with ∆m15(B) > 1.7
at post-maximum phases, again given a reliable SN phase. Using CMFGEN models [118],
we illustrate the line-profile formation mechanisms in SN Ia and show that this blueshifted
emission stems from the steep density distribution prevalent in supernova atmospheres [66].

We report the detection of double-absorption Ca ii λ3945 features in several local SN Ia,
and for the first time confirm its detection in two high-z SN Ia (z = 0.244 and z = 0.45,
Fig. 5.13). The association of the blue component of this double absorption with Ca ii is
still under debate, and could be due to contamination by Si ii λ3858 [97].

The present investigation has not only shown the importance of such quantitative stud-
ies in assessing systematic differences between local and high-z SN Ia, but also makes a
strong case for the need for higher quality SN Ia spectral data at high redshifts. From the
first high-z spectrum of an SN Ia ever obtained (at z = 0.31; [213]), previous and ongoing
high-z SN Ia surveys have gathered sufficient data for detailed quantitative comparisons
to be made between the two samples. To make the assertion of no evolution in the SN Ia
sample with redshift, one would need a few high-quality SN Ia spectra, preferably with a
∼ 5 d sampling in rest-frame phase (i.e. a ∼ 1 week sampling at z ≈ 0.5). This could
ideally be done with the Hubble Space Telescope, but could also be attempted with ground-
based 8–10-m-class telescopes [187]. Since the redshift uncertainty is the dominant source
of error for our high-z measurements (when the redshift is determined from the SN itself),
it is important for future studies of absorption and emission-peak velocities in SN Ia to
obtain a spectrum of the host galaxy along with that of the supernova.

The ESSENCE high-z SN Ia spectra analyzed in this paper, and initially presented by
Matheson et al. [187], are now publicly available.
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Table 5.6: Absorption velocities in local SN Ia (103 km s−1)

Phasea Ca ii λ3945b S ii λ5454 S ii λ5640 Si ii λ6355
Blue absorption Red/Single absorption

1981B
+0 · · · −18.8± 0.3 −12.4± 0.2 −13.4± 0.2 −14.8± 0.2
+6 · · ·† · · ·† · · ·† −10.4± 0.2 −12.7± 0.2
+17 · · · −14.3± 0.4 · · · · · · −11.5± 0.2
+20 · · · −14.0± 0.3 · · · · · · −11.0± 0.2
+24 · · · −14.0± 0.3 · · · · · · −10.5± 0.2

1986G
−5 · · ·† · · ·† −10.1± 0.2 −10.3± 0.2 −12.8± 0.2
−4 · · ·† · · ·† −9.7± 0.2 −10.1± 0.2 −12.4± 0.2
−3 · · · −17.0± 0.4 −9.3± 0.2 −9.9± 0.2 −12.2± 0.2
−2 · · · −17.8± 0.4 −8.9± 0.2 −9.7± 0.2 −11.7± 0.2
−1 · · · −17.3± 0.4 · · ·† · · ·† · · ·†
+0 · · · · · · · · · −9.1± 0.2 −11.4± 0.2
+1 · · · −16.3± 0.4 −8.4± 0.2 −8.9± 0.2 −11.0± 0.2
+2 · · · −16.2± 0.7 −7.4± 0.2 −8.8± 0.2 −11.0± 0.2
+3 · · · −15.6± 2.3 · · ·† · · ·† · · ·†
+5 · · ·† · · ·† −5.9± 0.2 −7.4± 0.2 −10.3± 0.2

1989B
−6 · · · −19.3± 0.3 −10.0± 0.2 −10.6± 0.2 −12.0± 0.2
+0 · · · −18.4± 0.3 −9.0± 0.2 −9.6± 0.2 −11.3± 0.2
+4 · · · −16.0± 0.3 −8.1± 0.2 −9.0± 0.2 −11.2± 0.2
+6 · · · −16.3± 0.3 −7.9± 0.2 −8.9± 0.2 −10.5± 0.2
+8 · · · −16.4± 0.3 · · · −8.0± 0.2 −10.7± 0.2
+9 · · · −15.8± 0.3 · · · −8.0± 0.2 −10.5± 0.2
+10 · · · · · · · · · −7.9± 0.2 −10.6± 0.2
+12 · · · · · · · · · −7.2± 0.2 −10.5± 0.2
+13 · · · · · · · · · · · · −9.6± 0.2
+14 · · · · · · · · · · · · −9.6± 0.2
+15 · · · · · · · · · · · · −9.4± 0.3
+18 · · · · · · · · · · · · −9.4± 0.2

1990N
−14 · · · −27.4± 0.3 · · · · · · −20.4 +1.8

−1.0

−13 · · · −27.5± 0.3 · · · · · · −20.5 +1.8
−1.0

−8 · · · −22.1± 0.3 −10.8± 0.2 −11.3± 0.2 −11.8± 0.2
−7 · · · −22.1± 0.3 −10.8± 0.2 −11.3± 0.2 −11.8± 0.2
−6 · · · −22.1± 0.3 −10.8± 0.2 −11.3± 0.2 −11.9± 0.2
+5 · · · · · · −9.6± 0.2 −10.0± 0.2 −11.0± 0.2
+8 · · · · · · −9.4± 0.2 −9.6± 0.2 −10.8± 0.2
+15 · · · −13.2± 0.3 · · · · · · −10.0± 0.2
+17 · · · −12.9± 0.3 · · · · · · −9.8± 0.3
+18 · · · −12.9± 0.3 · · · · · · −9.8± 0.3

1990O
−7 · · · −23.6± 0.3 −11.8± 0.2 −13.5± 0.2 −13.8± 0.2
−6 · · · −22.9± 0.3 −11.8± 0.2 · · · −13.9± 0.2
−5 · · · −22.9± 0.3 −11.8± 0.2 −13.1± 0.2 −13.3± 0.2
+0 · · · · · · · · · · · · −12.4± 0.2
+19 · · · −14.1± 0.7 · · · · · · · · ·
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+20 · · · −13.7± 0.4 · · · · · · −11.7± 0.2
1991T

+8 · · ·† · · ·† −7.4± 0.2 −9.6± 0.2 −10.2± 0.2
+9 · · ·† · · ·† −7.2± 0.2 −9.7± 0.2 −10.2± 0.2
+10 · · ·† · · ·† −7.0± 0.2 −9.5± 0.2 −10.1± 0.2
+11 · · ·† · · ·† · · · · · · −10.2± 0.2
+14 · · ·† · · ·† · · · · · · −9.0± 0.2
+15 · · ·† · · ·† · · · · · · −9.0± 0.2
+16 · · · −12.7 +1.1

−1.0 · · · · · · −9.6± 0.2
+17 · · ·† · · ·† · · · · · · −8.3± 0.2
+26 · · · −11.9± 0.3 · · · · · · · · ·

1991bg
+1 · · ·† · · ·† −6.9± 0.2 −8.5± 0.2 −10.7± 0.2
+2 · · · −15.2± 0.3 −7.6± 0.2 −9.2± 0.2 −11.5± 0.2
+3 · · · · · · −6.6± 0.2 −7.9± 0.2 −10.3± 0.2
+15 · · · · · · · · · · · · −7.9± 0.2
+16 · · ·† · · ·† · · ·† · · · −8.1± 0.2
+19 · · · −11.9± 0.4 · · · · · · −7.6± 0.2
+26 · · · −11.1± 0.4 · · · · · · −7.2± 0.2

1992A
−5 · · · · · · −10.0± 0.2 −12.1± 0.2 −13.6± 0.2
+0 · · · · · · −8.9± 0.2 −11.0± 0.2 −13.1± 0.2
+3 · · · −15.7± 0.3 −9.1± 0.2 −10.0± 0.2 −12.6± 0.2
+5 · · · −16.3± 0.3 −10.6± 0.2 −11.2± 0.2 −14.1± 0.2
+7 · · · · · · −8.4± 0.2 −9.2± 0.2 −12.4± 0.2
+9 · · · · · · · · · −8.6± 0.2 −12.0± 0.2
+12 · · · · · · · · · · · · −12.0± 0.2
+16 · · · · · · · · · · · · −10.8± 0.2
+17 · · · −13.5± 0.3 · · · · · · −11.3± 0.2

1993ac
+6 · · · −17.9± 0.3 · · · −11.6± 0.2 −13.7± 0.2

1994Dc

−11 · · · −26.4± 0.3 · · · −12.3± 0.2 −16.2± 0.2
−10 · · · −26.7± 0.3 · · · −12.0± 0.2 −15.1± 0.2
−9 · · ·† · · ·† −9.5± 0.2 −11.9± 0.2 −12.7± 0.2
−8 −23.5± 0.3 −14.8± 0.3 −9.6± 0.2 −12.0± 0.2 −12.8± 0.2
−7 −24.8± 0.3 −14.5± 0.3 −9.7± 0.2 −11.9± 0.2 −12.3± 0.2
−6 · · · −13.5± 0.3 −9.7± 0.2 −11.7± 0.2 −11.8± 0.2
−5 · · · −13.7± 0.3 −9.1± 0.2 −11.1± 0.2 −11.4± 0.2
−4 −22.0± 0.3 −13.3± 0.3 −9.7± 0.2 −11.5± 0.2 −11.7± 0.2
−3 −20.0± 0.3 −11.9 +1.1

−1.0 −9.4± 0.2 −11.3± 0.2 −11.5± 0.2
−2 −19.7± 0.3 −11.6 +1.1

−1.0 −9.4± 0.2 −11.2± 0.2 −11.4± 0.2
+2 · · · · · · −8.6± 0.2 −10.2± 0.2 −11.1± 0.2
+3 −17.2± 0.3 −11.3± 0.3 −8.2± 0.2 −9.6± 0.2 −10.9± 0.2
+10 · · ·† · · ·† · · · −8.3± 0.2 −10.4± 0.2
+11 · · · · · · · · · · · · −10.2± 0.2
+12 · · · −11.0± 0.4 · · · · · · −10.0± 0.2
+13 · · · −11.4± 0.4 · · · · · · −10.4± 0.2
+15 · · · −11.2± 0.3 · · · · · · −9.9± 0.2
+17 · · · −11.3± 0.7 · · · · · · −9.7± 0.2
+19 · · · −11.0± 0.3 · · · · · · −9.6± 0.2
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+22 · · · −11.3± 0.3 · · · · · · −9.7± 0.2
+24 · · · −11.8± 0.3 · · · · · · −9.5± 0.2
+29 · · · −10.8± 0.3 · · · · · · −9.8± 0.2

1994M
+3 · · ·† · · ·† −11.0± 0.2 −12.1± 0.2 −12.9± 0.2
+4 · · ·† · · ·† −10.3± 0.3 −11.6± 0.3 −12.6± 0.3
+5 · · · · · · · · · −11.9± 0.3 −12.9± 0.3
+8 · · · · · · −9.5± 0.3 −11.3± 0.3 −12.1± 0.2
+13 · · · · · · · · · · · · −11.9± 0.2

1994S
−3 · · ·† · · ·† −9.4± 0.2 −11.3± 0.2 −11.5± 0.2
+0 −19.1± 0.3 −12.3± 0.3 −9.3± 0.2 −10.5± 0.2 −11.0± 0.2
+2 · · ·† · · ·† −9.0± 0.2 −10.5± 0.2 −11.2± 0.2

1994T
+0 · · · · · · · · · · · · −13.6± 0.5
+2 · · · · · · · · · −9.4± 0.3 −12.9± 0.5
+5 · · · · · · · · · · · · −13.3± 0.5

1994ae
−1 · · · −14.2± 0.3 −9.8± 0.2 −10.8± 0.2 −11.4± 0.2
+0 · · · −13.8± 0.4 −9.5± 0.2 −10.6± 0.2 −11.4± 0.2
+1 · · · −13.9± 0.3 −9.5± 0.2 −10.5± 0.2 −11.4± 0.2
+2 · · · −14.1± 0.4 −9.2± 0.2 −10.3± 0.2 −11.4± 0.2
+3 · · · −13.9± 0.4 −9.1± 0.2 −10.3± 0.2 −11.3± 0.2
+4 · · · · · · −9.1± 0.2 −10.0± 0.2 −11.4± 0.2
+5 · · · · · · −8.8± 0.2 −9.8± 0.2 −11.3± 0.2
+8 · · · −13.6± 0.3 · · · −9.5± 0.2 −11.3± 0.2
+9 · · · −13.4± 0.3 · · · −9.3± 0.2 −11.3± 0.2
+10 · · · −13.5± 0.3 · · · −9.0± 0.2 −11.2± 0.2
+29 · · · −12.4± 0.4 · · · · · · · · ·

1995D
+3 · · · −15.4± 0.3 −9.0± 0.2 −9.7± 0.2 −10.5± 0.2
+4 · · · −13.2± 0.3 −9.0± 0.2 −9.7± 0.2 −10.6± 0.2
+5 · · · −12.3± 0.3 −8.6± 0.2 −9.5± 0.2 −10.5± 0.2
+7 · · · −14.5± 0.3 · · · −9.4± 0.2 −10.5± 0.2
+9 · · · −13.0± 0.3 · · · −9.2± 0.2 −10.4± 0.2
+11 · · · −13.1± 0.3 · · · −8.2± 0.2 −10.3± 0.2
+14 · · · −13.2± 0.4 · · · · · · −10.1± 0.2
+15 · · · −12.3± 0.3 · · · · · · −9.8± 0.2

1995E
−3 · · · · · · −10.1± 0.2 −11.1± 0.2 −11.5± 0.2
−2 · · · · · · −10.0± 0.2 −11.0± 0.2 −11.3± 0.2
−1 · · · · · · −9.2± 0.2 −10.5± 0.2 −11.2± 0.2
+1 · · · · · · −8.7± 0.2 −10.3± 0.2 −11.3± 0.2
+8 · · · · · · · · · −8.6± 0.2 −10.9± 0.2

1995al
+17 · · · −15.5± 0.3 · · · · · · −12.2± 0.2
+26 · · · −14.9± 0.3 · · · · · · −12.1± 0.2

1995bd
+12 · · · · · · −9.0± 0.2 −10.1± 0.2 −10.0± 0.2
+16 · · · · · · · · · · · · −8.2± 0.2
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+21 · · · · · · · · · · · · −7.9± 0.2
1996C

+8 · · · −13.2± 0.3 · · · −9.6± 0.2 −11.5± 0.2
1996X

−3 −20.4± 0.4 −12.3± 0.4 −10.6± 0.2 −11.9± 0.2 −11.9± 0.2
−2 −20.2± 0.4 −12.7± 0.4 −10.7± 0.2 −11.6± 0.2 −11.7± 0.2
−1 · · · · · · −10.5± 0.2 −11.3± 0.2 −11.6± 0.2
+0 −19.6± 0.3 −12.6± 0.3 −10.6± 0.2 −11.3± 0.2 −11.7± 0.2
+1 −19.6± 0.3 −12.5± 0.3 −10.2± 0.2 −10.9± 0.2 −11.6± 0.2
+2 −19.6± 0.4 −12.9± 0.4 −10.0± 0.2 −10.7± 0.2 −11.6± 0.2
+3 −19.3± 0.4 −12.5± 0.4 −9.9± 0.2 −10.5± 0.2 −11.5± 0.2
+7 −19.1± 0.3 −12.5± 0.3 · · · −9.7± 0.2 −11.4± 0.2
+8 −19.0± 0.4 −12.1± 0.4 · · · −9.5± 0.2 −11.3± 0.2
+9 −18.5± 0.7 −12.3± 0.7 · · · −9.3± 0.2 −11.3± 0.2
+13 · · ·† · · ·† · · · · · · −11.2± 0.2
+22 · · · −11.5± 0.3 · · · · · · −9.8 +1.0

−1.2

+24 · · · −11.4± 0.3 · · · · · · −10.2± 0.2
1996Z

+6 · · · · · · · · · −11.2± 0.2 −12.4± 0.2
1997br

+8 · · · −14.7± 0.3 · · · −10.7 +1.0
−1.1 −11.4 +1.0

−1.1

1997cn
+4 · · · · · · −6.1± 0.2 −7.1± 0.2 −9.9± 0.2

1998aq
−9 · · · −11.2± 0.3 −10.4± 0.2 −12.1± 0.2 −11.8 +1.0

−1.1

−8 −19.7± 0.3 −10.8± 0.3 −10.5± 0.2 −12.1± 0.2 −11.8 +1.0
−1.1

+0 −18.8± 0.3 −11.2± 0.3 −9.8± 0.2 −10.8± 0.2 −11.1± 0.2
+1 −18.5± 0.3 −11.2± 0.3 −9.7± 0.2 −10.7± 0.2 −11.1± 0.2
+2 −18.2 +1.0

−1.1 −11.3± 0.3 −9.6± 0.2 −10.6± 0.2 −11.1± 0.2
+3 −18.1± 0.3 −11.3± 0.3 −9.5± 0.2 −10.4± 0.2 −11.1± 0.2
+4 −18.2± 0.3 −11.3± 0.3 −9.5± 0.2 −10.3± 0.2 −11.1± 0.2
+5 · · · −11.4± 0.3 −9.4± 0.2 −10.2± 0.2 −11.1± 0.2
+6 −18.0± 0.3 −11.4± 0.3 −9.4± 0.2 −10.2± 0.2 −11.1± 0.2
+7 −18.1± 0.3 −11.3± 0.3 −9.4± 0.2 −10.0± 0.2 −11.1± 0.2

1998bu
−3 −19.2± 0.4 −12.1± 1.1 −9.9± 0.2 −11.1± 0.2 −11.5± 0.2
−2 −19.1± 0.3 −12.0 +1.1

−1.0 −9.8± 0.2 −10.9± 0.2 −11.4± 0.2
−1 −18.7± 0.4 −12.0± 1.1 −9.7± 0.2 −10.7± 0.2 −11.3± 0.2
+9 −16.8± 0.3 −11.9 +1.1

−1.0 · · · −9.3± 0.2 −11.0± 0.2
+10 −16.8± 0.3 −11.9± 0.3 · · · −9.2± 0.2 −11.0± 0.2
+11 −16.8± 0.3 −12.0± 0.3 · · · −8.9± 0.2 −10.9± 0.2
+12 · · · −11.5± 0.3 · · · · · · −10.4± 0.2
+13 −16.5± 0.3 −11.3± 0.3 · · · · · · −10.3± 0.2
+14 · · · −11.3± 0.3 · · · · · · −10.1± 0.2
+28 · · · −11.1± 0.3 · · · · · · −9.8± 1.0
+29 · · · −11.1± 2.3 · · · · · · −9.8± 1.0
+30 · · · · · · · · · · · · −9.9± 1.0

1999aa
−9 · · · −21.0± 0.3 · · · · · · · · ·
−8 · · · −21.2± 0.3 · · · · · · −10.7± 0.2
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−7 · · · −20.6± 0.3 · · · · · · −10.4± 0.2
−6 −20.5± 0.3 −10.9± 0.3 · · · · · · −10.6± 0.2
−5 −20.1± 0.3 −11.0± 0.3 · · · −11.0± 0.2 −10.5± 0.2
−4 −20.2± 0.3 −11.0± 0.3 · · · −10.9± 0.2 −10.4± 0.2
−3 −19.7± 0.3 −11.1± 0.3 · · · −10.8± 0.2 −10.3± 0.2
−2 −19.3± 0.3 −10.9± 0.3 −8.4± 0.2 −10.7± 0.2 −10.3± 0.2
−1 · · · · · · −8.6± 0.2 −10.6± 0.2 −10.4± 0.2
+1 · · · · · · −8.6± 0.2 −10.5± 0.2 −10.3± 0.2
+15 · · · −11.9± 0.4 · · · · · · −10.4± 0.2
+16 · · · −12.0± 0.3 · · · · · · −10.3± 0.2
+17 · · · −12.3± 0.4 · · · · · · −10.3± 0.2
+18 · · · −12.3± 2.3 · · · · · · −10.2± 0.2
+27 · · · −12.2± 0.3 · · · · · · · · ·
+28 · · · −11.9± 0.4 · · · · · · · · ·
+29 · · · −12.1± 0.4 · · · · · · · · ·
+30 · · · −11.8± 0.7 · · · · · · · · ·

1999by
−5 · · · −13.4± 0.4 · · · −9.3± 0.2 −11.4± 0.2
−4 · · · · · · · · · −9.0± 0.2 −11.2± 0.2
−3 · · · · · · · · · −8.7± 0.2 −11.1± 0.2
+8 · · · −11.9± 0.3 −6.5± 0.2 −6.7± 0.2 −10.3± 0.2
+11 · · ·† · · ·† · · · · · · −9.2± 0.2
+25 · · · −10.5± 2.3 · · · · · · −7.9± 0.2
+29 · · · −10.9± 2.3 · · · · · · −7.5± 0.2

1999ee
−9 · · · −24.7± 0.3 · · · · · · −17.8± 0.2
−7 · · · −22.8± 0.3 · · · · · · −16.0± 0.2
−2 · · · −21.9± 0.3 −9.1± 0.2 −10.1± 0.2 −10.9± 0.2
+0 · · · −20.9± 0.3 −9.0± 0.2 −10.3± 0.2 −10.7± 0.2
+2 · · · −20.6± 0.3 −8.9± 0.2 −9.9± 0.2 −10.8± 0.2
+7 · · · −19.4± 0.3 · · · −9.8± 0.2 −10.8± 0.2
+11 · · · −18.3± 0.3 · · · −9.6± 0.2 −10.6± 0.2
+16 · · · −16.2± 0.3 · · · · · · · · ·
+19 · · · −16.1± 0.3 · · · · · · · · ·
+22 · · · −16.2± 0.3 · · · · · · · · ·
+27 · · · −16.0± 0.4 · · · · · · · · ·

2000cx
−1 · · ·† · · ·† · · · · · · −12.0± 0.2
−1 · · ·† · · ·† · · · −12.4± 0.2 −12.1± 0.2
+0 · · ·† · · ·† −11.9± 0.2 −12.9± 0.2 −12.5± 0.2
+1 · · · · · · · · · −12.6± 0.2 −12.4± 0.2
+6 · · · · · · · · · −12.2± 0.2 −12.6± 0.2
+7 · · · · · · · · · −12.6± 0.2 −12.5± 0.2
+7 · · ·† · · ·† · · · −12.2± 0.2 −12.5± 0.2
+9 · · ·† · · ·† · · · −11.6± 0.2 −12.4± 0.2
+11 · · ·† · · ·† · · · · · · −12.2± 0.2
+14 · · ·† · · ·† · · · · · · −11.7± 0.2
+19 · · ·† · · ·† · · · · · · −11.8± 0.2
+22 · · ·† · · ·† · · · · · · −11.9± 0.2

2002bo
−11 · · · · · · · · · −14.6± 0.2 −16.1± 0.2
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−9 · · · · · · −11.7± 0.2 −13.7± 0.2 −15.0± 0.2
−8 · · · −21.1± 0.3 −11.0± 0.2 −13.1± 0.2 −14.6± 0.2
−6 · · · −20.5± 0.3 −10.5± 0.2 −12.3± 0.2 −13.8± 0.2
−5 · · · −18.5± 0.3 −9.8± 0.2 −11.3± 0.2 −13.2± 0.2
−3 · · · −18.0± 0.4 −9.4± 0.2 −10.7± 0.2 −12.9± 0.2
−3 · · · −19.0± 0.3 −9.9± 0.2 −11.3± 0.2 −13.3± 0.2
−2 · · · −18.2± 0.3 −9.3± 0.2 −10.5± 0.2 −12.9± 0.2
−1 · · · −17.9± 0.3 −8.9± 0.2 −10.1± 0.2 −12.8± 0.2
+0 · · · −17.0± 0.3 −8.5± 0.2 −9.6± 0.2 −12.5± 0.2
+6 · · · −14.7± 0.3 · · · −8.9± 0.2 −11.4 +1.0

−1.1

† Insufficient wavelength coverage.
a Rest-frame days from B-band maximum, rounded to closest whole day.
b vabs measurements for Ca ii λ3945 are separated into “blue” and “red” components (when a double absorption is
present). Both “red” and single-absorption velocities are reported in the same column.
c For SN 1994D there is evidence for several “blue” Ca ii components (see [112], their Fig. 3). In the “blue” column we
report the absorption velocity corresponding to the bluest component.
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Table 5.7: Absorption velocities in ESSENCE high-z SN Ia
(103 km s−1)

IAU name Phasea Ca ii λ3945b S ii λ5454 S ii λ5640 Si ii λ6355
Blue absorption Red/Single absorption

2002iy‡ +14 · · · −13.0± 1.5 · · · · · · · · ·
2002iz −2 · · · −23.7± 1.1 · · · · · · −12.2± 0.9
2002iz‡ +18 · · · −13.8± 1.5 · · · · · · · · ·
2002ja +1 · · · · · · · · · · · · −14.6± 3.1
2002jb −7 · · · −17.2± 3.2 · · · · · · −11.2± 3.0
2002jc −6 · · · −21.1± 3.2 · · · · · · · · ·
2002jc +11 · · · −11.8± 3.2 · · · · · · · · ·†
2002jd −3 · · · −16.9± 3.0 −10.8± 3.0 −12.6± 3.0 −12.0± 3.1
2002jd‡ +16 · · · −15.3± 3.3 · · · · · · −10.0± 3.3
2002jd +18 · · ·† · · ·† · · · · · · −10.1± 3.1
2002jq +6 · · · −16.1± 3.3 · · · · · · · · ·
2002js +7 · · · −11.9± 3.2 · · · · · · · · ·†
2002jt −3 · · · −13.9± 3.1 · · · · · · · · ·†
2002jt +0 · · · −10.6± 3.3 · · · · · · · · ·†
2002jw‡ −2 · · · −21.0± 0.4 · · · · · · −10.6± 0.7
2002jw +19 · · · −14.6± 2.3 · · · · · · · · ·
2003ji +19 · · ·† · · ·† · · · · · · −10.5± 3.0
2003jj‡ −2 · · · −16.4± 0.7 · · · · · · · · ·
2003jl‡ +8 · · · −13.7± 1.5 · · · · · · · · ·
2003jo‡ +3 · · · −16.8± 1.1 · · · · · · · · ·
2003jq +1 · · · · · · · · · · · · −9.7± 3.0
2003jr +17 · · ·† · · ·† · · · · · · −11.8± 0.9
2003js‡ −5 · · · −20.3± 0.4 · · · · · · · · ·
2003js‡ +13 · · · −13.1± 0.7 · · · · · · · · ·
2003jt‡ +3 −23.7± 3.1 −17.7± 3.1 · · · · · · · · ·
2003ju −8 · · ·† · · ·† · · · −10.8± 3.0 −16.7± 3.0
2003ju +18 · · · · · · · · · · · · −8.8± 3.1
2003jv −2 · · · · · · −9.6± 0.5 −12.1± 0.5 −11.6± 0.5
2003jw‡ −6 · · · −18.9± 0.7 · · · −11.2± 0.8 −11.5± 1.4
2003jy‡ −10 · · · −22.2± 0.7 −11.7± 0.8 −13.0± 0.8 −11.4± 0.9
2003kk −4 · · · −21.6± 0.3 −10.4± 0.2 −12.3± 0.2 −12.3± 0.2
2003kl −3 · · · −19.2± 0.4 −10.0± 0.3 · · · −13.5± 0.7
2003kl +0 · · · −15.9± 0.7 · · · · · · · · ·
2003km −12 · · · −20.3± 3.1 · · · · · · · · ·†
2003km‡ −11 · · · −24.4± 3.2 · · · · · · · · ·
2003kn‡ −7 −26.7± 0.7 −18.8± 0.7 −12.8± 0.5 −13.9± 0.5 −16.1± 0.5
2003ko‡ −2 · · · −27.4± 0.7 · · · · · · −12.8± 0.7
2003kp‡ +1 · · · −15.2± 3.2 · · · · · · · · ·
2003kq‡ −3 · · · −18.7± 3.1 · · · · · · · · ·
2003kr‡ −8 · · · −24.3± 0.7 · · · · · · · · ·
2003kt‡ +4 · · · −15.5± 3.2 · · · · · · · · ·
2003le −1 · · · −18.9± 3.2 · · · · · · · · ·†
2003lf +3 · · · −19.8± 3.1 −9.9± 3.0 −10.0± 3.0 · · ·†
2003lf +2 · · · −17.6± 3.2 · · · · · · · · ·
2003li +5 · · · −11.5± 1.5 −11.1± 1.7 · · · · · ·†
2003lj +3 · · · −15.8± 0.3 −8.4± 0.5 −8.6± 0.5 −11.2± 0.7
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2003lm +2 · · · −18.0± 0.7 · · · −8.5± 0.5 · · ·
2003ln +4 · · · −13.4± 3.3 · · · · · · · · ·†

† Insufficient wavelength coverage.
‡ VLT spectra reduced with the 2D restoration method of Blondin et al. [27].
a Rest-frame days from B-band maximum, rounded to closest whole day.
b vabs measurements for Ca ii λ3945 are separated into “blue” and “red” components (when a double absorption is
present). Both “red” and single-absorption velocities are reported in the same column.
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Table 5.8: Emission-peak velocities in local SN Ia (103 km s−1)

Phasea Ca ii λ3945 S ii λ5454 S ii λ5640 Si ii λ6355
1981B

+0 −5.4± 0.3 −7.5± 0.2 −6.7± 0.2 −3.8± 0.2
+6 · · ·† · · ·† −5.0± 0.2 −1.7± 0.2
+17 −1.4± 0.4 · · · · · · · · ·
+20 −1.1± 0.3 · · · · · · · · ·
+24 −0.2± 0.3 · · · · · · · · ·

1986G
−5 · · ·† −5.4± 0.2 −1.7± 0.2 · · ·
−4 · · ·† −4.9± 0.2 −1.4± 0.2 · · ·
−3 −2.9± 0.4 −4.8± 0.2 · · · · · ·
−2 −3.0± 0.4 −4.3± 0.2 −1.3± 0.2 · · ·
−1 −3.0± 0.4 · · ·† · · ·† · · ·†
+0 · · · · · · −0.7± 0.2 · · ·
+1 −2.7± 0.4 −3.7± 0.2 −2.5± 0.2 · · ·
+2 −2.5± 0.7 −3.2± 0.2 −1.8± 0.2 0.1± 0.2
+3 −2.7± 2.3 · · ·† · · ·† · · ·†
+5 · · ·† −2.5± 0.2 −1.4± 0.2 · · ·

1989B
−6 −0.5± 0.3 −5.5± 0.2 · · · −1.6± 0.2
+0 −3.0± 0.3 −4.2± 0.2 −4.1± 0.2 −0.9± 0.2
+4 −2.8± 0.3 −3.7± 0.2 −0.9± 0.2 −0.6± 0.2
+6 −3.0± 0.3 −3.9± 0.2 −1.5± 0.2 0.2± 0.2
+8 · · · −3.8± 0.2 −1.9± 0.2 −0.1± 0.2
+9 · · · · · · −4.0± 0.2 · · ·
+10 · · · · · · −4.3± 0.2 0.3± 0.2
+12 · · · · · · −4.7± 0.2 · · ·

1990N
−14 · · · · · · · · · −6.6± 0.2
−13 · · · · · · · · · −6.6± 0.2
−8 −1.3± 0.3 −6.4± 0.2 −7.5± 0.2 −0.5± 0.2
−7 −1.3± 0.3 −6.4± 0.2 −7.5± 0.2 −0.5± 0.2
−6 −1.3± 0.3 −6.4± 0.2 −7.5± 0.2 −0.5± 0.2
+5 0.2± 0.3 −4.4± 0.2 −2.2± 0.2 −0.9± 0.2
+8 −0.4± 0.4 −4.6± 0.2 −2.4± 0.2 −2.3± 0.2

1990O
−7 −2.9± 0.3 −7.6± 0.2 −8.6± 0.2 −4.3± 0.2
−6 −2.8± 0.3 −7.5± 0.2 −8.2± 0.2 −2.1± 0.2
−5 −2.6± 0.3 −6.9± 0.2 −7.9± 0.2 −3.6± 0.2
+0 · · · −5.7± 0.2 −4.1± 0.2 −4.8± 0.2
+19 −1.6± 0.7 · · · · · · · · ·
+20 −0.5± 0.4 · · · · · · · · ·

1991T
+8 · · ·† −3.5± 0.2 −3.8± 0.2 −3.7± 0.2
+9 · · ·† −3.9± 0.2 −4.2± 0.2 −1.3± 0.2
+10 · · ·† −3.4± 0.2 −4.5± 0.2 −1.8± 0.2
+11 · · ·† · · · · · · −3.7± 0.2

1991bg
+1 · · ·† −3.2± 0.2 −3.1± 0.2 · · ·
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+2 0.1± 0.3 −3.9± 0.2 −3.6± 0.2 · · ·
+3 · · · −2.6± 0.2 −1.9± 0.2 · · ·

1992A
−5 −3.7± 0.3 −6.4± 0.2 · · · −1.7± 0.2
+0 −3.9± 0.3 −5.9± 0.2 −5.2± 0.2 −1.0± 0.2
+3 −2.8± 0.3 −5.4± 0.2 −3.7± 0.2 −0.9± 0.2
+5 −3.6± 0.3 −7.2± 0.2 −5.4± 0.2 −3.4± 0.2
+7 −2.1± 0.3 · · · −2.9± 0.2 · · ·
+9 −1.6± 0.3 · · · −5.2± 0.2 −0.6± 0.2
+12 −0.9± 0.3 · · · · · · −0.0± 0.2
+16 −0.5± 0.3 · · · · · · · · ·
+17 −0.1± 0.3 · · · · · · · · ·

1993ac
+6 −4.2± 0.3 · · · −4.3± 0.2 −3.3± 0.2

1994D
−11 −5.4± 0.3 · · · −5.2± 0.2 · · ·
−10 −4.2± 0.3 · · · −4.6± 0.2 · · ·
−9 −2.0± 0.3 −7.3± 0.2 · · · · · ·
−8 −2.1± 0.3 −7.5± 0.2 · · · · · ·
−7 −2.0± 0.3 −6.9± 0.2 · · · · · ·
−6 −1.5± 0.3 −6.4± 0.2 · · · −3.5± 0.2
−5 −1.5± 0.3 −5.7± 0.2 · · · · · ·
−4 −1.4± 0.3 −6.0± 0.2 · · · −0.5± 0.2
−3 −1.3± 0.3 −5.4± 0.2 · · · −0.9± 0.2
−2 −1.2± 0.3 −5.3± 0.2 · · · −1.1± 0.2
+2 −1.4± 0.3 −4.6± 0.2 −2.4± 0.2 −1.4± 0.2
+3 · · · −4.1± 0.2 −2.2± 0.2 −0.8± 0.2
+10 · · ·† · · · −5.7± 0.2 · · ·

1994M
+3 · · ·† −5.6± 0.2 −3.8± 0.2 −2.4± 0.2
+4 · · ·† −6.3± 0.3 −4.0± 0.3 −2.6± 0.3
+5 · · · −6.9± 0.3 −2.1± 0.3 −2.6± 0.3
+8 · · · −5.8± 0.3 −4.4± 0.3 −3.3± 0.2
+13 · · · · · · · · · −2.4± 0.2

1994S
−3 −1.1± 2.3 −4.2± 0.2 · · · −1.9± 0.2
+0 · · · −4.5± 0.2 −2.4± 0.2 −2.3± 0.2
+2 · · ·† −4.2± 0.2 −2.2± 0.2 −2.0± 0.2

1994ae
−1 · · · −4.9± 0.2 · · · −2.2± 0.2
+0 · · · −4.8± 0.2 · · · −2.7± 0.2
+1 · · · −4.8± 0.2 −2.5± 0.2 −2.4± 0.2
+2 · · · −4.6± 0.2 −2.5± 0.2 −2.4± 0.2
+3 · · · −4.4± 0.2 −2.5± 0.2 −2.2± 0.2
+4 −1.4± 0.4 −4.4± 0.2 −2.6± 0.2 −2.7± 0.2
+5 −0.7± 0.4 −4.3± 0.2 −2.6± 0.2 −2.4± 0.2
+8 −0.9± 0.3 · · · −4.5± 0.2 −2.8± 0.2
+9 · · · · · · −5.1± 0.2 −2.5± 0.2
+10 −0.6± 0.3 · · · −5.6± 0.2 −2.3± 0.2
+29 1.6± 0.4 · · · · · · · · ·
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1995D
+3 −0.3± 0.3 −4.0± 0.2 −2.1± 0.2 −2.4± 0.2
+4 −0.4± 0.3 −4.0± 0.2 −2.2± 0.2 −2.6± 0.2
+5 −1.3± 0.3 −3.9± 0.2 −2.2± 0.2 −2.5± 0.2
+7 −1.0± 0.3 −3.6± 0.2 −3.0± 0.2 −2.6± 0.2
+9 −0.8± 0.3 −3.7± 0.2 −4.7± 0.2 −2.7± 0.2
+11 −0.7± 0.3 · · · · · · −2.3± 0.2
+14 0.0± 0.4 · · · · · · −0.9± 0.2
+15 · · · · · · · · · −0.8± 0.2

1995E
−3 −0.9± 0.7 −5.8± 0.2 −5.2± 0.2 −2.6± 0.2
−2 −0.7± 0.3 −5.4± 0.2 · · · −2.1± 0.2
−1 −0.8± 0.7 −5.3± 0.2 −5.0± 0.2 −2.1± 0.2
+1 · · · −5.1± 0.2 −4.2± 0.2 −1.6± 0.2
+8 · · · · · · −3.9± 0.2 · · ·

1995al
+17 −2.4± 0.3 · · · · · · · · ·
+26 0.0± 0.3 · · · · · · · · ·

1995bd
+12 −2.7± 1.5 −6.6± 0.2 −5.8± 0.2 −3.1± 0.2

1996C
+8 −1.9± 0.3 · · · −5.7± 0.2 −3.6± 0.2

1996X
−3 · · · −6.0± 0.2 −6.5± 0.2 · · ·
−2 · · · −5.7± 0.2 −6.3± 0.2 −2.6± 0.2
−1 · · · −5.6± 0.2 −6.0± 0.2 −0.1± 0.2
+0 · · · −5.3± 0.2 −5.5± 0.2 −1.4± 0.2
+1 · · · −5.2± 0.2 −5.0± 0.2 −2.0± 0.2
+2 · · · −5.0± 0.2 −1.8± 0.2 −1.9± 0.2
+3 · · · −4.9± 0.2 −3.0± 0.2 −1.7± 0.2
+7 · · · −4.6± 0.2 −2.4± 0.2 −0.6± 0.2
+8 · · · −4.8± 0.2 −3.0± 0.2 −0.1± 0.2
+9 · · · −4.8± 0.2 −4.7± 0.2 0.2± 0.2
+13 · · ·† · · · · · · −0.4± 0.2

1996Z
+6 −2.8± 0.7 · · · · · · −1.2± 0.2

1997br
+8 −2.6± 0.3 · · · −4.5± 0.2 −1.6± 0.2

1997cn
+4 · · · −1.8± 0.2 −2.0± 0.2 0.6± 0.2

1998aq
−9 −1.6± 0.3 −7.7± 0.2 −8.2± 0.2 −4.0± 0.2
−8 −1.6± 0.3 −6.6± 0.2 −7.8± 0.2 −3.9± 0.2
+0 · · · −5.0± 0.2 · · · −2.4± 0.2
+1 · · · −5.0± 0.2 · · · −2.5± 0.2
+2 · · · −4.9± 0.2 −2.5± 0.2 −2.6± 0.2
+3 · · · −4.7± 0.2 −2.6± 0.2 −2.6± 0.2
+4 · · · −4.6± 0.2 −2.7± 0.2 −2.5± 0.2
+5 · · · −4.5± 0.2 −2.7± 0.2 −2.6± 0.2
+6 · · · −4.3± 0.2 −2.9± 0.2 −2.8± 0.2
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+7 · · · −4.2± 0.2 −2.9± 0.2 −2.7± 0.2
1998bu

−3 −0.8± 0.4 −5.0± 0.2 · · · −1.5± 0.2
−2 −0.7± 0.3 −4.9± 0.2 · · · −1.7± 0.2
−1 −0.6± 0.4 −4.7± 0.2 · · · −1.8± 0.2
+9 · · · · · · −4.7± 0.2 −1.4± 0.2
+10 · · · · · · −5.3± 0.2 · · ·
+11 · · · · · · −5.9± 0.2 · · ·

1999aa
−9 −2.2± 0.3 · · · · · · · · ·
−8 −1.7± 0.3 · · · · · · −3.4± 0.2
−7 −1.3± 0.3 · · · · · · −4.1± 0.2
−6 −1.1± 0.3 · · · · · · −3.9± 0.2
−5 −0.9± 0.3 · · · · · · −3.2± 0.2
−4 −0.7± 0.3 −6.4± 0.2 −8.2± 0.2 −3.3± 0.2
−3 −0.2± 0.3 −5.9± 0.2 −7.5± 0.2 −3.4± 0.2
−2 0.3± 0.3 −5.5± 0.2 −6.7± 0.2 −3.6± 0.2
−1 · · · −5.2± 0.2 · · · −3.1± 0.2
+1 · · · −4.9± 0.2 −2.6± 0.2 −3.0± 0.2
+15 · · · · · · · · · −3.5± 0.2
+16 −0.7± 0.3 · · · · · · −2.9± 0.2
+17 −0.4± 0.4 · · · · · · −1.9± 0.2
+18 −0.1± 2.3 · · · · · · −1.0± 0.2
+27 0.7± 0.3 · · · · · · · · ·
+28 0.9± 0.4 · · · · · · · · ·
+29 1.4± 0.4 · · · · · · · · ·
+30 0.7± 0.7 · · · · · · · · ·

1999by
−5 −0.4± 0.4 · · · −2.7± 0.2 · · ·
−4 −0.2± 0.3 · · · −2.8± 0.2 · · ·
−3 −0.4± 0.3 · · · −3.6± 0.2 · · ·
+8 · · · −2.6± 0.2 −1.6± 0.2 · · ·

1999ee
−9 · · · · · · −1.7± 0.2 −1.4± 0.2
−7 · · · · · · −1.4± 0.2 −1.5± 0.2
−2 · · · −4.9± 0.2 −2.2± 0.2 −2.2± 0.2
+0 · · · −4.7± 0.2 −2.8± 0.2 −2.0± 0.2
+2 −3.7± 0.3 −4.3± 0.2 −2.4± 0.2 −1.9± 0.2
+7 −3.2± 0.3 · · · −4.4± 0.2 −2.9± 0.2
+11 −2.6± 0.3 · · · −6.3± 0.2 −2.4± 0.2

2000cx
+0 · · ·† −7.5± 0.2 −8.4± 0.2 · · ·
+1 · · · −6.5± 0.2 −5.4± 0.2 −3.8± 0.2
+6 · · · · · · −5.1± 0.2 −4.7± 0.2
+7 · · ·† · · · · · · −4.6± 0.2
+7 · · ·† · · · · · · −4.4± 0.2
+9 · · ·† · · · · · · −4.5± 0.2
+11 · · ·† · · · · · · −5.0± 0.2

2002bo
−11 −6.7± 0.4 · · · −4.6± 0.2 −4.4± 0.2
−9 −5.5± 0.4 −8.4± 0.2 −3.5± 0.2 · · ·
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−8 −4.7± 0.3 −7.5± 0.2 −2.7± 0.2 · · ·
−6 −4.5± 0.3 −6.5± 0.2 · · · · · ·
−5 −2.9± 0.3 −5.4± 0.2 · · · · · ·
−3 −3.3± 0.4 −5.0± 0.2 · · · · · ·
−3 −3.6± 0.3 −5.5± 0.2 · · · · · ·
−2 −3.3± 0.3 −4.8± 0.2 · · · · · ·
−1 −3.3± 0.3 −4.4± 0.2 · · · · · ·
+0 −3.0± 0.3 −3.8± 0.2 · · · · · ·

† Insufficient wavelength coverage.
a Rest-frame days from B-band maximum, rounded to closest whole day.
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Table 5.9: Emission-peak velocities in ESSENCE high-z SN Ia
(103 km s−1)

IAU name Phasea Ca ii λ3945 S ii λ5454 S ii λ5640 Si ii λ6355
2002iy‡ +14 −3.3± 1.5 · · · · · · · · ·
2002iz −2 −3.5± 1.1 · · · · · · −5.7± 0.9
2002iz‡ +18 −3.8± 1.5 · · · · · · · · ·
2002ja +1 · · · · · · · · · −4.8± 3.1
2002jb −7 · · · · · · · · · −1.5± 3.0
2002jc −6 −5.2± 3.2 · · · · · · · · ·
2002jd −3 −3.6± 3.0 −6.4± 3.0 −6.4± 3.0 −4.2± 3.1
2002jd‡ +16 −1.9± 3.3 · · · · · · −4.0± 3.3
2002jd +18 · · ·† · · · · · · −0.5± 3.1
2002js +7 −3.9± 3.2 · · · · · · · · ·
2002jt −3 −0.8± 3.1 · · · · · · · · ·
2002jw‡ −2 −1.2± 0.4 · · · · · · −3.1± 0.7
2003jj‡ −2 −3.0± 0.7 · · · · · · · · ·
2003jl‡ +8 −1.5± 1.5 · · · · · · · · ·
2003jm +5 −3.9± 1.1 · · · · · · · · ·
2003jo‡ +3 −1.8± 1.1 · · · · · · · · ·
2003js‡ −5 −1.5± 0.4 · · · · · · · · ·
2003js‡ +13 −2.0± 0.7 · · · · · · · · ·
2003jt‡ +3 −5.5± 3.1 · · · · · · · · ·
2003ju −8 · · ·† −4.2± 3.0 −4.2± 3.0 −3.4± 3.0
2003ju +18 −3.4± 3.8 · · · · · · · · ·
2003jv −2 −2.8± 0.3 −6.3± 0.5 −3.3± 0.5 −3.0± 0.5
2003jw‡ −6 −1.5± 0.7 · · · −1.8± 0.8 −4.1± 1.4
2003jy‡ −10 −1.4± 0.7 · · · −7.8± 0.8 −4.5± 0.9
2003kk −4 −3.6± 0.3 −6.1± 0.2 · · · −2.4± 0.2
2003kl −3 −3.3± 0.4 −5.4± 0.3 −4.4± 0.3 −6.5± 0.7
2003kl +0 −3.4± 0.7 · · · · · · · · ·
2003kn‡ −7 · · · −7.5± 0.5 · · · −2.7± 0.5
2003ko‡ −2 −4.1± 0.7 · · · · · · · · ·
2003kp‡ +1 −3.6± 3.2 · · · · · · · · ·
2003kr‡ −8 −2.4± 0.7 · · · · · · · · ·
2003kt‡ +4 −1.3± 3.2 · · · · · · · · ·
2003le −1 −2.2± 3.2 · · · · · · · · ·†
2003lf +3 · · · −2.9± 3.0 −3.5± 3.0 · · ·†
2003lh +6 −2.0± 3.2 · · · · · · · · ·
2003li +5 −2.1± 1.5 −5.3± 1.7 · · · · · ·†
2003lj +3 −1.0± 0.3 −3.2± 0.5 −3.2± 0.5 · · ·
2003lm +2 · · · · · · −1.8± 0.5 · · ·
2003ln +4 −3.1± 3.3 · · · · · · · · ·†

† Insufficient wavelength coverage.
‡ VLT spectra reduced with the 2D restoration method of Blondin et al. [27].
a Rest-frame days from B-band maximum, rounded to closest whole day.
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Chapter 6

Time-dilation effects in high-redshift
Type Ia supernova spectra

Blessed is he who expects nothing,
for he shall never be disappointed.

Jonathan Swift

Abstract: We present a cross-correlation method to determine the phase of a Type Ia
supernova (SN Ia) based on its spectrum alone. The comparison with the light-curve
phases yields a satisfactory result, with a dispersion of ∼ 3 days in the range −15 ≤ t ≤
+30 d, in days from B-band maximum. Using this method, we determine the rest-frame
spectral phases for 29 high-redshift SN Ia spectra (0.20 ≤ z ≤ 0.64), and find them to be
inconsistent with the null hypothesis of no time dilation at a confidence level (> 90%),
thereby discarding alternative explanations to the cosmological nature of redshifts, such
as tired-light or variable-mass theories. However, we are off by ∼ 1.6σ from the (1 + z)
time-dilation factor expected from cosmological expansion. Using spectra of SN 2002iy
(z = 0.587) at three different phases, we show a higher level of consistency with the
expected (1+z) factor, although are still off by∼ 0.8σ. We discuss the sources of systematic
error affecting our measurements, and argue that more accurate results will be obtained
with future access to large databases of well-sampled SN Ia spectra.

6.1 Introduction

In an expanding universe, a clock will appear to run slow by a factor (1 + z), where z
is the cosmological redshift of the clock (see, e.g., [308], pp. 415–418). The possibility to
use supernovae as “cosmic clocks” has first been recognised several decades ago by Wilson
[319]. Indeed, with their high intrinsic brightness and associated timescales of only a few
months, SN Ia are ideally suited for measurements of cosmological time dilation. The first
measurement of this effect was carried out by Leibundgut et al. [171] on the light curve of
SN 1995K (z = 0.479), whose time axis had to be diluted by the (1 + z) factor in order to
match the light-curve shape of the local events. This result was extended to a total of 42
SN Ia light curves by Goldhaber et al. [99], and confirmed at the 18σ level.

These results confirm the cosmological nature of extragalactic redshifts, and rule out
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alternative explanations, such as Zwicky’s “tired light” theory1, or theories in which the
mass of elementary particles evolve with redshift (known as “variable-mass” theories; see,
e.g., [206]). In the first case, no time dilation is predicted, which is ruled by the (1+z) factor
required to “stretch” the SN Ia light curves. In the second, the number of coincidences
required to mimic the (1 + z) dilation factor makes this theory dubious, although Narlikar
and Arp [207] argue that the increased light-curve width can be explained with such a
theory.

The problem in using the light curves of SN Ia to test for the expected (1 + z) time
dilation is that this effect is degenerate with the intrinsic width of the light curve, which
varies by factors of ∼ 0.6− 1.5 about the “normal” width [99]. SN Ia spectra, on the other
hand, are not subject to these uncertainties, and are thus in principle better suited for
such a test.

As seen in Chap. 2, the spectra of spectroscopically “normal” SN Ia evolve very rapidly
(and uniformly) around maximum light (see, e.g., [75]). This property was used by Riess
et al. [245] to determine the phase of SN Ia based on their spectra alone. This way,
they were able to confirm the (1 + z) dilation factor based on two spectra of SN 1996bj
(z = 0.574) separated by 10.05 days in the observer frame, and by 3.35 ± 3.2 days in
the SN Ia rest frame. These results are inconsistent with the null hypothesis of no time
dilation at the 96.4% confidence level. More recently, Foley et al. [84] reached the same
conclusion using three epochs of SN 1997ex (z = 0.361), excluding the null hypothesis with
99.0% confidence. These results also definitely rule out the variable-mass theory, as the
latter would require a change in the spectral evolution of SN Ia with redshift, which is not
observed (see also Chap. 5).

Note that one does not necessarily need spectra of high-z SN Ia at multiple epochs to
test for time dilation. With a well-sampled light curve and a single SN Ia spectrum, one
can determine the time elapsed since the date of, e.g., B-band maximum, which is not
affected by the (1 + z) stretching. One could in principle also use the date of explosion,
though this is poorly constrained using the currently available high-z light-curve data.

In this Chapter, we present a method to determine the phase of a SN Ia spectrum,
using the cross-correlation algorithm presented in Chap. 4 (SNID; Blondin et al., in prep),
along with an error model used to determine the associated statistical and systematic error
(Sect. 6.2). In Sect. 6.3, we present the result of spectral phase measurements carried out
on 29 high-redshift (0.20 ≤ z ≤ 0.64) SN Ia spectra with phases −11 . t . +18 d,
taken from Matheson et al. [187] (Appendix A). A conclusion and discussion of possible
improvements to the spectral phase determination follow in Sect. 6.4.

1In the tired light theory, photons lose energy as they travel, causing their wavelengths to lengthen
according to dλ/dr = (H0/c)λ, which in turn leads to Hubble’s law.
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6.2 Determining the phase of a SN Ia via cross-correlation

Preliminary test on local SN Ia spectra

To check the feasibility of determining the phase of a SN Ia spectrum using SNID, we run
a first test on the 136 SN Ia spectra that form the spectral database of spectroscopically
“normal” SN Ia (see Table 4.1, p. 103), with phases −15 ≤ t ≤ +30 d, in days from B-
band maximum. The test is fairly basic: we draw a spectrum from the database and run
it through SNID. To avoid auto-correlations, or correlations with spectra corresponding
to the same supernova, we temporarily remove these spectra from the database prior to
the cross-correlation. We then compare the phase of the best-fit database spectrum (i.e.,
the one corresponding to the highest “rlap” value – see Chap. 4, Sect. 4.2.2) with the
actual phase of the input spectrum (determined from the light curve). We repeat this
process for all 136 database spectra, and show the results in Fig. 6.1 (upper panel). The
phase determined via cross-correlations using SNID (tSNID) is in good agreement with
the actual light-curve phase (tLC), with a dispersion σphase = 3.2 d about the one-to-one
correspondence (dashed line). This confirms that one can determine a reliable phase for a
spectroscopically “normal” SN Ia from the spectrum alone, and that SNID is well suited
to do this with reasonable accuracy. Including the spectroscopically “peculiar” SN Ia
(SN 1986G, 1991T, 1991bg, 1997br, 1997cn, 1999by – see Table 4.1, p. 103) increases the
dispersion to 5.4 d, and illustrates the difficulty to determine the phase for such events
based on the spectra alone. Note the discretisation of the SNID phases apparent in the
results of Fig. 6.1.

Note that the 3.2 d dispersion quoted here is almost twice that quoted in Riess et al.
[245], who perform a similar test using their “spectral feature age” (SFA) algorithm, and
find a 1.7 d dispersion for 100 SN Ia spectra, most of which have been included in the SNID
database. Part of the reason for this discrepancy is that Riess et al. [245] only remove the
input spectrum from the database before running their SFA code, rather than all the
spectra corresponding to the input supernova. Thus, if for instance SN 1995D at +4 d is
the input spectrum, then the spectra of SN 1995D at +3 d and +5 d are not temporarily
removed from the database, heavily biasing the test results to higher accuracy. Using the
same (erroneous, in our view) approach, we find the dispersion is reduced to ∼ 2 d, in better
agreement with the results of Riess et al. [245]. Remaining differences can be attributed
to the algorithm used: SNID runs a standard cross-correlation on the whole spectrum,
while the SFA algorithm performs a χ2 analysis on eight different spectral “features” in
the range 3800–6800 Å.

The phase residuals (tSNID − tLC) plotted in the lower panel of Fig. 6.1 reveal a bias
to higher phases for tLC . +0 d. This is a direct impact of the phase distribution of the
SN Ia templates used by SNID (see Fig. 4.1, p. 104), with the relative overabundance of
templates around maximum causes an “attractor” solution at these phases. Similarly, we
expect a bias to lower phases for tLC & +10 d, which is not observed. The slower fall-off
of the SN Ia distribution at tLC & +10 d with respect to tLC . +0 d in part explains
this difference, although the variation of the relative strengths of spectral features with SN
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Figure 6.1: Upper panel: Comparison of phases as determined by cross-correlations
using SNID (tSNID) and from the light curve (tLC). The dispersion about the one-to-one
correspondence is σphase = 3.2 d. Lower panel: Phase residuals vs. tLC.
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phase could cause this lower degeneracy at later phases.
There is another issue with the results of Fig. 6.1, also partially related to the phase

distribution of templates. Since the various supernovae in the database have a different
associated number of spectral templates (which in turn have a different distribution in
phase), we will be removing a different number of templates from the database for each in-
put spectrum, as well as modify their phase distribution. The impact will be significant for
input spectra corresponding to supernovae with a good coverage in phase (e.g., SN 1994D
has 22 associated spectral templates – see Table 4.1, p. 103). One would need a sufficient
number of local SN Ia spectral templates for a database with a uniform distribution in
phase to be elaborated, so as to quantify this effect. This should soon be possible with the
advent of large samples of local SN Ia with associated light curves (CfA sample, Matheson
et al., in prep, Jha et al., in prep; LOSS sample, Li et al., in prep).

For the high-z SN Ia spectra, we first determine the phase by running the spectrum
through SNID, and calculating the mean phase of all templates for which rlap > 5 (see
Chap. 4). A further requirement is that the redshift determined by SNID using a given
template must not be off the true redshift of the input spectrum by more than 0.01 (i.e.
dz ≤ 0.01) – the typical 1σ error associated with correlation redshifts (Sect. 4.2.3, 114).
We also calculate the mean rlap value of all correlations satisfying rlap > 5. The error on
the phase determined this way is evaluated using the model described below.

Error model

It is difficult to associate a meaningful error to the phase estimates based on supernova
spectra, as it is difficult to disentangle errors due to the phase distribution of the spectral
templates, the variation of the relative strength of spectral features with phase, and its
intrinsic dispersion at a given phase. The points in Fig. 6.1 have no associated error bars,
and the two previous studies on SFA [245, 84] quote the error in their measurements as
the dispersion about the one-to-one correspondence of SFA and light-curve phases, over
the entire phase range (−10 ≤ t ≤ +30 d). These errors will only be an approximation
of the “true” uncertainty in the measurement, and will be phase dependent. As pointed
out by Riess et al. [245], our spectral templates are not a function of age, but are merely
labeled by age. We do not know a priori what a SN Ia at a given phase is “supposed” to
look like, and have many parameters affecting the result.

The error model presented in this section, though different from the one presented by
Riess et al. [245], bares the same caveats. However, we are able to assign a systematic
error to our measurements, in addition to the statistical error associated with the cross-
correlation algorithm. Nevertheless, we will see in the next section that our error model
tends to overestimate the error in the phase.

All the high-z spectra used in this Chapter to determine their phase are noisier than
the local templates in the SNID database. At different redshifts, the sky noise will affect a
different rest-frame bandpass of the spectrum, whose rest-frame optical wavelength range
will also be restricted with respect to the local spectra. For each input high-z spectrum,
we determine a noise spectrum, defined as the difference between the input spectrum and
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Figure 6.2: From top to bottom: Input spectrum, smoothed spectrum (smoothing fac-
tor dλ/λ = 0.005), and noise spectrum (defined as the difference between the input and
smoothed spectra) for SN 2003jo at z = 0.524.

a smoothed version using the algorithm presented in Chap. 5 (p. 136), with a smoothing
factor dλ/λ = 0.005. An example of such a noise spectrum for SN 2003jo (z = 0.524) is
shown in Fig. 6.2.

We then fix the observed wavelength range to use for the correlation analysis, and in
particular discard regions of the spectra greatly affected by sky background (λ & 9000 Å).
We then perform the test presented previously (see Fig. 6.1) using the local database
spectra only. The difference here is that the wavelength axis of each database spectrum is
scaled to match the redshift of the input spectrum, and trimmed to match the common
wavelength coverage. The noise spectrum is then added to each database spectrum before
running through SNID.

The rlap value for each correlation satisfying dz ≤ 0.01 is plotted against the phase
residual (between the light-curve phase – which is known for all the database spectra –
and the phase of each database spectrum) in Fig. 6.3, in the case of SN 2003jo. For N
database spectra, the maximum number of correlations satisfying this criterion is simply
N2 = 18496 for 136 database spectra. The statistical error (σstat) in the phase is defined
as the standard deviation of the phase residuals in the integer rlap interval of size one
which includes the mean rlap value of the high-z correlation. In the case of SN 2003jo, the
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Figure 6.3: Phase residuals plotted against the rlap value for correlations satisfying dz ≤
0.01. The input spectrum was SN 2003jo (z = 0.524), for which the mean rlap value is 5.42.
The statistical error is thus computed as the standard deviation of phase residuals in the
rlap interval [5,6] (grey shaded area), which in this case is σstat = 4.64 d. The systematic
error is given by the mean phase residual in the same rlap interval, giving σsyst = −0.56 d.

mean rlap value is 5.42, and so the statistical error is calculated as the standard deviation
of phase residuals in the rlap interval [5,6] (see the grey shaded area in Fig. 6.3), giving
σstat = 4.64 d. The systematic error is given by the mean phase residual in the same rlap
interval; in this case, σsyst = −0.56 d. The final spectral age is calculated according to:

tSNID = t− σsyst ± σstat, (6.1)

where t is the mean phase of all templates for which rlap > 5 and dz ≤ 0.01, in the initial
run of the input high-z spectrum through SNID. For SN 2003jo, t = +2.83 d, and so
tSNID = (2.83 + 0.56)± 4.64 = 3.39± 4.64 d.

6.3 Testing for time dilation in high-z SN Ia spectra

6.3.1 Spectral phases in high-z SN Ia

We were able to determine the spectral phase for 29 high-z SN Ia spectra from Matheson
et al. [187] (Appendix A). The results are given at the end of this Chapter in Table 6.1.
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Figure 6.4: Spectral phase vs. light-curve phase, where tLC has been corrected for the
(1 + z) dilation factor (left), and when no correction has been applied (right).

We show the results of comparing the spectral phase with the light-curve phase in Fig. 6.4.
The left panel shows tSNID plotted against the light-curve phase tLC (as determined from
the date of rest-frame B-band maximum – see column (3) in Table 6.1), which has been
corrected for the expected (1 + z) dilation factor. The fit is satisfactory, with a dispersion
about the one-to-one correspondence (dashed line) of σ ≈ 3.0 d, in good agreement with the
accuracy obtained in our preliminary test on the local SN Ia (σphase ≈ 3.2 d; see Fig. 6.1).
The lower panel of this plot shows the residuals ∆t = tSNID − tLC vs. tLC, revealing a bias
to higher phases for tLC . −5 d, and to lower phases for tLC & +10 d, primarily due to the
phase distribution of the database spectra (see previous section). The reduced χ2 is less
than unity (χ2

red = 0.39), showing that we are overestimating our errors with the model we
use. To obtain χ2

red ≈ 1, we need to multiply our error bars by ∼ 0.5.
The right panel of Fig. 6.4 shows tSNID plotted vs. the light-curve phase, uncorrected

for time dilation. The dispersion blows up by a factor two, from 3.0 d to 6.0 d, and the
residuals in the lower panel increase as we move away from tLC = 0, as expected from a
time-dilation effect.

The spectral phases plotted in Fig. 6.4 have been corrected for the systematic error
σsyst whose determination was presented in the previous section. One could object that
our measurements are affected by a bias in our determination of the systematic error, due
to the phase distribution of our database spectra. In Fig. 6.5 we show the variation of the
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Figure 6.5: Variation of the systematic error with phase. Most of the values for σsyst are
in the range −1 . σsyst . 0, and our results are not due to a bias in our systematic error
correction.

systematic error with the light-curve phase tLC (corrected for the (1 + z) dilation factor).
There is no systematic variation in σsyst with tLC. Most of the values for σsyst are in the
range −1 . σsyst . 0, and so the applied correction (equal to −σsyst) is simply a uniform
shift of tSNID by no more than ∼ +1 d, and does not affect the slope of the tSNID vs. tLC

correlation in the left panel of Fig. 6.4. Bypassing the correction for σsyst only slightly
increases the dispersion about the one-to-one correspondence, from 3.0 d to 3.4 d. If tLC

is not corrected for time dilation, then this dispersion also increase, from 6.0 d to 6.4 d.
The results of Fig. 6.4 are thus not due to a bias in our systematic error correction. Note,
however, that the results of Fig. 6.5 suggests that we are systematically underestimating
the phase, at all phases in the (rest-frame) range −15 . t . +30 d. This is different to the
bias present in the residual plots of Fig. 6.1 & 6.4, and could point to a secondary effect,
not taken into account in our systematic error determination.

6.3.2 Determining the age factor

The results of Fig. 6.4 show that we can successfully estimate the phase of a high-redshift
SN Ia based on its spectrum alone, if we account for the (1 + z) time dilation effect.
However, we have no real measure of the magnitude of the dilation present in Fig. 6.4,
since the SN Ia span a large range of redshifts (0.20 ≤ z ≤ 0.64), and the (1+z) correction
will be different for each individual point. This is also the case for supernovae for which
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we have spectra at different epochs (see Table 6.1). Despite being at the same redshift,
the (1 + z) dilation will have a stronger effect for spectra that are more separated in phase
from the time of B-band maximum (since this is our reference point). We present spectral
phase determinations on three epochs of SN 2002iy (z = 0.587) in Sect. 6.3.3.

To measure the time dilation present in our spectroscopic data in absolute terms, we
need to transform all the data to a common reference redshift zref , and see whether we
retrieve the (1 + zref)

−1 slope in the plot of tSNID vs. tLC. We choose this reference redshift
to be the median redshift of the high-z spectra, z̃ = 0.417, so as to minimize the magnitude
of the correction to apply to each light curve phase (as well as have equal blueshift and
redshift corrections). Supposing tLC has not been corrected for time dilation, we transform
the light curve phases according to:

tLC −→ tLC(zmed) = tLC × [1 + (z − z̃)]−1 for z ≥ z̃
tLC −→ tLC(zmed) = tLC × [1 + (z̃ − z)] for z ≤ z̃,

(6.2)

to transform all the data to z = z̃. The results are displayed in Fig. 6.6 (upper panel). The
slope of the best-fit line to the graph of tSNID vs. tLC(zmed), also called the “age factor” by
Foley et al. [84], corresponds to (1 + z) = 1.842 ± 0.268. This is ∼ 1.6σ off the expected
1.417 factor. However, we point out that similar results are often quoted (see [245, 84])
not in terms of consistency with time dilation but rather in terms of inconsistency with no
dilation. Playing the same game, our results are inconsistent with the null hypothesis (i.e.
a unity age factor) at the ∼ 3.14σ level (> 99.8% confidence).

Nevertheless, our results are not satisfactory, as revealed by the plot of tSNID residuals
(with respect to the expected time dilation) in Fig. 6.6 (bottom panel). Here again, the
phase distribution of our database spectra introduces a bias to higher phases for tLC(zmed) .
−10 d, and a less pronounced bias to lower phases for tLC(zmed) & −10 d. The resulting
trend causes a shallower slope of the best-fit line, hence a higher age factor.

6.3.3 Time dilation from multi-epoch spectra of SN 2002iy at
z = 0.587

There are nine high-z SN Ia in our sample for which we have multi-epoch spectra, suf-
ficiently separated in phase for a measurement of time dilation on a single supernova to
be possible (see Table 6.1). Unfortunately, for only one of these SN Ia (SN 2002iy at
z = 0.587) were we able to determine a reliable phase for at least two spectra. The three
spectra of SN 2002iy correspond to rest-frame (i.e. corrected for the (1 + z) factor) light-
curve phases −2.08 d, +13.61 d, and +14.16 d (in days from B-band maximum). We plot
these three spectra, alongside local templates with similar rest-frame phases drawn from
our database, in Fig. 6.7. Despite their low signal-to-noise ratio, the spectra reproduce the
spectral evolution expected from local SN Ia (here SN 1998bu, 1994ae, and 1972E).

The measured spectral phases for the SN 2002iy spectra are (corrected for the system-
atic error, σsyst): +1.31±4.56, +10.05±3.99, and +11.87±4.80, respectively (see Table 6.1).
We plot these spectral phases vs. the time from B-band maximum (MJDmax=52592.75) in
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Figure 6.6: Upper panel: Plot of tSNID vs. the light-curve phase corrected to z̃ = 0.417,
tLC(zmed). The dashed line is the expected age factor (corresponding to a slope of 1/1.417),
whilst the solid line is the best fit, fixed at the origin. The grey area corresponds to the
1σ error in the slope. The best-fit line corresponds to an age factor of 1.842 ± 0.268, i.e.
∼ 1.6σ off the expected value. The dotted line is the null hypothesis of no dilation (unity
slope). Lower panel: Spectral phase residuals with respect to the expected time dilation,
revealing the bias to higher[lower] phases for tLC(zmed) . −10 d [tLC(zmed) & +10 d].
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Figure 6.7: Multi-epoch spectra of SN 2002iy at z = 0.587, plotted in increasing phase
from top to bottom. Overplotted in red are local template spectra at similar rest-frame
phases (in days from B-band maximum).
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Figure 6.8: Age factor for SN 2002iy at z = 0.587. The dashed line is the expected age
factor (corresponding to a slope of 1/1.587), whilst the solid line is the best fit, fixed at
the origin (black star). The grey area correspond to the 1σ error in the slope. The best-fit
line corresponds to an age factor of 2.069± 0.595, i.e. ∼ 0.8σ off the expected value. The
dotted line is the null hypothesis of no dilation (unity slope).

Fig. 6.8, so as to compare the measured age factor with the expected one of 1.587 from time
dilation. Again, we evaluate the best-fit line which passes through the origin (i.e. MJDmax,
our reference point), and find the corresponding age factor to be 2.069± 0.595. This is in
better agreement with the expected age factor of 1.587 (“only” ∼ 0.8σ off; dashed line),
though the error on the fit (grey shaded area) is large. The results of Riess et al. [245] and
Foley et al. [84] were off by 0.95σ and 1.03σ, respectively. The data are inconsistent with
the null hypothesis (dotted line) at the ∼ 1.8σ level, or ∼ 93% confidence.

6.4 Conclusion

We have presented preliminary results on time-dilation measurements in 29 high-redshift
Type Ia supernova spectra, including three epochs of the same SN Ia (SN 2002iy at z =
0.587). The results are inconsistent with the null hypothesis of no time dilation at a high
confidence level (> 90%), and are within ∼ 1σ of the (1 + z) value expected from the
universal expansion. Thus, we rule out alternative explanations for the measured dilation,
such as variable-mass theories, which require a large amount of fine tuning to reproduce
this effect.
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However, the errors in the age factors are large, and our measurements reveal a bias
which we associate primarily with the phase distribution of our templates, although we
have not thoroughly studied the impact of this effect on our results. To do so, one would
need a larger database of local SN Ia spectra, well sampled in phase (between ∼ −10 d
and ∼ +30 d from maximum), and see the impact of varying the phase distribution of the
template spectra on the recovered spectral age. Also, a uniform spectral database would
enable the study of (i) the intrinsic dispersion of SN Ia spectral features at a given phase
and (ii) the variation of this dispersion with phase. Understanding both these effects will
greatly enhance the ability to determine the phase of a SN Ia based on its spectrum alone.

The spectral phases are found to be accurate to within ∼ 3 d (1σ) from the rest frame
light-curve phase. The fact that we are able to determine the phase of a high-z SN Ia
spectrum via cross-correlations with a database of local SN Ia spectral templates further
suggests that there is no large evolutionary bias affecting SN Ia at high redshifts.
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Table 6.1: Spectral feature ages and time dilation

SN z MJDmax MJDobs tLC/(1 + z) tSNID σstat −σsyst

(1) (2) (3) (4) (5) (6) (7) (8)
2002ja 0.33 52585.42 (1.97) 52587.33 +1.44 (1.48) · · · · · · · · ·
2002jb 0.25 52596.01 (0.67) 52587.31 −6.96 (0.60) +4.11 6.72 −2.73
2003ji 0.21 52921.14 (1.79) 52944.23 +19.08 (1.74) · · · · · · · · ·
2003jj 0.583 52946.83 (1.33) 52943.07 −2.38 (0.84) +3.59 5.07 +0.13
2003jl 0.429 52931.72 (0.66) 52943.34 +8.13 (0.46) +4.61 · · · · · ·
2003jm 0.522 52933.97 (1.72) 52942.19 +5.40 (1.13) +3.52 4.62 +0.23
2003jn 0.33 52937.03 (0.59) 52941.29 +3.20 (0.45) · · · · · · · · ·
2003jo 0.524 52935.81 (1.81) 52941.09 +3.46 (1.19) +2.83 4.64 +0.56
2003jq 0.16 52935.25 (0.36) 52936.21 +0.83 (0.31) +18.40 · · · · · ·
2003jr 0.340 52920.76 (1.44) 52944.18 +17.48 (1.08) · · · · · · · · ·
2003jt 0.45 52936.84 (1.03) 52941.32 +3.09 (0.71) −6.90 · · · · · ·
2003jv 0.405 52942.48 (1.01) 52940.37 −1.50 (0.72) +0.67 5.91 +0.18
2003jw 0.296 52949.85 (0.48) 52942.32 −5.81 (0.37) −1.72 4.89 +0.36
2003jy 0.339 52956.13 (0.53) 52943.10 −9.73 (0.40) −6.62 4.88 +0.30
2003kk 0.164 52966.29 (0.39) 52962.11 −3.59 (0.34) · · · · · · · · ·
2003kn 0.244 52974.01 (0.46) 52965.08 −7.18 (0.37) · · · · · · · · ·
2003ko 0.360 52968.25 (0.88) 52965.13 −2.29 (0.65) −0.28 6.05 −0.11
2003kp 0.64 52963.14 (1.48) 52965.18 +1.24 (0.90) +0.05 4.60 −0.97
2003kq 0.61 52969.64 (1.31) 52965.29 −2.70 (0.81) +1.31 5.07 +0.35
2003kr 0.427 52976.71 (0.48) 52965.23 −8.04 (0.34) −5.07 3.85 +0.21
2003kt 0.61 52959.82 (1.75) 52966.10 +3.90 (1.09) +2.52 3.82 +0.62
2003le 0.56 52995.50 (1.56) 52993.23 −1.46 (1.00) · · · · · · · · ·
2003lh 0.54 52985.48 (1.03) 52994.31 +5.73 (0.68) · · · · · · · · ·
2003li 0.544 52984.95 (1.23) 52993.42 +5.49 (0.80) · · · · · · · · ·
2003lj 0.417 52989.60 (1.60) 52993.27 +2.59 (1.13) +2.22 4.54 −0.01
2003ll 0.596 52983.71 (1.09) 52994.44 +6.72 (0.68) +7.04 4.73 +0.81
2003lm 0.408 52992.14 (0.91) 52994.28 +1.52 (0.65) +1.55 5.22 +0.27
2003ln 0.63 52987.80 (1.23) 52994.25 +3.96 (0.76) · · · · · · · · ·

Multi-epoch data
2002jq 0.49 52603.47 (0.02) 52584.29 −12.87 (0.26) · · · · · · · · ·

52612.27 +5.91 (0.12) · · · · · · · · ·
2002iy 0.587 52592.75 (1.34) 52584.39 −5.27 (0.84) · · · · · · · · ·

52589.45 −2.08 (0.84) +2.27 4.56 −0.96
52614.35 +13.61 (0.84) +9.99 3.99 +0.06
52615.22 +14.16 (0.84) +11.52 4.80 +0.35

2002iz 0.428 52587.80 (1.56) 52584.45 −2.35 (1.09) −2.15 · · · · · ·
52614.07 +18.40 (1.09) +15.80 4.00 +1.12

2002jc 0.52 52596.27 (0.52) 52587.45 −5.80 (0.36) · · · · · · · · ·
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52613.39 +11.26 (0.40) +7.99 7.42 +0.15
2002js 0.54 52600.21 (1.19) 52589.57 −6.91 (0.78) · · · · · · · · ·

52611.41 +7.27 (0.78) +6.86 4.87 +0.29
2002jd 0.32 52593.29 (0.56) 52589.45 −2.91 (0.43) · · · · · · · · ·

52614.07 +15.74 (0.65) · · · · · · · · ·
52617.27 +18.17 (0.71) · · · · · · · · ·

2002jt 0.56 52615.42 (1.34) 52610.13 −3.39 (0.86) −6.30 4.16 +0.46
52615.29 −0.08 (0.86) · · · · · · · · ·

2002jw 0.357 52618.35 (0.76) 52615.18 −2.34 (0.56) −0.13 4.70 +0.18
52644.37 +19.17 (0.56) · · · · · · · · ·

2003ju 0.20 52948.44 (0.37) 52939.06 −7.82 (0.50) · · · · · · · · ·
52970.10 +18.05 (0.95) +13.73 6.30 +0.88

2003js 0.363 52948.38 (0.40) 52941.96 −4.71 (0.29) −4.66 4.42 −0.02
52966.21 +13.08 (0.30) · · · · · · · · ·

2003kl 0.335 52965.52 (1.46) 52962.14 −2.53 (1.09) −1.28 4.67 +0.59
52965.11 −0.31 (1.09) · · · · · · · · ·

2003km 0.47 52981.10 (0.46) 52963.21 −12.17 (0.41) · · · · · · · · ·
52964.21 −11.49 (0.40) −7.22 4.92 +0.42

2003lf 0.41 52990.69 (0.57) 52994.17 +2.47 (0.41) +0.28 4.44 +0.10
52994.29 +2.55 (0.41) +1.59 4.54 +0.50



Chapter 7

Conclusion

The horn, the horn, the lusty horn
Is not a thing to laugh to scorn.

William Shakespeare (As You Like It, Act IV, scene 2)

Are distant Type Ia supernovae different from nearby ones?

That is the question which has motivated the research presented in this thesis. The
results presented in Chap. 4-6 suggest otherwise: SN Ia have not evolved significantly
between redshift z . 0.8 and today, thereby justifying the extrapolation to higher redshifts
of the empirical calibration method used to determine distances to the local (z . 0.01)
events.

In what follows we briefly summarize the main results of this thesis:

1. We have developed a novel method to extract the spectrum of a supernova from that
of the contaminating background of its host galaxy (Chap 3; see [27]). The algorithm
is based on a two-channel iterative technique employing the Richardson-Lucy restora-
tion method. This technique has been successfully applied to SN Ia spectra taken
with the ESO Very Large Telescope, published by Matheson et al. [187] (Appendix A)
and displayed at the end of Chap. 2 in Figs. 2.19-2.21 (pp. 65-67). This alternative
approach to spectral data reduction is proved useful for quantitative analyses of su-
pernova spectra, and is gaining interest amongst SN Ia researchers (members of both
the Supernova Cosmology Project and the Supernova Legacy Survey are currently
using this method). It is becoming the standard for the extraction of long-slit SN Ia
spectra in the ESSENCE project.

2. We have presented a cross-correlation technique, based on the algorithm of Tonry
and Davis [290], to determine the redshift of a SN Ia spectrum without recourse to
that determined using narrow lines in the spectrum of the host galaxy (Chap. 4).
By comparing the supernova and galaxy redshifts, we show that the cross-correlation
redshift is accurate to σz ≈ 0.01 (see Fig. 4.12, p. 126). With the improvements
discussed at the end of Chap. 4, this technique should yield more accurate (although
less precise) redshifts than those obtained from the (assumed) host galaxy, and en-
able a uniform determination of SN Ia redshifts in ongoing large surveys. Accurate
redshifts are fundamental to the elaboration of a Hubble diagram, and in turn to the
inference of cosmological parameters.
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3. Using the CMFGEN model atmosphere code of Hillier and Miller [118], and adapted
to supernova conditions (homologous velocity field, power-law radial density profile)
by Dessart and Hillier [66, 65], we illustrate the formation of spectral lines in SN Ia
outflows (Chap. 5; see [26]). In particular, we have shown the resulting P-Cygni line
profile shapes (characterised by blueshifted absorption and symmetric emission about
line center) to have emission peaks that are systematically blueshifted with respect
to the rest wavelength of the transition. We attribute this effect, explained here for
the first time in the context of SN Ia, to the steep radial density profile, confining all
line-formation mechanisms to the innermost part of the SN Ia ejecta. Furthermore,
we explain the relationship between the velocity at maximum absorption (vabs) and
the velocity of the continuum photosphere (vphot), when the continuum is optically
thick (i.e. during the earlier phases). We show that vabs can underestimate vphot for
the weakest (optically thinner) lines.

4. In this same chapter, we present a census of velocity measurements in local and
high-redshift SN Ia carried out on several lines characteristic of SN Ia spectra (Ca ii
λ3945, Si ii λ6355, and S ii λλ5454, 5640). Using the velocities associated with
the location of maximum absorption (“absorption velocity”, vabs) and peak emis-
sion (“emission-peak” velocity, vpeak), we show that the line-profile morphologies in
nearby and distant SN Ia are similar, thereby providing quantitative evidence against
evolutionary effects affecting the SN Ia sample at high redshifts.

5. Again in Chap. 5, we show that vabs for the weak S ii λλ5454, 5640 lines, and vpeak

for S ii λ5454, can be used to identify fast-declining (in luminosity) SN Ia, which are
also subluminous, provided the phase of the SN Ia is known. This new diagnostic tool
can be proved useful when seeking an independent confirmation of the subluminous
nature of a SN Ia event, in addition to the (calibrated) light curve.

6. Finally, in Chap. 6, we use the cross-correlation algorithm presented in Chap. 4
to show that the phase of a SN Ia can be determined to a reasonable accuracy
(σ ∼ 3 d) based on the spectrum alone, for both the local and high-redshift events. By
comparing the (rest-frame) spectral phase for a sample of 29 high-z (0.20 ≤ z ≤ 0.64)
SN Ia with the observed phases determined using their light curve, we are able to
check for the (1 + z) cosmological time-dilation factor expected in an expanding
universe. Our (preliminary) results are inconsistent with the null hypothesis of no
time dilation at a high confidence level (> 90%), though are off by ∼ 1.6σ from the
expected (1 + z) factor. Using the spectra of a high-redshift SN Ia (z = 0.587) taken
at three different epochs, we are able to improve the agreement slightly, though are
still off by ∼ 0.8σ. These results represent a slight improvement over previously
published work [245, 84], although call for improvement. The public release of large
databases of local SN Ia data (photometric and spectroscopic) will help to better
evaluate systematic errors affecting the spectral phase determinations.

It is no exaggeration to say that cosmology drives the field of Type Ia supernova re-
search, and it is customary to devote a section to “cosmological implications” of one’s



201

results in publications on SN Ia. However, SN Ia are astrophysical events interesting in
their own right, and their modeling requires the use of hydrodynamical and radiative trans-
fer computations at the forefront of numerical simulation. Moreover, recent observational
evidence from polarization measurements for aspherical SN Ia explosions [304] has set new
challenges for modellers working in the field.

Cosmology with SN Ia has a bright future: a space-based mission, the Joint Dark Energy
Mission (JDEM1), has been devised to determine the expansion history of the universe out
to z ∼ 2 using observations of thousands of SN Ia. This will set tight constraints on
the equation-of-state parameter of the “Dark Energy”, and hence on the nature of this
mysterious form of energy that was found, less than a decade ago [244, 226], to constitute
no less than ∼ 70% of the universe’s total energy density.

This thesis can serve to reassure observational cosmologists who use SN Ia as cosmo-
logical distance indicators, and as a motivation to theorists in pursuing their efforts to pin
down the mechanisms by which a White Dwarf star explodes, and identify the progenitors
of Type Ia supernovae. Only through a physical understanding of these events will we
be able to make progress in the assessment of systematic effects biasing the cosmological
results derived from observations of SN Ia. Despite the precision cosmology with SN Ia
promised by the JDEM, the lack of physical basis to the empirical relation used to calibrate
their light curves (and hence determine the luminosity distance to these objects) remains
an embarrassing fact, that will only be resolved via a careful study of nearby SN Ia (e.g.,
the European Research Training Network on SN Ia explosions2).

In any case, the cosmological implications of observations of Type Ia supernovae are
significant and affect cosmologists and particle physicists alike. However exciting these
results may be, they point to an embarrassing gap in our current understanding of funda-
mental physics. To the dark matter which makes up ∼ 80% of the matter energy density
we must add another “dark” component with negative pressure that makes up ∼ 2/3 of
the total energy density of the universe. Thus we are left with a “concordance” universe
for which 95% of the energy content is unaccounted for. As said by Sir Arthur Eddington
(originally a comment on Heisenberg’s uncertainty principle): Something unknown is doing
we don’t know what.

1The Joint Dark Energy Mission is a proposal to construct a wide-field telescope in space to discover and
follow-up thousands of SN Ia out to z ∼ 2, planned for launch in ∼ 2015; it is the result of a collaboration
between the National Aeronautics and Space Administration (NASA) and the Department of Energy
(DOE). Candidates for JDEM include Destiny (http://destiny.asu.edu/) and SNAP (http://snap.lbl.gov/)

2RTN – The physics of Type Ia supernova explosions; http://www.mpa-garching.mpg.de/∼rtn/

http://destiny.asu.edu/
http://snap.lbl.gov/
http://www.mpa-garching.mpg.de/~rtn/
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Spectroscopy of high-redshift
supernovae from the ESSENCE
project: the first 2 years

Existence precedes and rules essence.

Jean-Paul Sartre
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Abstract: We present the results of spectroscopic observations of targets discovered during
the first two years of the ESSENCE project. The goal of ESSENCE is to use a sample of
∼200 Type Ia supernovae (SN Ia) at moderate redshifts (0.2 . z . 0.8) to place constraints
on the equation of state of the Universe. Spectroscopy not only provides the redshifts of the
objects, but also confirms that some of the discoveries are indeed SN Ia. This confirmation
is critical to the project, as techniques developed to determine luminosity distances to SN Ia
depend upon the knowledge that the objects at high redshift have the same properties as
the ones at low redshift. We describe the methods of target selection and prioritization, the
telescopes and detectors, and the software used to identify objects. The redshifts deduced
from spectral matching of high-redshift SN Ia with low-redshift SN Ia are consistent with
those determined from host-galaxy spectra. We show that the high-redshift SN Ia match
well with low-redshift templates. We include all spectra obtained by the ESSENCE project,
including 52 SN Ia, 5 core-collapse SN, 12 active galactic nuclei, 19 galaxies, 4 possibly
variable stars, and 16 objects with uncertain identifications.
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A.1 Introduction

The revolution wrought in modern cosmology using luminosity distances of Type Ia su-
pernovae (see [76, 78] for recent reviews, and [270, 244, 226, 250, 152, 291, 14, 252]) relies
upon the fact that the objects so employed are, in fact, SN of Type Ia (SN Ia). Although
the light-curve shape alone is useful (e.g., [14]), the only way to be sure of the true nature
of an object as a SN Ia is through spectroscopy. The calculation of luminosity distances
depends upon the high-redshift objects being SN Ia so that low-redshift calibration meth-
ods can be employed. The classification scheme for SN is based upon their optical spectra,
generally near maximum brightness (see [75] for a review of SN types), so rest-wavelength
optical spectroscopy is necessary to properly identify SN Ia at high redshifts. Despite this
significance, relatively little attention has been paid to the spectroscopy of the high-redshift
SN Ia, with some notable exceptions [57]. Other publications that include high-redshift
SN Ia spectra include [270, 244, 225, 172, 291, 14, 252, 27, 179].

In addition to providing evidence for the acceleration of the expansion of the Universe,
it was recognized at an early stage that high-redshift SN Ia could put constraints on the
equation of state of the Universe [96], parameterized as w = P/(ρc2), the ratio of the
dark energy’s pressure to its density. To further explore this, the ESSENCE (Equation of
State: SupErNovae trace Cosmic Expansion) project was begun. The ESSENCE project is
a five-year ground-based SN survey designed to place constraints on the equation-of-state
parameter for the Universe using ∼200 SN Ia over a redshift range of 0.2 . z . 0.8 (see
[201]; Smith et al., in prep, for a more extensive discussion of the goals and implementation
of the ESSENCE project).

Spectroscopic identification of optical transients is a major component of the ESSENCE
project. In addition to confirming some targets as SN Ia, the spectroscopy provides red-
shifts, allowing the derived luminosity distances to be compared with a given cosmological
model. So many targets are discovered during the ESSENCE survey that a large amount
of telescope time on 6.5 m to 10 m telescopes is required. In the first two years of the
program, we were fortunate enough to have been awarded over 60 nights at large-aperture
telescopes. Even with this much time, though, our resources were insufficient to spectro-
scopically identify all of the potentially useful candidates. This remains the most significant
limiting factor in achieving the ESSENCE goal of finding, identifying, and following the
desired number of SN Ia with the appropriate redshift distribution.

Nonetheless, spectroscopic observations of ESSENCE targets in the time available have
been successful, with almost fifty SN Ia clearly identified, and several more character-
ized as likely SN Ia. Other identifications include core-collapse SN, active galactic nuclei
(AGNs), and galaxies. The galaxy spectra may still include an unidentified SN component,
and efforts are underway to isolate it through principal component analysis and template
subtraction (Foley et al., in prep).

This paper will describe the results of the spectroscopic component of the first two years
of the ESSENCE program. During the campaign, spectroscopically confirmed SN were
announced in International Astronomical Union Circulars [276, 50, 62, 61, 51, 116]. Year
One refers to our 2002 Sep.-Dec. campaign; Year Two was our 2003 Sep.-Dec. campaign.



A.2 Target Selection 205

In Section A.2, we describe the process of target selection and prioritization. Section A.3
describes the technical aspects of the observations. We discuss target identification in
Section A.4. The summary of results in terms of types of objects and success rates is
given in Section A.5. In addition, we present in Section A.5 all of the spectra obtained,
including those of the SN Ia (compared with low-redshift templates), core-collapse SN,
AGNs, galaxies, stars, and objects that remain unidentified.

A.2 Target Selection

The ESSENCE survey uses the Blanco 4 m telescope at CTIO with the MOSAIC wide-
field CCD camera to detect many kinds of optical transients (Smith et al., in prep). Solar-
system objects, such as Kuiper Belt Objects and asteroids, are identified through their
obvious parallax in our multiple observations. Known AGNs and variable stars can also
be eliminated from the possible SN Ia list. The remaining transients are all potentially
SN. They are also faint, requiring large-aperture telescopes to obtain spectra of the quality
necessary to securely classify the object. Exposure times on 8-10 m telescopes are typically
about half an hour, but can be as long as two hours. Such telescope time is difficult to
obtain in quantity, so not all of the detected transients can be examined spectroscopically.
We apply several criteria to prioritize target selection for spectroscopic observation.

The first step in sorting targets is based upon the spectroscopic resources available.
The equatorial fields used for the ESSENCE program are accessible from most major
astronomical sites, so the main concern with matching targets to spectroscopic telescopes
is the aperture size of the telescope. The ESSENCE targets are generally in the range
18 . mR . 24 mag. When 8-10 m telescopes are unavailable, the fainter targets become
lower in priority. The limit for low-dispersion spectroscopy to identify SN with the 6.5 m
telescopes is mR ≈ 22−23 mag, although this will vary with weather conditions and seeing.
If the full range of telescopes is available, then targets are prioritized by magnitude for
observation at a given telescope. The longitudinal distribution of spectroscopic resources
can be important if confirmation of a high-priority target is made during a night when
multiple spectroscopic resources are available. By the time a target is confirmed, the fields
may have set for telescopes in Chile, while they are still accessible from Hawaii. This
requires active, real-time collaboration between the group finding SN candidates and those
running the spectroscopic observations.

One advantage of the ESSENCE program is that fields are imaged in multiple filters,
allowing for discrimination of targets by color. Tonry et al. [291] present a table of expected
SN Ia peak magnitudes as a function of redshift; see also [235, 91, 253, 284], and Smith
et al. (in prep) for discussions of color selection for SN candidates. Given apparent R-
band and I-band magnitudes, one can calculate the R− I color and compare that with an
expected color for those magnitudes. The cadence of the ESSENCE program (returning to
the same field every four days) will likely catch SN at early phases (i.e., before maximum
brightness). Early core-collapse SN are bluer than SN Ia, as are AGNs. For example,
when selecting for higher-redshift targets, objects with R − I . 0.2 mag were considered
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unlikely to be SN Ia, while objects with R − I & 0.4 mag were made high priority for
spectroscopic observation. The exact values of R − I used for selection depended on the
observed R-band magnitude. This method was used more consistently in the last month
of Year Two, reducing the fraction of spectroscopic targets that were identified as AGNs
from ∼ 10% over the lifetime of the project to ∼ 5% during that month.

The cadence of the ESSENCE program is designed to catch SN early. At the start of
an observing campaign or after periods of bad weather, though, we may have missed SN
during their rise to maximum brightness and only caught them while they are declining
from maximum. If a target is brightening, then it is a higher priority than one that is not.
This prioritization by phase of the SN became even more important when our Hubble Space
Telescope (HST ) program to observe some of the ESSENCE SN Ia was active (see [156]).
The response time of HST for a new target, even if the rough position on the sky is known
from our chosen search fields, is still on the order of several days. To ensure that HST was
not generally looking at SN Ia after maximum brightness, we would emphasize targets for
spectroscopic identification that appeared to be at an early epoch. In addition, we chose
fainter objects, as higher-redshift SN Ia were a prime motivation for HST photometry.
The HST observations, while still formally targets of opportunity, were prescheduled for
specific ESSENCE search fields, so new targets in those particular fields were given the
highest priority.

The position of the SN in the host galaxy also influences the priority for observation.
An optical transient located at the core of a galaxy is often an AGN, rather than an SN.
The color selection described above is a less-biased predictor. In addition, even if the object
is an SN, the signal of the SN itself is diluted by the light of the galaxy, making proper
identification difficult. Objects that are well separated from the host galaxy are given a
higher priority. Being too far from the galaxy can, however, present another problem—the
difficulty in obtaining a spectrum of the host in addition to the SN. Without a high signal-
to-noise ratio (S/N) spectrum of the host, there is no precise measure of the redshift. This
is especially true if the host galaxy cannot be included in the slit with the target, either to
orient the slit at the parallactic angle [74] or as a result of other observational constraints.
In addition, host galaxies can be faint, so the large luminosity contrast with the SN makes
detection of the host problematic (the so-called “hostless” SN), although we did not reject
any candidates solely for this reason. The best compromise is to have an object well
separated from the host, but with the host still in the spectrograph slit. Without narrow-
line features from the host (either emission or absorption lines), the redshift can be difficult
to determine. This lack of a host-galaxy spectrum became less of a concern, though, as we
found that the SN spectrum itself is a relatively accurate, if less precise, measure of the
redshift (see discussion below). The light curve alone can be used to estimate distances in
a redshift-independent way [14], but only with a well-sampled and accurate light curve.

The target selection process is complex and dynamic. Biases are introduced by some
of the steps; for example, SN candidates near the centers of galaxies are less likely to be
observed. Since the goal is to optimize the spectroscopic telescope time to identify SN Ia in
a specific redshift range, we have chosen these selection processes as our best compromise.
The biases introduced, though, may make the identified sample of SN Ia problematic for
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uses in statistical studies of the nature of SN Ia at high redshift.

A.3 Observations

Spectroscopic observations of ESSENCE targets were obtained at a wide variety of tele-
scopes: the Keck I and II 10 m telescopes, the VLT 8 m telescopes, the Gemini North and
South 8 m telescopes, the Magellan Baade and Clay 6.5 m telescopes, the MMT 6.5 m
telescope, and the Tillinghast 1.5 m telescope at the F. L. Whipple Observatory (FLWO).
The spectrographs used were LRIS [216] with Keck I, ESI [274] with Keck II, FORS1 with
VLT [5], GMOS [127] at Gemini (North and South), IMACS [68] with Baade, LDSS2 [204]
with Clay, the Blue Channel [271] at MMT, and FAST [72] at FLWO. Nod-and-shuffle
techniques [98] were used with GMOS (North and South) and IMACS to improve sky
subtraction in the red portion of the spectrum.

Standard CCD processing and spectrum extraction were accomplished with IRAF17.
Most of the data were extracted using the optimal algorithm of Horne [129]; for the VLT
data, an alternative extraction method based upon Richardson-Lucy restoration [27] was
employed. Low-order polynomial fits to calibration-lamp spectra were used to establish
the wavelength scale. Small adjustments derived from night-sky lines in the object frames
were applied. We employed IRAF and our own IDL routines to flux calibrate the data
and, in most cases, to remove telluric lines using the well-exposed continua of the spec-
trophotometric standards [302, 188].

A.4 Target Identification

Once a calibrated spectrum is available, the next step is to properly classify the object.
For brighter objects yielding high S/N spectra, an SN is often easy to distinguish and
classify. Most of the ESSENCE targets are faint enough to be difficult objects even for
large-aperture telescopes. The resulting noisy spectra can be confusing. Even for well-
exposed spectra, though, exact classification can occasionally still be challenging.

For SN, the classification scheme is based upon the optical spectrum, usually near
maximum brightness [75]. Type II SN are distinguished by the presence of hydrogen lines.
The Type I SN lack hydrogen, and are further subdivided by the presence or absence of
other features. The hallmark of SN Ia is a strong Si ii λ6355 absorption feature. Near
maximum brightness, this absorption is blueshifted by ∼10,000 km s−1 and appears near
6150 Å. In SN Ib, this line is not as strong, and the optical helium series dominates
the spectrum, especially ∼1 month past maximum brightness. The SN Ic lack all these
identifying lines.

At high redshift, the Si ii λ6355 feature is at wavelengths inaccessible to optical spectro-
graphs, so the identification relies upon the pattern of features in the rest-frame ultraviolet

17IRAF is distributed by the National Optical Astronomy Observatory, which is operated by AURA
under cooperative agreement with the NSF.
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(UV) and blue-optical wavelengths. The Ca ii H&K λλ3934, 3968 doublet is a distinctive
feature in SN Ia, but it is also present in SN Ib/c, so the overall pattern is important
for a clear identification as a SN Ia. Other important features to identify SN Ia include
Si ii λ4130, Mg ii λ4481, Fe ii λ4555, Si iii λ4560, S ii λ4816, and Si ii λ5051 (see, e.g.,
[136, 149, 197, 57]).

The first stage of classification is done by eye. Drawing upon the extensive experience
of the spectroscopic observers associated with ESSENCE, we can provide a solid evaluation
of the spectrum. Objects such as AGNs and normal galaxies are fairly easy to distinguish.
The SN Ia are also often clear, but some fraction of the data will require more extensive
analysis. The first step is simply to make certain that the collective expertise is used, rather
than just the individual at the telescope. Spectroscopic data are widely disseminated via
e-mail and through an internal web page, allowing rapid examination of any questionable
spectrum by the entire collaboration. Broad discussion often leads to a consensus.

In addition to the traditional by-eye approach, we employ automated comparisons.
If the object is likely to be a SN Ia, and if the S/N is sufficiently high and the rest-
wavelength coverage appropriate, we can use a spectral-feature aging routine [245] that
compares specific components of the SN Ia spectrum with a library of SN Ia spectra at
known phases. This can pin down the epoch of a SN Ia to within a few days. This program,
though, is limited to normal SN Ia (i.e., not spectroscopically peculiar objects, which are
often overluminous or underluminous). In addition, it does not identify objects that do
not match the Type Ia SN spectra in the library.

For a more general identification routine, we use an algorithm called SuperNova IDen-
tification (SNID; Blondin et al., in prep). This program takes the input spectrum and
compares it against a library of objects of many types. The templates include SN Ia of
various luminosity classes and at a range of ages, core-collapse SN, and galaxies. The offset
in wavelength caused by redshift is a free parameter, so the output includes an estimate of
the redshift of the object.

The SNID routine is based on the cross-correlation techniques described by Tonry and
Davis [290]. The input spectrum and the template spectra are binned onto a common
logarithmic wavelength scale, such that a redshift corresponds to a uniform shift in lnλ.
The pseudo-continua are removed with a spline fit that effectively discards all color infor-
mation, so the comparison only considers the relative shape of the spectral features. A
bandpass filter is applied to the spectra to remove low-frequency residuals left over from the
pseudo-continuum subtraction and high-frequency noise components. The input spectrum
is cross-correlated with each of the template spectra in Fourier space, and a fourth-order
polynomial is fit to the highest peak in the resulting cross-correlation function. The cen-
ter of this fit corresponds to the shift (δ) in lnλ between the input spectrum and the
zero-redshift template, and hence to the redshift of the input spectrum. After this ini-
tial identification of the redshift, portions of the template and supernova spectra that do
not overlap at this redshift are masked out and the cross-correlation process is repeated.
Again, in this refined correlation, a fourth-order polynomial is fit to the highest peak in the
resulting cross-correlation function. The ratio of the peak height h to the antisymmetric
part of the correlation function about lnλ = δ gives the error associated with the output
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SNID redshift:

r =
h

2σanti

, (A.1)

where σanti is the root-mean-square (rms) of the antisymmetric part of the cross-correlation
function; this is normalized such that h = 1 at zero lag for a perfect spectrum-template
match. Thus, r will be small (∼ 1 − 2) for a non-significant correlation peak, and large
(≥ 5) for a good correlation, as h will be a significant fraction of 1 and σanti will be small.
The above r-value is further weighted by the overlap (“lap”) in lnλ space between the input
spectrum and a given template. For a typical wavelength range of our optical spectra, say
4000 ≤ λ ≤ 9000 Å, the maximum value of this overlap is lapmax = ln(9000/4000) ≈ 0.8.
We thus consider a redshift output by SNID as “good”when

r × lap ≥ 5, (A.2)

and “poor”otherwise. The error in the redshift found by SNID is taken to be the standard
deviation of the template redshifts with the five highest r × lap values. The phase of the
input spectrum is assumed equal to that of the best-fit template, i.e., the one with the
biggest r × lap value. Clearly a more thorough error analysis is needed to investigate the
true statistical significance of the r × lap parameter; this will be done by Blondin et al.
(in prep). For a subset of the objects (. 10%), the SNID comparison is not optimal. This
may be the result of contamination by host-galaxy light, the lack of a matching template
in the SNID library, or poor S/N of the spectrum in question. All SNID comparisons are
checked by eye for a qualitative judgment of the goodness of fit.

The redshift of the object can also be directly determined from the spectrum itself if
narrow emission or absorption lines associated with the host galaxy are present. Occasion-
ally, observations are set up to include the host galaxy in the spectrograph slit specifically
for the purpose of obtaining a redshift. If there is a strong enough signal of a galaxy
spectrum, but no clearly identifiable narrow emission or absorption lines, cross-correlation
with an absorption template could be used. For the spectra that had narrow emission
or absorption lines (or were cross-correlated with a template), we report the redshift to
three significant digits. If the redshift determination is based solely on a comparison of
the SN spectrum to a low-redshift analog, the redshift is less certain, and we only report
the value to two significant digits. The uncertainty of 0.01 in redshift is fully vindicated
by the results in Figure A.1.

For the objects with a more precise redshift derived from the host galaxy, we can
compare the galactic redshift with the value of the redshift estimated by SNID. Figure A.1
shows that the SNID redshifts agree well with the galaxy redshifts. Tests with template
spectra that have unusual line shapes or high-velocity features indicate that the derived
redshift is not affected significantly, but we do include possible effects of these spectroscopic
features in the errors of the derived redshifts. Thus, for objects without precise redshifts
from host-galaxy spectra, the SNID redshifts can be used as reliable substitutes. In cases
where SNID preferred a SN redshift significantly different from the host-galaxy redshift,
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we classified the SN by forcing its redshift to equal that of the host galaxy. The only object
where this was necessary is b004 (see below).

A.5 Results

The results of our spectroscopic observations during the first two years of the ESSENCE
program are summarized in Table A.1. There are 46 SN Ia (and 6 additional likely SN Ia),
along with 5 core-collapse SN. Note also that there were 54 transients in the first two years
that were not observed spectroscopically, so the yield of SN Ia is 52 out of 120 objects.
Through the target selection methods described in Section A.2, we were able to prioritize
the more likely candidates, but many of these were not observed simply because of the
lack of sufficient spectroscopic resources. This became more of an issue toward the end
of Year Two, when good weather and increasingly efficient detection algorithms increased
the number of transients discovered.

The goal of the ESSENCE project is to find ∼200 SN Ia over the redshift range 0.2 .
z . 0.8. In Figure A.2, we show the actual distribution in redshift of the SN Ia from
the ESSENCE project that are spectroscopically confirmed. There are SN over most of
the targeted redshift range, although there are relatively fewer at the high end (z & 0.6).
A significant fraction of the signal of w is accessible at z ≈ 0.5 [201], but a goal for the
last three years of the program is to ensure that the SN Ia observed spectroscopically are
distributed optimally over our targeted redshift range. This highlights the importance of
the 8-10 m telescopes such as Gemini, the VLT, and Keck that are critical to spectroscopy
of the faint objects at the high-redshift end of our range.

Both SNID and the spectral-feature aging method described in Section A.4 give an
indication of the age of the SN Ia. Light curves will provide a more precise measure of
the age of the SN at the time of the spectroscopy, but an estimate of the epoch of the
spectrum to within a few days is possible from the spectral features alone. Figure A.3
shows the distribution in age (relative to maximum brightness) at the time of spectroscopy
(not discovery, as spectra are often taken up to several days after discovery). In the 15
cases18 where we have spectra of the same SN Ia at multiple epochs, the relative ages
are consistent with the times of the spectroscopic exposures (also considering the effects
of cosmological time dilation and probable errors of the fits of ∼ ±3 days). There is
one exception to this consistency (b027), but at later epochs when the uncertainty in the
estimated spectroscopic age increases as a result of slower spectral evolution.

Table A.2 gives all ESSENCE targets that were selected for spectroscopic identification.
The results for these first two years include 52 SN Ia or likely SN Ia (Figures 4-10), 4 SN II
(Figure A.11), 1 SN Ib/c (Figure A.11), 12 AGNs (Figures 12 and 13), 4 possibly variable
stellar objects (Figure A.14), 19 galaxies (Figures 15 and 16), and 16 objects of unknown
classification (Figures 17 and 18). There were 10 objects for which we pointed the telescope

18These are b008, b010, b013, b020, b022, b023, b027, c003, c012, c015, d086, d093, e029, e108, and
f076.
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Figure A.1: Comparison of redshifts as determined by SNID and from narrow emission or
absorption lines in the host-galaxy spectrum. Grades for the fits in SNID are described in
the text and the good fits (solid circles) are shown as well as the poor fits (open circles).
The dispersion around one-to-one correspondence of the redshifts for the good data is
excellent, with σ = 0.013. Errors include 0.01 in z added in quadrature to account for
potential effects on the cross-correlation related to unusual velocity features in the spectra.
There is one outlier (b004) for which the redshift determination using SNID is highly
degenerate, as it is likely to be a peculiar SN Ia (see text); we do not show b004 in the
residual plot for the sake of clarity. Note that the mean residual is ∼ 10−4 � σgood, which
shows that there are no systematic effects associated with the use of SNID in determining
the SN redshift.
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Figure A.2: Redshift distribution of definite, spectroscopically identified SN Ia from the
first two years of the ESSENCE project. The SN for which the SNID fit is good (see text)
are indicated by the cross-hatched area, while those that were poor fits are indicated by
the blank spaces.
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Figure A.3: Age distribution (relative to maximum brightness) of definite, spectroscopically
identified SN Ia from the first two years of the ESSENCE project. Ages are determined
from spectroscopic features alone. The SN for which the SNID fit is good (see text) are
indicated by the cross-hatched area, while those that were poor fits are indicated by the
blank spaces. For objects with multiple epochs of spectroscopy, this figure only reflects the
first spectrum.
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at the target and did not get a spectrum, either because of poor sky conditions or the target
was actually a solar-system object and had moved out of the field.

No attempt has been made to remove host-galaxy contamination for any object pre-
sented in Figures 4-11. The amount of galaxy light is significant for some objects (e.g., f221
in Figure 8). In addition, no extinction corrections have been applied, either for Galactic
reddening or extinction in the host galaxy. Given the Galactic latitudes of the ESSENCE
fields (Smith et al., in prep) and our preference for targets well separated from the host
galaxy, the effects of extinction are likely to be minimal (Blondin et al., in prep; Foley et
al., in prep).

For each SN Ia in Figures 4-10, the best match low-redshift comparison spectrum as
determined using SNID is included (the low-redshift SN is listed in Table A.2). In general,
the high-redshift SN Ia look very similar to those at low redshift, implying that there are
no significant evolutionary effects. Future papers will deal in much greater detail with the
comparison with low-redshift SN Ia, as well as removal of host-galaxy contamination and
the effects of extinction ([26]; Foley et al., in prep).

While most of the high-redshift SN Ia appear to be normal, there are some examples
of peculiar SN Ia. Both b004 (SN 2002iv; Figure 4) and d083 (SN 2003jn; Figure 5) show
strong similarities with SN 1991T, an overluminous Type Ia SN [81, 232]. Given the high
rate of peculiar SN Ia at low redshift [176], we would expect to find such objects in a
high-redshift sample.

We note that in Figures 4-10, there are several examples of high-redshift SN Ia from
the ESSENCE sample for which the low-redshift template appears to be a poor match.
Examples include d086 (2003-10-27), b008 (2002-11-06), e149, and b022 (2002-12-05) . The
most likely explanation for this is that the templates included in SNID do not cover the
complete range of possibilities, although problems with the spectrum (e.g., poor S/N or
sky subtraction) may also play a role. Rather than perform a non-objective search for the
best match, we leave these as examples of the current limitations of SNID. We plan to
expand the SNID templates to eliminate such occurrences in the future.

Two unusual cases in the sample of SN Ia spectra are e315 (SN 2003ku) and b004
(SN 2002iv). They are the only SN for which the redshift determination in SNID was
ambiguous. For e315, if we assume that it is a SN Ia, then the best-fit redshift is 0.79,
but a fit at a redshift of 0.41 is only marginally worse. All other SN Ia spectra in the
ESSENCE sample had redshifts determined by SNID that were unambiguous. If we rely
on the spectrum alone, the SNID result of z = 0.79 is what we would choose, and so we
report it in this paper. Analysis presented by Krisciunas et al. [156] shows that neither
of the redshifts suggested by SNID gives a very satisfactory fit to the photometry. In the
case of b004, the SNID result is z = 0.39, while the fit when z = 0.231, known from
galaxy features, is almost as good. As b004 is similar to SN 1991T (see above), the lack
of good templates in SNID may be the source of this discrepancy. Correlation of b004
with SN 1991T templates yields a redshift of z = 0.22, close to the value derived from
the host galaxy. This highlights some of the perils of identifying optical transients with
low S/N spectra. Sometimes the spectrum alone is not enough; a consideration of all the
information (spectrum, light curve, host galaxy, etc.) is necessary to draw the appropriate
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Figure A.4: Rest-wavelength spectra of SN Ia (or likely SN Ia) from the first two years
of the ESSENCE project in order of increasing redshift. Each ESSENCE SN (black line)
is overplotted by a low-redshift SN Ia (gray line) for comparison. The low-redshift SN Ia
used for comparison is listed in Table A.2. In addition, each spectrum is labeled with the
ESSENCE identification number and the deduced redshift. Spectra of the uncertain SN Ia
are indicated with an asterisk (*). The deredshifted location of the A-band atmospheric
absorption feature is indicated with a telluric symbol. We usually, but not always, were
able to remove this feature through division by the spectrum of a featureless standard star.
The flux scale is fλ with arbitrary additive offsets between the spectra.
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Figure A.5: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4.
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Figure A.6: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4. The 2003-01-03
spectrum of c012 is a weighted average of the Clay and GMOS spectra.
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Figure A.7: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4. The spectrum of
f076 is a weighted average of the MMT and KI/LRIS spectra.
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Figure A.8: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4.
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Figure A.9: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4.
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Figure A.10: Rest-wavelength spectra of ESSENCE SN Ia as in Figure 4. The GMOS and
VLT spectra of b010 have been combined.
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Figure A.11: Spectra of SN II and one SN Ib/c from the first two years of the ESSENCE
project. Each spectrum is labeled with the ESSENCE identification number and the
deduced redshift. Spectra of uncertain SN II are indicated with an asterisk (*). The
deredshifted location of the A-band atmospheric absorption feature is indicated with a
telluric symbol. We usually, but not always, were able to remove this feature through
division by the spectrum of a featureless standard star. The flux scale is fλ with arbitrary
additive offsets between the spectra. The SN Ib/c is d010 = SN 2003jp.
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Figure A.12: Spectra of AGNs from the first two years of the ESSENCE project. Each
spectrum is labeled with the ESSENCE identification number and the deduced redshift.
The deredshifted location of the A-band atmospheric absorption feature is indicated with
a telluric symbol. We usually, but not always, were able to remove this feature through
division by the spectrum of a featureless standard star. The flux scale is fλ with arbitrary
additive offsets between the spectra.
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Figure A.13: Spectra of AGNs from the first two years of the ESSENCE project, as in
Figure 12.
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Figure A.14: Spectra of four stars from the first two years of the ESSENCE project. Each
spectrum is labeled with the ESSENCE identification number. The location of the A-band
atmospheric absorption feature is indicated with a telluric symbol. We usually, but not
always, were able to remove this feature through division by the spectrum of a featureless
standard star. The flux scale is fλ with arbitrary additive offsets between the spectra.
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Figure A.15: Spectra of galaxies from the first two years of the ESSENCE project. Each
spectrum is labeled with the ESSENCE identification number and the deduced redshift.
The deredshifted location of the A-band atmospheric absorption feature is indicated with
a telluric symbol. We usually, but not always, were able to remove this feature through
division by the spectrum of a featureless standard star. The flux scale is fλ with arbitrary
additive offsets between the spectra. The zero-point of the flux scale for each spectrum is
indicated (dashed line). For b005, the KII/ESI and MMT spectra have been combined.
For c014, the VLT and GMOS spectra have been combined.
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Figure A.16: Spectra of galaxies from the first two years of the ESSENCE project, as in
Figure 15. For d009, the two VLT spectra have been combined.
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Figure A.17: Spectra of objects whose classification is uncertain from the first two years
of the ESSENCE project. Each spectrum is labeled with the ESSENCE identification
number. The location of the A-band atmospheric absorption feature is indicated with a
telluric symbol. We usually, but not always, were able to remove this feature through
division by the spectrum of a featureless standard star. The flux scale is fλ with arbitrary
additive offsets between the spectra. The zero-point of the flux scale for each spectrum is
indicated (dashed line).
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Figure A.18: Spectra of objects whose classification is uncertain from the first two years
of the ESSENCE project, as in Figure 17.
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conclusion.
In Figure 11, we show only spectra of objects that can be definitively identified as core-

collapse SN. It is likely that some of the objects that we classify as unknown (Figures 17 and
18) are also core-collapse events. Early spectra of core-collapse SN often show featureless
blue continua, but such a spectrum could result from some other kind of object, such as an
AGN. Without a redshift or identifiable line features, we could not arbitrarily classify all
objects with blue continua as core-collapse SN. There are fewer core-collapse events overall
(compared to SN Ia) as a result of the color selection described above (avoiding relatively
blue objects) and the fact that the ESSENCE survey is magnitude limited, discriminating
against the intrinsically fainter core-collapse SN.

Among the unknown spectra (Figures 17 and 18), there are three spectra that require
some discussion. For e106, the redshift is known because the host galaxy was also observed.
The emission line appearing at the observed wavelength of 9457 Å in f213 is real. If this
is Hα then z = 0.44; if it is [O iii] λ5007, then z = 0.89. There is an apparent doublet
absorption line in e103 at an observed wavelength of 5240 Å. We interpret this as Mg ii
λ2800 at a redshift of 0.871, implying that this object has a redshift at least that high. It
is likely to be a high-redshift AGN, but we do not have enough information to move it out
of the category of unknown objects.

A.6 Conclusions

We have presented optical spectroscopy of the targets selected for follow-up observations
from the first two years of the ESSENCE project. As the target selection process has
improved, we have increased our yield of SN Ia that are needed for the primary purpose of
the ESSENCE project—measuring luminosity distances to ∼200 SN Ia over the redshift
range (0.2 . z . 0.8). The SN Ia show strong similarities with low-redshift SN Ia, implying
that there are no significant evolutionary changes in the nature of Type Ia SN and that our
methods for identifying objects have been successful. This is also shown by the concordance
of redshifts derived from SN spectra and those found from the host galaxy itself. Over the
next three years, ESSENCE will continue to discover high-redshift SN Ia. With enough
spectroscopic telescope time, we plan to be even more successful in correctly identifying
Type Ia SN than we have been during the first two years.
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Table A.1: ESSENCE spectroscopy results: the first two years

Typea Year 1 Year 2 Total
Ia 15 31 46

Ia? 0 6 6
II 2 2 4

Ib/c 0 1 1
AGN 4 8 12

Gal 7 12 19
star 2 2 4
N.S. 5 5 10
Unk. 2 14 16
N.A. 13 43 54
Total 50 124 174

(a) Our best guess as to classification of the object. Ia? indicates a lack of certainty in the identification
as a SN Ia. N.S. indicates that the telescope was pointed to the object, but no spectrum was obtained or
the exposure contained essentially no signal. Unk. represents objects for which we have spectra, but are
uncertain as to their classification. N.A. indicates that a transient was found in the ESSENCE search,
but no attempt to take a spectrum was made, either because it was a poor target or there were not
enough spectroscopic resources available.
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A. Spectroscopy of high-redshift supernovae from the ESSENCE project: the

first 2 years
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[122] Höflich, P. and A. Khokhlov (1996). Explosion Models for Type IA Supernovae: A
Comparison with Observed Light Curves, Distances, H 0, and Q 0. ApJ 457, 500–+.
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[262] Saio, H. and K. Nomoto (1998). Inward Propagation of Nuclear-burning Shells in
Merging C-O and He White Dwarfs. ApJ 500, 388–+.

[263] Salvo, M. E., E. Cappellaro, P. A. Mazzali, S. Benetti, I. J. Danziger, F. Patat, and
M. Turatto (2001). The template type Ia supernova 1996X. MNRAS 321, 254–268.

[264] Sandrock, S., R. Amestica, P. Duhoux, J. Navarrete, and M. S. Sarazin (2000). VLT
astronomical site monitor: control, automation, and data flow. In Proc. SPIE Vol.
4009, p. 338-349, Advanced Telescope and Instrumentation Control Software, Hilton
Lewis; Ed., pp. 338–349.

[265] Sarazin, M. and F. Roddier (1990). The ESO differential image motion monitor.
A&A 227, 294–300.

[266] Saunders, W., R. Cannon, and W. J. Sutherland (2004). Improvements to runz.
Anglo-Australian Observatory Newsletter , 16–17.

[267] Schaefer, B. E. (1998). The Peak Brightness of SN 1974G in NGC 4414 and the
Hubble Constant. ApJ 509, 80–84.

[268] Schlegel, D. J., D. P. Finkbeiner, and M. Davis (1998). Maps of Dust Infrared Emis-
sion for Use in Estimation of Reddening and Cosmic Microwave Background Radiation
Foregrounds. ApJ 500, 525–+.



260 BIBLIOGRAPHY

[269] Schlegel, E. M. (1990). A new subclass of Type II supernovae? MNRAS 244,
269–271.

[270] Schmidt, B. P., N. B. Suntzeff, M. M. Phillips, R. A. Schommer, A. Clocchiatti,
R. P. Kirshner, P. Garnavich, P. Challis, B. Leibundgut, J. Spyromilio, A. G. Riess,
A. V. Filippenko, M. Hamuy, R. C. Smith, C. Hogan, C. Stubbs, A. Diercks, D. Reiss,
R. Gilliland, J. Tonry, J. Maza, A. Dressler, J. Walsh, and R. Ciardullo (1998). The
High-Z Supernova Search: Measuring Cosmic Deceleration and Global Curvature of the
Universe Using Type IA Supernovae. ApJ 507, 46–63.

[271] Schmidt, G. D., R. J. Weymann, and C. B. Foltz (1989). A moderate-resolution, high-
throughput CCD channel for the Multiple Mirror Telescope spectrograph. PASP 101,
713–724.

[272] Schroeder, D. J. (1987). Astronomical Optics. San Diego: Academic Press, 1987.

[273] Shapiro, S. L. and S. A. Teukolsky (1983). Black holes, white dwarfs, and neutron
stars: The physics of compact objects. Research supported by the National Science
Foundation. New York, Wiley-Interscience, 1983, 663 p.

[274] Sheinis, A. I., M. Bolte, H. W. Epps, R. I. Kibrick, J. S. Miller, M. V. Radovan, B. C.
Bigelow, and B. M. Sutin (2002). ESI, a New Keck Observatory Echellette Spectrograph
and Imager. PASP 114, 851–865.

[275] Sil’chenko, O. K., A. V. Zasov, A. N. Burenkov, and J. Boulesteix (1997). A ring-like
zone of strong radial gas motions in the disk of NGC 6181. A&AS 121, 1–9.

[276] Smith, R. C., N. Suntzeff, C. Stubbs, C. Aguilera, B. Barris, A. Becker, P. Challis,
R. Chornock, A. Clocchiatti, R. Covarrubias, A. V. Filippenko, P. Garnavich, S. T. Hol-
land, S. Jha, R. Kirshner, K. Krisciunas, B. Leibundgut, W. Li, T. Matheson, A. Miceli,
G. Miknaitis, A. Rest, A. Riess, B. Schmidt, J. Sollerman, J. Spyromilio, J. Tonry,
S. Nikolaev, and M. Hamuy (2002). Supernovae 2002iu-2002je. IAU Circ. 8021, 1–+.

[277] Sobolev, V. V. (1960). Moving envelopes of stars. Cambridge: Harvard University
Press, 1960.

[278] Spergel, D. N., L. Verde, H. V. Peiris, E. Komatsu, M. R. Nolta, C. L. Bennett,
M. Halpern, G. Hinshaw, N. Jarosik, A. Kogut, M. Limon, S. S. Meyer, L. Page, G. S.
Tucker, J. L. Weiland, E. Wollack, and E. L. Wright (2003). First-Year Wilkinson
Microwave Anisotropy Probe (WMAP) Observations: Determination of Cosmological
Parameters. ApJS 148, 175–194.

[279] Spyromilio, J., P. A. Pinto, and R. G. Eastman (1994). On the Origin of the 1.2-
MICRON Feature in Type-Ia Supernova Spectra. MNRAS 266, L17+.

[280] Stehle, M., P. A. Mazzali, S. Benetti, and W. Hillebrandt (2005). Abundance strat-
ification in Type Ia supernovae - I. The case of SN 2002bo. MNRAS 360, 1231–1243.



BIBLIOGRAPHY 261

[281] Stritzinger, M. (2005). Supernovae of the Type Ia: Bolometric properties and new
tools for photometric techniques. Ph. D. thesis, Technische Universität München.

[282] Stritzinger, M., M. Hamuy, N. B. Suntzeff, R. C. Smith, M. M. Phillips, J. Maza,
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