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## Zusammenfassung

Das Konzept eines „,Quantencomputers" hat in den letzten Jahren viel Aufmerksamkeit errungen. Viele Forschungsgruppen weltweit befassen sich mit den außergewöhnlichen Möglichkeiten von Quantencomputern und mit ihrer Realisierung. Aktuelle Grundlagenexperimente arbeiten an den einzelnen Bausteinen eines solchen Rechners.

Den Anfang nahm das Konzept, quantenmechanische Systeme zur Berechnung komplexer Probleme zu verwenden, 1982 mit Feynmans Vorschlag des Quantensimulators. Dieser stellt ein gut kontrollierbares System aus miteinander wechselwirkenden Quantensystemen dar. Das Ziel ist es, ein im Labor nicht beherrschbares Ziel-System auf den Quantensimulator abzubilden. Aus dem Verhalten des Quantensimulators läßt sich dann auf das Verhalten des Ziel-Systems schließen. Eine quantenmechanische Messung am Quantensimulator ist somit vergleichbar zu dem Durchlauf einer numerischen Simulation des Ziel-Systems. Der entscheidende Unterschied besteht darin, dass eine numerische Simulation häufig nur unter sehr starken Vereinfachungen durchführbar ist, die dann die praktische Bedeutung des Ergebnisses in Frage stellen. Nur sehr kleine Quantensysteme können ohne Vereinfachungen auf heutigen Computern berechnet werden.

In dieser Arbeit wird ein System bestehend aus einzelnen Grundzu-stands-Atomen vorgestellt, das in einem drei-dimensionalen optischen Gitter gespeichert ist. Dabei ist jedes der bis zu 100.000 Atome in einem eigenen Potentialminimum gefangen, isoliert von den anderen Atomen. Dieser Zustand bildet einen hervorragenden Ausgangspunkt für die Realisierung eines Quantensimulators: jedes Atom wird als Informationsträger für ein Spin- $\frac{1}{2}$ System betrachtet. Kaum ein anderes der momen$\tan$ untersuchten Konzepte hat so viele Informationsträger wie ein MottIsolator Zustand in einem optischen Gitter. Wir haben in Vorexperimenten bereits hohe Speicherzeiten und gute Kohärenzzeiten nachgewiesen.

Hier wird dieses System nun um eine wesentliche Grundvoraussetzung für einen Quantensimulator erweitert: man benötigt genau kontrollierbare Wechselwirkungen zwischen den einzelnen Atomen, um die Wechselwirkungs-Terme des Ziel-Systems modellieren zu können. Diese

Wechselwirkungen werden im optischen Gitter durch zustandsselektive Fallen-Potentiale realisiert. Wenn die Zustände eines Atoms als $|0\rangle$ und $|1\rangle$ bezeichnet werden, dann gibt es zwei unterschiedliche Potentiale $V_{0}$ und $V_{1}$, die jeweils nur auf einen der Zustände wirken. Diese beiden Potentiale werden gegeneinander verschoben und erlauben es so, benachbarte Atome miteinander in Wechselwirkung zu bringen.

Da das Verschieben immer entlang einer der drei Gitterachsen stattfindet, ist auch die Wechselwirkung nicht auf ein Atom-Paar beschränkt, sondern alle in einer Gitterachse benachbarten Atom-Paare treten miteinander in Wechselwirkung. Diese inhärente Parallelität hat es uns erlaubt, in nur einer Operation Verschränkung in großen Systemen zu erzeugen. Die Verschränkung wurde mit einem Ramsey-Interferometer gemessen. Eine Sequenz aus einer Wechselwirkung zwischen nächsten Nachbarn erzeugt den Cluster-Zustand, einen maximal verschränktern Zustand.

Neuere Veröffentlichungen schlagen vor, den Cluster-Zustand als Basis für eine neue Art Quantencomputer zu nutzen. Im Gegensatz zu unseren heutigen Computern wäre dieser Quantencomputer keine TouringMaschine, bei der ausschliesslich die Programmierung die Arbeitsweise bestimmt. Stattdessen müsste die Verschaltung der Quanten-Gates geändert werden, um ein neues Problem zu lösen. Dies ist entfernt vergleichbar zu heutigen FPGAs (Field Programmable Gate Arrays - Frei programmierbare Logikbausteine). Bis diese Quantencomputer gebaut werden dürften zwar noch einige weitere Verbesserungen an der ExperimentTechnik notwendig sein, aber die ersten Quantensimulatoren sind jetzt in greifbare Nähe gerückt.


#### Abstract

The concept of a "quantum computer" has attracted much attention in recent years. Many research groups around the world are studying the extraordinary potential of quantum computers and attempting their realisation. Current fundamental experiments are directed towards the individual building blocks of such a computer. The concept of using quantum mechanical systems to calculate complex problems was created in 1982 with Feynmans proposal of the quantum simulator. This concept represents a well controlled framework of interacting quantum systems. The intention is to map a different system of interest not mastered in the lab onto the quantum simulator. From the behaviour of the quantum simulator the behaviour of the system of interest can be deduced. A quantum mechanical measurement on the quantum simulator is thus comparable to one run of a numerical simulation of the system of interest. The difference is that a numerical simulation can often only be run under severe simplifications that then challenge the practical relevance of the result. Only very small quantum systems can be calculated on today's computers without simplifications. In this work a system of ground state atoms stored in a 3D optical lattice is presented. Each of the up to 100,000 atoms is stored in its own potential minimum, isolated from the other atoms. This state is a formidable starting point for the realisation of a quantum simulator: every atom is considered the information carrier of a spin- $\frac{1}{2}$ system. Only very few of the other concepts currently under investigation have as many information carriers as a Mott-Insulator state in an optical lattice. We have already shown in preparatory experiments a long storage time and good coherence times. Here this system is extended by a major prerequisite for a quantum simulator: controllable interactions between individual atoms are essential in order to model the interaction terms of the system of interest. These interactions are realised by a state-selective in the optical lattice by stateselective trapping potentials. If the states of an atom are called $|0\rangle$ and $|1\rangle$, then there are two distinct potentials $V_{0}$ and $V_{1}$ that each act on only one of the states. The two potentials are shifted with respect to each other


and thus allow bringing neighbouring atoms into contact.
Since the shifting is always performed along one of the three lattice axes, the interaction is not confined to a single pair of atoms, but all pairs of neighbouring atoms along a lattice axis interact. This inherent parallelism has allowed us to create entanglement in large systems in just a single operation. The entanglement has then been measured in a Ramsey interferometer. A sequence of one nearest-neighbour interaction produces the cluster state, a maximally entangled state.

More recent proposals suggest to use a cluster state as the basis for a new kind of quantum computer. As opposed to today's computers, this quantum computer would not be a Touring machine whose working algorithm is only controlled by programming. Instead the wiring of the quantum gates would have to be changed in order to solve a new problem. This is loosely comparable to today's FPGA (Field Programmable Gate Arrays - programmable logic chips). Until these quantum computers are built, quite some improvements on the experimental techniques will be necessary. But the first quantum simulators are now practically within reach.
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## 1. Introduction

In classical mechanics, the description of $n$ particles scales linearly with $n$. But in quantum mechanics, the problem grows exponentially, for a set of $n$ spin $-\frac{1}{2}$ particles this would be $2^{n}$ variables for the description of the spin alone. This makes numerical simulation of many problems of solid-statephysics, statistical-physics or many-particle-physics, like the Ising or the Heisenberg interactions [1], challenging at best, impossible at worst.
In 1982, Feynman suggested to simulate such complex quantum systems by means of a simpler, experimentally manageable quantum system which he called a quantum simulator $[2,3]$. This system would have to be very well controlled, so that the measurement result could be taken as an approximation to the result of a calculation. The idea was abstracted to the well known quantum computer [4-6], which many groups around the world have since worked on realizing. This work though, presents a system that is well suited to be extended into a quantum simulator. And some simple operations have already been performed with it.

## Regular array of qubits

We use ultracold ${ }^{87} \mathrm{Rb}$ atoms to represent one spin. This spin can be any superposition of the two base states $|0\rangle$ and $|1\rangle$ and is called a qubit, translating the dual system with its bit into quantum language. We need to exactly know the quantum state of the single atoms, and we have to ensure that the system does not evolve into an unwanted state. Therefore, each atom is prepared in the lowest energy state, an exactly known state that it cannot leave without external excitation. For an atom cloud, this state is identical to a Bose-Einstein-Condensate (BEC) in which all atoms occupy the same wave function.

We store the qubits in a potential that is a three-dimensional regular lattice of traps. For moderate potential strength, there is tunnel coupling between neighbouring lattice sites and the groundstate of the system is a Superfluid (SF). For strong lattice potentials, the tunnel coupling is reduced and collisions between two atoms stored in the same lattice site become dominant. The ground state in this situation is a Mott-Insulator (MI) with integer atom numbers at each lattice site [7]. In our setup, exactly one atom occupies each position in the lattice.

While the qubits are very well stored in such a system and can be easily initialized to any one desired qubit-value, there is more to a quantum simulator: there has to be a controlled spin-dependent interaction between individual qubits. This is needed to simulate the non-local terms in a Hamiltonian or to produce entanglement in the system.

## Spin-Dependant Lattices

The lattice potential is formed by a dipole trap, where intensity maxima in an interference pattern in the light field form the lattice sites. When the phase of the interference pattern changes, the intensity maxima move in space, dragging the stored atoms with them. Such a simple approach would not allow to bring neighbouring atoms into contact, as that neighbour is also moved in the same direction.

In our experiment, we have therefore exchanged the simple optical lattice in one axis with a spin-dependent one $[8,9]$. It consists of two overlapping interference patterns that can be shifted with respect to each other. The correct choice of wavelength and polarisation makes each of the two lattices couple to a different state of ${ }^{87} \mathrm{Rb}$. So a qubit $|1\rangle$ can be moved through a lattice of $|0\rangle$ qubits (and vice versa), by phase-shifting the two interference pattern.

But what happens, if the atom is not in the states $|0\rangle$ or $|1\rangle$ but rather in a superposition of those? Let the interference pattern coincide during the creation of the superposition. Then separate the traps for the two states from each other (see fig. 1.1). This delocalises the atom from the initial lattice site $i$ over the two final lattice sites $f 1$ and $f 2$ :

$$
\begin{equation*}
|0\rangle_{i} \rightarrow \frac{1}{\sqrt{2}}\left(|0\rangle_{i}+|1\rangle_{i}\right) \rightarrow \frac{1}{\sqrt{2}}\left(|0\rangle_{f 1}+|1\rangle_{f 2}\right) \tag{1.1}
\end{equation*}
$$



Figure 1.1.: Delocalisation of two atoms. Each atom is in a superposition of $|0\rangle$ (blue) and $|1\rangle$ (red), illustrated as separate spheres. When the spin-dependent traps are separated, the atom becomes delocalised over the two potentials, depending on the atomic state.

## Quantum Gates in Lattices

With this shifting approach, it is possible to bring parts of two neighbouring atoms into a common lattice site by moving the spin-dependent potentials relative to each other over one lattice-distance [9]. As there are two atoms in one lattice site, this term of the expanded state has a different energy than the others, leading to a phase-evolution $\phi$ proportional to the hold time in this common lattice site:

$$
\begin{align*}
& \frac{1}{2}\left(|0\rangle_{i}+|1\rangle_{i+1}\right) \times\left(|0\rangle_{i}+|1\rangle_{i+1}\right) \\
\rightarrow & \frac{1}{2}\left(|0\rangle_{i}+|1\rangle_{i+1}\right) \times\left(|0\rangle_{i+1}+|1\rangle_{i+2}\right) \\
\rightarrow & \frac{1}{2}\left(|0\rangle_{i}|0\rangle_{i+1}+|0\rangle_{i}|1\rangle_{i+2}+e^{-i \phi}|1\rangle_{i+1}|0\rangle_{i+1}+|1\rangle_{i+1}|1\rangle_{i+2}\right) \tag{1.2}
\end{align*}
$$

This process can be extended to be a trapped atom interferometer as shown in fig. 1.2 on the next page, which is read from the bottom to the top. The position along the shifting-direction is plotted horizontally. Each thick line represents a single atom state in its trapping lattice site. The colour blue (red) of this line encodes the state $|0\rangle(|1\rangle)$. Rectangular boxes represent $\pi / 2$ microwave pulses that are used to split each atom into two states. The collisional phase shift is shown by oval boxes. Many atoms in parallel are split into two path, are separated in the interferometer and allowed to pick up a phase $\phi$. Later, the interferometer-paths join again, and another $\pi / 2$-pulse symmetrizes the state. This same sequence is illustrated as an animation in the lower-right corner of every page. The state leaving the interferometer can be examined using a Ramsey sequence.

What makes this atom interferometer special is the kind of interaction happening on the delocalised state of the atoms. The acquired collisional phase $\phi$ is dependent on more than one particle. It therefore allows to transmit information on the state of spin $i$ to its neighbour spin $i+1$. This conditional interaction causes the state leaving the interferometer sequence to be maximally entangled for certain values of $\phi$. An entangled state will behave differently than a product state in an interferometer: the atom number measured in any given state is always half the total atom number, independent of the alignment of the interferometer. For the product state, the measurement result depends on the alignment of the interferometer.
For two (three) neighbouring atoms, this sequence will generate the famous Bell state (Greenberger-Horne-Zeilinger (GHZ) state) [10]. For


Figure 1.2.: Atom interferometer for two atoms. The graph is read from the bottom to the top. $\pi / 2$ microwave pulses act as the beam-splitters. If both atoms end up in the same arm of the interferometer, they pick up a phase-shift $\phi$.
higher atom numbers, a cluster state is formed [11]. This state is as maximally entangled as the GHZ state is, but more robust against complete destruction of entanglement.
In this work, measurements of this and other interferometer sequences are presented showing a series of entanglement and disentanglement processes. As the lattice is three-dimensional, and the shifting happens only in one dimension, one run on the experiment creates a large number of realizations of the described 1D-experiment. This work closes by examining the prospects of extending the process to more dimensions, and possible applications.

## Overview

The Mott Insulator in an Optical Lattice In this chapter the experimental techniques to creating a BEC are presented. This BEC is just a starting point for preparing a MI , which is covered in the second half of the chapter. The chapter closes with the description of an experiment showing that ultracold collisions produce a completely coherent phase-evolution. This is one of the requirements for quantum gates in an optical lattice.

Quantum Gates in Spin-Dependant Lattices This chapter begins with an introduction to the basic ideas behind quantum information processing, such as qubits. The realization of quantum gates in the optical lattice is discussed in the second part of this chapter. The technique for moving the two spin-dependent lattices is shown, followed by experiments on the creation of massively entangled states in the system.

Outlook The outlook sketches ideas for the next steps along the route to a universal quantum simulator in optical lattices. These include higher dimensional cluster states and gates to not-next neighbours.
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## 2. The Mott Insulator in an Optical Lattice

The experiments described in chapter 3 are conducted in a system of ultracold atoms arranged in an artificial crystal (described in detail in ref. [12]). Each atom has to be in the groundstate of the external potential so that it cannot relax into any other quantum-state. This requirement of all atoms being in the ground state is met by bringing the system into the Bose-Einstein-Condensate (BEC). The creation of such a BEC is described in section 2.1.

The crystal lattice is created by dipole forces of a patterned light field. This potential consists of many lattice sites, each a small trap for ${ }^{87} \mathrm{Rb}$. For moderate lattice strengths, neighbouring lattice sites are coupled by tunnelling. The dipole trap and its realisation in our experiment are discussed in section 2.2.
In strong lattices, each lattice site can be populated by exactly one atom. This state, the Mott-Insulator (MI), allows to store atoms while suppressing interactions with their neighbours. The MI can be created from a BEC by adiabatically switching on the light crystal, as the MI is as well a groundstate as the BEC is. The distinction between weak and strong lattices and experimental results on the Mott-Insulator state can be found in section 2.3.

One of the basic assumptions for the quantum gates used later on is that collisions between ultracold atoms leave the external state of the twoatom system unchanged. Only the phase of the system is evolving due to the collision. This has been observed in section 2.4, where collisions cause the collapse of a macroscopic matter wave, only to restore the original state after twice that time.

### 2.1. Creating a Bose-Einstein Condensate

Bose-Einstein-Condensate has been studied in detail since long before its realisation in 1995 [13-15]. For a review of BEC, see ref. [16-21]. In the following you find a short introduction from the experimental point of view.

The critical temperature $T_{c}$, at which a thermal gas Bose-condenses, is
dependent on the density $\rho$ of the gas and its de Broglie wavelength $\lambda_{\mathrm{dB}}$. For a homogeneous system, the critical temperature is given by:

$$
\begin{equation*}
\rho \lambda_{\mathrm{dB}}\left(T_{c}\right)=\rho\left(\frac{2 \pi \hbar^{2}}{m k_{\mathrm{B}} T_{c}}\right)^{\frac{3}{2}} \approx 2.612 \ldots . \tag{2.1}
\end{equation*}
$$

Here $m$ is the atomic mass. For ${ }^{87} \mathrm{Rb}$ in a trap, the critical temperature is typically on the order of a few $100-1000 \mathrm{nK}$, which means that there has to be a good thermal isolation from the environment. As the thermal capacitance of the dilute atomic gas is negligible, no mechanical contact of any sort can be allowed between the sample and the environment. This leaves as experimental surroundings only an Ultra-High-Vacuum (UHV) chamber where the sample is levitated against gravity. Most experiments use for this purpose electromagnetic atom traps, but BEC was also achieved in purely optical traps [22,23].

The only connection between the hot environment and the atom cloud in the trap, apart from black-body radiation, are atoms in the backgroundgas that are at room-temperature. If an atom from the cold sample collides with an atom from the hot background gas, it acquires so much kinetic energy, that it can leave the trap. These collisions therefore have to be suppressed: The lower the background pressure, the longer the trap livetime.

### 2.1.1. Magneto-Optical Trap

The first cooling stage on the way from a dilute room-temperature ${ }^{87} \mathrm{Rb}$ gas to a BEC is the Magneto-Optical Trap (MOT) [24-26]. It uses the momentum-transfer from the photons of a laser field to the atoms of a dilute gas to cool down the gas to a temperature of $\approx 100 \mu \mathrm{~K}$ while at the same time holding the atoms isolated from thermal contact to the hot environment.

In essence, in a MOT atoms are slowed down and trapped by the momentum transferred to them when they absorb a photon from one of the cooling lasers. The atom returns to the groundstate by spontaneously emitting a photon in a random direction. Over many cycles, these random emissions cancel out, leaving only the momentum transferred by the absorption process. This momentum acts as a force in the direction of the laser beam.

The cooling laser is red-detuned with respect to an atomic transition, so that for atoms moving in the direction of the beam this detuning gets
reduced and the absorption probability is increased. These atoms are thus decelerated by the momentum transfer. The decelerating force is maximal for that velocity, where the Doppler shift exactly cancels the detuning of the laser. The profile of the velocity-dependent force is Lorentzian in shape. If a second laser beam propagating in the opposite direction is added, the total force on an atom has a linear velocity dependence for slow atoms. This friction force slows down the atom, if it is initially slow enough. This can be extended to a three-dimensional cooling scheme, by adding laser beams from all directions.
This scheme is called an optical molasses, because of its friction forces. But there is no position-dependant force, atoms are not trapped in an optical molasses. A quadrupole type magnetic field together with well chosen circular polarisations of the used light can add this position dependence, as is illustrated in fig. 2.1. The Zeeman splitting changes the transition energy in stronger fields and the polarisation of the laser beams select which sub-level is coupled to which beam.
The level scheme of ${ }^{87} \mathrm{Rb}$ is more complicated than shown in fig. 2.1. The ground state is split by Fine- and Hyperfine-structure (see fig. C. 1 on page 110). There is a closed transition $|\mathrm{F}=2\rangle \rightarrow\left|\mathrm{F}^{\prime}=3\right\rangle$ that can be used to run the MOT close by. To compensate off-resonant decay into the $|\mathrm{F}=1\rangle$ ground state, another laser on the transition $|\mathrm{F}=1\rangle \rightarrow\left|\mathrm{F}^{\prime}=2\right\rangle$ is used to return these atoms to a point where they can decay into the $|\mathrm{F}=2\rangle$ ground state.


Figure 2.1.: Working principle of a MOT. An atom with an $\mathrm{L}=1$ excited state and an $\mathrm{L}=0$ groundstate is shown in the presence of a quadrupole field. The Zeeman-splitting shifts the $m_{\mathrm{L}}=$ $\pm 1$ states into resonance to light coming from the outside of the trap. The light hitting the atom from the other side is tuned out of resonance. The atom is therefore propelled back to the trap centre.

### 2.1.2. Magnetic Traps

In our experiment, the vacuum in the MOT-chamber has a pressure of $\approx 10^{-9} \mathrm{mbar}$, and is thus in the range of an UHV. This pressure is low enough to have a trap lifetime of a few seconds, limited by collisions with the background gas. While this is not sufficient to actually conduct the experiment, it is long enough to cool atoms heated by a collision down again with the MOT. The pressure has to be this high, as the MOT is loaded from the background gas [27]. Lowering the pressure to get better lifetimes would reduce the loading rate and final atom number of the MOT.

In order to get both a high atom number in the MOT and a long lifetime for the experiment, the apparatus is split into two different UHV chambers. The MOT-chamber is used to collect a high atom number at low trap lifetimes. The atoms are then transferred into a second chamber with a pressure of $\approx 10^{-11} \mathrm{mbar}$, where the experiment can be conducted at a lifetime of 90 s . Before the transport, the sample is loaded from the MOT into a trap made by purely magnetic forces [28-31]. This magnetic trap can be shifted from one chamber to the next, taking the atoms with it [32].

In a magnetic field $B$, an atom with non-vanishing magnetic moment $g_{\mathrm{F}} \mu_{\mathrm{B}}$ can occupy different states of the magnetic quantum number. Here $g_{\mathrm{F}}$ is the Landé $g$-factor and $\mu_{\mathrm{B}}$ is the permeability of vacuum. Due to Zeeman splitting, the energy of a state with magnetic quantum number $m_{\mathrm{F}}$ is shifted by

$$
\begin{equation*}
E=g_{\mathrm{F}} m_{\mathrm{F}} \mu_{\mathrm{B}} B . \tag{2.2}
\end{equation*}
$$

For states with the right sign of $g_{\mathrm{F}} m_{\mathrm{F}}$ the energy decreases for decreasing magnetic field (see fig. C. 2 on page 110. In a magnetic gradient, these atoms are subject to a force toward the minimal magnetic field and are therefore called "low-field-seeker". In ${ }^{87} \mathrm{Rb}$ these are the states $\mid \mathrm{F}=$ $\left.2, m_{\mathrm{F}}=+1\right\rangle,\left|\mathrm{F}=2, m_{\mathrm{F}}=+2\right\rangle$ and $\left|\mathrm{F}=1, m_{\mathrm{F}}=-1\right\rangle$.

The trap field is generated by two magnetic coils in anti-Helmholtz configuration. They create a quadrupole in the centre between the two coils. The configuration is basically the same as for the MOT, which also needs a magnetic field minimum in the trap centre. But where the Zeeman splitting in the MOT is just used to address the right transition, in the magnetic trap it defines the trap-depths. The gradients in our magnetic trap are therefore roughly one order of magnitude stronger than in our MOT.

The magnetic trap is moved over a distance of 40 cm between the two vacuum chambers by means of a row of partially overlapping coil pairs (see fig. 2.2 on the facing page). At every moment of the transport the
trap is formed by two or three neighbouring coil pairs. The currents in the coils are ramped to move the quadrupole adiabatically from the MOT to the BEC position.
In order for an atom to be stored in the magnetic trap, its magnetic moment has to oriented correctly with respect to the magnetic field. As the magnetic moment is created by the spin of the atom, this orientation can be expressed as a $m_{\mathrm{F}}$ quantum number. If the spin is flipped, the field gradient would repel the atom from the trap centre. An atom with a certain spin orientation would be trapped on one side of the trap, but anti-trapped on the opposite side (see fig. 2.3 on the next page). As long as the magnetic field changes slowly compared to the larmor frequency $\omega_{\mathrm{L}}$, the spin follows changes in the field gradient, so an atom trapped once remains trapped for all locations. Only at the trap centre, where the field reverses orientation, the atomic spin cannot follow and it thus undergoes a Majorana spin flip [33]. The effect is negligible at MOT temperatures, but can become the dominant loss mechanism for colder clouds [34, 35]. To prevent the resulting atom loss, a Ioffe Pritchard trap with a finite magnetic field in the trap centre is used $[36,37]$. For the Quadrupole-IoffeConfiguration (QUIC) type trap [38], the offset is created by a third coil, changing the trap geometry to a parabolic shape.


Figure 2.2.: Magnetic coils of the experiment. The vacuum chamber (not shown) is situated in between the coil pairs. The transport starts from red MOT-coils on the left hand side. The transport-coils shown in green connect this trap to the final trap made by the yellow BEC-coils. Shown in grey are additional coils for offset- and gradient-fields. The small compensation coils for the magnetic earth field are not shown.


Figure 2.3.: Profile of magnetic traps. The absolute field strength is plotted over the distance from the trap centre. The arrows indicate the magnetic field vector. (a) Plot of a quadrupole trap with two trapped and one untrapped atom. The spins of the atoms are reversed on different sides of the trap to compensate for the different orientation of the magnetic field. An atom passing through the magnetic field zero is flipped into an antitrapped state. (b) Plot of a Ioffe-Pritchard trap. The trap has no magnetic field zero and thus the atoms can not escape from the trap centre.

### 2.1.3. Evaporation

After the atom-cloud has been transferred to a magnetic trap with a long lifetime, it is at a temperature of $\approx 100 \mu \mathrm{~K}$. To bring the system into the absolute ground state, the phase-space-density $n \lambda_{\mathrm{dB}}^{3}$, a product of density $n$ and de Broglie wavelength $\lambda_{\mathrm{dB}}$, has to be larger than a critical value [16]. For the homogeneous case, this is

$$
\begin{equation*}
n \lambda_{\mathrm{dB}}^{3} \gg 2.6 . \tag{2.3}
\end{equation*}
$$

For our experiment, this translates to a temperature of a few 100 nK . The last cooling step is done by continuously removing the hottest atoms from the sample [35, 39-42]. They carry away more than the average energy and the mean energy per atom of the remaining atoms is thus reduced. The important prerequisite for this technique is collisions between the atoms to rethermalise the sample. Only after rethermalisation are there more above-average-energy atoms. The simplified picture of discrete steps of cutting off the thermal distribution followed by rethermalisation is shown in fig. 2.4 on the facing page.


Figure 2.4.: Evaporation in steps. Shown are atom-number distributions over velocity. The back-most at relative temperature 1 is then cut by the shaded area to yield the next curve further to the front with a temperature of 0.68 . This is repeated twice to give a curve with a relative temperature of 0.26.

### 2.1.4. Imaging of the Atom Cloud

To measure the atom number, the spatial or momentum distribution and temperature of the system, an absorption image is used (imaging is discussed in detail in ref. [21]). The atom cloud is illuminated with resonant light. Where the atom density is higher, absorption is larger and the beam caries an imprinted shadow showing the spatial atom distribution. This shadow is then imaged onto a Charge Coupled Device (CCD) camera. The absorption of the beam $I_{0}$ by the cloud is given by the optical density D:

$$
\begin{equation*}
I=I_{0} e^{-D} \tag{2.4}
\end{equation*}
$$

As the light beam integrates absorption along the beam axis $z$, only the column density can be measured. For an atom cloud of density $n(\boldsymbol{r})$ with a polarisation averaged scattering cross section $\sigma_{0}$, saturation intensity $I_{\text {sat }}$ and natural line width $\Gamma$ illuminated by a beam of intensity $I$ and
detuning $\Delta$ to the transition, the optical density is:

$$
\begin{equation*}
D=\frac{2 \sigma_{0}}{1+I / I_{\text {sat }}+4 \Delta^{2} / \Gamma^{2}} \int n(\boldsymbol{r}) \mathrm{d} z \tag{2.5}
\end{equation*}
$$

All terms apart from the column density given by the integral are known proportionally factors, so

$$
\begin{equation*}
\int n(\boldsymbol{r}) d z \propto \log \left(\frac{I}{I_{0}}\right) \tag{2.6}
\end{equation*}
$$

The BEC is $\approx 30 \mu \mathrm{~m}$ large, which would be only 6 pixels on one of our cameras. Getting a cloud size of even 20 pix would require a strong magnification. But it is possible to increase the size of the cloud and then image with a much lower magnification. The cloud size is increased by switching off all trap potentials and letting the cloud expand in a Time-ofFlight (TOF) expansion. During the TOF, the atoms that had the largest momentum at the trap switch-off time, are the fastest and thus the farthest from the cloud centre. The TOF acts akin to a Fourier transformation on the sample. The images after a TOF show the momentum space distribution. From it, also the classical temperature can be calculated. An illustration of the imaging process together with a sample image can be seen in fig. 2.5.


Figure 2.5.: Imaging the cloud of atoms. Shown in the illustration is the TOF-expansion of a cold atom cloud (green arrow). Then a resonant light pulse hits the atoms and projects their shadow on a CCD-camera. Right of that is an example image, partially condensed after 25 ms TOF. The central black spot is the shadow of the BEC. It is optically dense, so the camera detected no light at this point.

### 2.2. Introduction to Optical Lattices

The goal is to have a regular array of potential wells. Such a potential cannot be created by our magnetic trap, even though there are efforts by other groups to create potential arrays in micro-structured magnetic traps. We use a conservative trap made of structured light fields instead. The structure-size is $\lambda / 2$ (where $\lambda$ is the wavelength of the light).

After introducing this type of trap, called dipole-trap, the basic idea of an optical lattice is introduced. Absorption images of atoms from such a lattice are discussed.

### 2.2.1. Dipole Traps

Dipole traps are conservative traps for neutral atoms, molecules and even macroscopic particles created by intense laser light [43, 44]. Here we start from the simplified case of a two-level atom with transition frequency $\omega_{0}$ in a light field of frequency $\omega$. A classical approach is that the electrical field of the laser induces a dipole in the atom, where the phase of the induced dipole depends on the detuning $\Delta=\omega-\omega_{0}$. From these assumptions, the potential created by the laser field can be calculated. For an introduction into dipole traps using this approach, see refs. [45, 46].

Here, we will use a different motivation, based on the light shift of the atoms groundstate [47]. The unperturbed energy states of an atom are $\mathcal{E}_{i}$, with $i$ counting the different atomic states $|i\rangle$. Then the energy shifts for the atom in the presence of an light-atom-interaction Hamiltonian $\hat{H}$ are given by:

$$
\begin{equation*}
\Delta E_{i}=\sum_{j(\neq i)} \frac{|\langle j| \hat{H}| i\rangle\left.\right|^{2}}{\mathcal{E}_{i}-\mathcal{E}_{j}} \tag{2.7}
\end{equation*}
$$

For dipole traps, the interaction Hamiltonian is given by $\hat{H}=-\hat{\mu} \boldsymbol{E}$, $\hat{\mu}=-e r$ being the electric dipole operator and $|\boldsymbol{E}|=\frac{1}{2} E e^{-i \omega t}+c . c$. is the electrical field of the incident laser field. The energies $\mathcal{E}_{i}$ are expressed using the dressed state approach. The atom and the laser field are combined and that energy is considered.

For a two-level atom with a transition frequency $\omega_{0}$ and a light field of $n$ photons of frequency $\omega$, the total energy of the ground state is $\mathcal{E}_{i}=n \hbar \omega$. The excited state has an energy of $\mathcal{E}_{j}=\hbar \omega_{0}+(n-1) \hbar \omega=: n \hbar \omega-\hbar \Delta_{i j}$.

This result also holds for a multi-level atom, so (2.7) becomes:

$$
\begin{equation*}
\Delta E_{i}=\sum_{j(\neq i)} \frac{|\langle j| \hat{\mu}| i\rangle\left.\right|^{2}}{\hbar \Delta_{i j}}\left|\frac{1}{2} E\right|^{2} . \tag{2.8}
\end{equation*}
$$

In the matrix element $\left.\mu_{i j}:=|\langle j| \hat{\mu}| i\right\rangle \mid$ the hyperfine part can be factored out as a $c_{i j}$ :

$$
\begin{equation*}
\mu_{i j}=c_{i j}\|\mu\| . \tag{2.9}
\end{equation*}
$$

The reduced matrix element $\|\mu\|$ is still dependent on the fine-structure and can be expressed in terms of the spontaneous decay rate as

$$
\begin{equation*}
\|\mu\|^{2}=\frac{3 \pi \epsilon_{0} \hbar c^{3} \Gamma}{\omega_{0}^{3}} \tag{2.10}
\end{equation*}
$$

Here $\epsilon_{0}$ is the electric constant, and $c$ is the speed of light. The transition coefficient $c_{i j}$ is also dependant on the fine-structure but also contains dependences on the light polarisation and possibly the hyperfinestructure. For the case of finestructure splitting only the transition coefficient is given in (3.1).

With these ingredients and $I=\frac{1}{2} \epsilon_{0} c|E|^{2}$, the level shift for an atom in the ground state $|i\rangle$ can be written as:

$$
\begin{equation*}
\Delta E_{i}=\frac{3 \pi c^{2} \Gamma}{2 \omega_{0}^{3}} I \sum_{j(\neq i)} \frac{c_{i j}^{2}}{\Delta_{i j}} . \tag{2.11}
\end{equation*}
$$

This Stark shift is inhomogeneous for laser beams, where it is strongest at light-intensity maxima. For $\Delta E<0$ this means a reduction in energy inside a local intensity maximum, i.e. a conservative trap. With all other factors being positive, this happens for $\Delta_{i j}<0$, i.e. when the laser is red detuned relative to the nearest/strongest transitions. The trap depth $U_{\text {dip }}$ is thus the energy shift $\Delta E$ for the light-intensity at the trap centre.

So far, the possibility for atoms to scatter a photon from the beam was neglected. Such an event destroys any coherence present in the system and thus has to have a low probability during the experiment time. The scattering rate $\Gamma_{\mathrm{sc}}$ can be given as:

$$
\begin{equation*}
\Gamma_{\mathrm{sc}, i}=\frac{3 \pi c^{2} \Gamma^{2}}{2 \hbar \omega_{0}^{3}} I \sum_{j(\neq i)} \frac{c_{i j}^{2}}{\Delta_{i j}^{2}} . \tag{2.12}
\end{equation*}
$$

Simplifying to a single transition line, the scattering rate $\Gamma_{\mathrm{sc}}$ is proportional to the trap depth $U_{\text {dip }}$ :

$$
\begin{equation*}
\hbar \Gamma_{\mathrm{sc}}=\frac{\Gamma}{\Delta} U_{\mathrm{dip}} \tag{2.13}
\end{equation*}
$$

For low scattering rates at a given trap depth, the detuning $\Delta$ has to be increased. To keep the trap depth constant, this means increasing the light intensity $I$ also.

### 2.2.2. Optical Lattice

The artificial crystal used throughout this work is formed by a dipole potential. Red detuned laser light at a wavelength of $\lambda \approx 830 \mathrm{~nm}$ traps the atoms in maxima of the light intensity. So the light-field intensity needs to be shaped in a regular 3D pattern of intensity maxima. To this end, interference of different laser beams at the position of the atom cloud is used. Such optical lattices have been widely used before for diffracting atoms [48-50]; cooling [51-55], Bragg spectroscopy [56] and superlattices [57] were studied. The lattice-setup used here is introduced in ref. [58].

To keep the atoms from distributing over too large a distance, the lattice is superimposed with an additional trap. This trap is generated by a dipole laser beam focused at the position of the atom cloud. Perpendicular to the beam axis, this creates a Gaussian intensity profile. For small excursions from the trap centre this is a near harmonic trap. Along the beam axis, the trapping frequency is too low, though: atoms could spread out many $100 \mu \mathrm{~m}$. To close the trap in this direction, a second (and later a third) perpendicular laser beam is focussed onto the atom cloud.
If one of these laser beams is now collimated after passing through the atom cloud and retro-reflected on a mirror, the intensity and thus the trapdepth at the trap centre is doubled. But now a standing wave forms, with its first node at the surface of the retro-reflecting mirror. The interference pattern extends back to the atom cloud, producing an intensity modulation with a distance of $\lambda / 2$ between intensity maxima. The potential profile along such a beam is shown in fig. 2.6 on the following page.

A 2D or 3D lattice is formed by also retro-reflecting the other laser beams. The standing waves intersect and lattice sites are where all standing waves have an intensity maximum. Consider the oblate traps of one standing wave as parallel planes. Then two perpendicular groups of planes intersecting with each other form an array of cigar-shaped traps


Figure 2.6.: Potential of a 3D dipole lattice. Shown is the potential depths along one axis as a function of position. The additional confinement overlapping the lattice structure is created by the two other lattice beams. This effect is exaggerated by reducing the beam waist to $20 \mu \mathrm{~min}$ the plot.
in a regular 2D lattice. A third group of parallel planes divides these 2D lattice sites into spherical symmetric traps arranged in a 3D lattice.

The lattice beams are generated by lasers on a separate optical table. On that table, the beams for each of the three axes pass through an AcustoOptical Modulator (AOM) that acts as a variable attenuator. Then optical single-mode fibres are used to transmit the light to the experiment and also to clean the laser-mode to a Gaussian $\mathrm{TEM}_{00}$ mode.

Acoustic noise can modulate the refractive index of the fibre and there are also drifts in the fibre coupling alignment and in the laser output intensity. These fluctuations of the lattice beam intensity can lead to an unwanted parametric heating. To suppress fluctuations, the intensity is measured at the fibre output coupler and an active regulation stabilizes the intensity to the desired value using the AOM.

The setup on the experiment table is shown in fig. 2.7 on the next page. The telescope ( $\mathbf{a}, \mathbf{b}$ ) is used to change the beam diameter on lens (d). This lens focuses the lattice beam onto the atoms and with the telescope the waist-size can be selected. We use a beam waist of $\approx 100 \mu \mathrm{~m}$ at the position of the BEC (waist as the radius of the $1 / e^{2}$ intensity drop-off). While the beam is collimated, the polarisation is cleaned by a polarizing beam splitter (c), which can also be used to superimpose additional beams for
the detection imaging onto the lattice beam. The detection light thus has a different linear polarisation than the lattice light. A mirror (e) is used to direct the focus of the lattice beam onto the position of the BEC (f) in the magnetic trap. The beam is collimated after the vacuum chamber with lens (g). The polarizing beam splitter (h) separates lattice and imaging light. The mirror (i) reflects the lattice beam back into the same mode, so the path of the light is reversed. The imaging light passes through $(\mathbf{h})$ and the lens ( $\mathbf{j}$ ) images the BEC position onto the camera ( $\mathbf{k}$ ).

The lattice depth is usually measured in units of the recoil energy ( $m$ is the mass of the atom):

$$
E_{\mathrm{R}}=\frac{\hbar^{2} k^{2}}{2 m}
$$

With our setup it is possible to produce lattices of up to $45 \mathrm{E}_{\mathrm{R}}$ in all three axes.


Figure 2.7.: Schematic of the optical setup for a lattice axis. For a description of the labels, see the text.

### 2.2.3. Wannier Functions

There are two prominent wave function descriptions for atoms in a lattice potential. In solid state physics, such systems are often described in terms of Bloch functions (see e.g. [59]). These wave functions are not localised to a lattice site but are infinitely large while having the same periodicity as the lattice potential. The Bloch wave function $\phi_{q}^{(n)}$ can be written as

$$
\begin{equation*}
\phi_{q}^{(n)}=e^{i \frac{q}{\hbar}} u_{q}^{(n)}(x) . \tag{2.14}
\end{equation*}
$$

Here $q$ is the quasi momentum in the first Brillouin zone and $n$ denotes the $n^{\text {th }}$ Bloch band. The function $u_{q}^{(n)}(x)$ keeps the periodicity of the lattice potential. The Schrödinger equation for the periodic part of the Bloch function becomes

$$
\begin{equation*}
\underbrace{\hat{H}_{\mathrm{B}}}_{\frac{1}{2 m}(\hat{p}+q)^{2}+V(x)} u_{q}^{(n)}(x)=E_{q}^{(n)}(x) u_{q}^{(n)}(x) . \tag{2.15}
\end{equation*}
$$

And the potential can be written as

$$
\begin{equation*}
V(x)=-V_{0} \cos ^{2}(k x)=-\frac{1}{4} V_{0}\left(e^{+i 2 k x}+e^{-i 2 k x}-2\right), \tag{2.16}
\end{equation*}
$$

which is a cosine with amplitude $V_{0}$ and minimum 0 .
If $u_{q}^{(n)}(x)$ is developed as a discrete Fourier sum

$$
\begin{equation*}
u_{q}^{(n)}(x)=\sum_{l} c_{l}^{(n, q)} e^{i z l k x} \tag{2.17}
\end{equation*}
$$

and $\hat{p} u_{q}^{(n)}(x) \rightarrow 2 \hbar k l \times u_{q}^{(n)}(x)$ is used to translate the momentum operator in the Fourier sum, then (2.15) can be rewritten as:

$$
\begin{equation*}
\sum_{l} \sum_{l^{\prime}} H_{l, l} c_{l}^{(n, q)} e^{i 2 l k x}=\sum_{l} E_{q}^{(n)}(x) c_{l}^{(n, q)} e^{i 2 l k x} \tag{2.18}
\end{equation*}
$$

with the Hamilton operator in matrix form:

$$
H_{l, l^{\prime}}= \begin{cases}\left(2 l+\frac{q}{\hbar k}\right)^{2} E_{\mathrm{R}}+\frac{1}{2} V_{0} & \text { if } l=l^{\prime},  \tag{2.19}\\ -\frac{1}{4} V_{0} & \text { if }\left|l-l^{\prime}\right|=1, \\ 0 & \text { else. }\end{cases}
$$

This form of the Schrödinger equation is solvable if the Hamiltonian is truncated for large $l$ : By requiring a solution for all $x$ the sum over $l$ can
be removed together with the $x$-dependant exponential. The remainder is an eigenvector problem $\boldsymbol{H} \boldsymbol{c}^{(n, q)}=E_{q}^{(n)} \boldsymbol{c}^{(n, q)}$. As the components $c_{l}^{(n, q)}$ become very small for large $l$, for the ground state a truncation of $-5 \leq$ $l \leq+5$ is sufficient for many applications. The Bloch function $\phi_{q}^{(n)}$ can be calculated from these resulting eigenvectors. The eigenvalues $E_{q}^{(n)}$ as a function of the quasi-momentum $q$ are shown in fig. 2.8.

The Bloch states described above are delocalised over the complete lattice. For the description of storing atoms in a single lattice site they are not well suited, though. For that purpose, the Wannier states $w_{n}\left(x-x_{i}\right)$ are better suited [60]. They are a superposition of Bloch states and describe atoms stored in a single lattice site at position $x_{i}$ :

$$
\begin{equation*}
w_{n} \propto \sum_{q} e^{-i \frac{q x_{i}}{\hbar}} \phi_{q}^{(n)}(x) \tag{2.20}
\end{equation*}
$$

Especially in strong lattices Wannier functions resemble Gaussian functions. But where Gaussian functions become continuously smaller for larger distances to the trap-centre, Wannier functions have small sidelobes at the position of neighbouring lattice sites (see fig. 2.9 on the next page). This difference becomes crucial in the calculation of the overlap between atoms stored in neighbouring lattice sites. The probability for an atom to tunnel from one lattice site to the next is connected to this overlap (see eq. (2.22)).

$\qquad$

Figure 2.8.: Bloch bands for different lattice strengths. The first 4 bands are plotted for energies of $0 \mathrm{E}_{\mathrm{R}}, 6 \mathrm{E}_{\mathrm{R}}, 12 \mathrm{E}_{\mathrm{R}}$ and $18 \mathrm{E}_{\mathrm{R}}$.


Figure 2.9.: Wannier functions compared to Gaussian functions. The position axis is scaled in units of the lattice spacing. (a) For low lattice depths, the Wannier and Gauss functions differ significantly. (b) with increasing lattice depths, the difference diminishes.

### 2.2.4. State Diagnosis in the Optical Lattice

As the lattice spacing is only $\approx 415 \mathrm{~nm}$, resolving individual lattice sites is not possible with our imaging wavelength of $\lambda=780 \mathrm{~nm}$. Instead, a TOF expansion as for the BEC is used. The Fourier-Transformation during the TOF is identical to the operation that generates the reciprocal lattice in solid state physics. There a simple cubic lattice in real space is connected to a different simple cubic lattice in momentum space.

Let us for this chapter assume that each lattice site contains a small BEC with an initially common phase (for details, see section 2.3.1). Then during the TOF each lattice site is the source of a coherent matter wave, that interferes constructively at the position of reciprocal lattice sites. Phasedifferences between neighbouring lattice sites are equivalent to a quasimomentum in the reciprocal lattice. This quasi-momentum can be seen in absorption images as fig. 2.10 on the facing page, where the system undergoes Bloch-oscillations in a tilted lattice.

The width of the reciprocal lattice peaks also contains important information: as in light-interference from a grating, the more coherent sources interfere with each other, the narrower the interference pattern is. We use this to detect relative changes in the coherence of the system in the MI
experiments of section 2.3.2.
It is also possible to detect the population of higher bands than the ground state. Consider the illustration in fig. 2.11 on the next page: the first three images show the bands of the the lattice potential for different lattice depths. For a vanishing lattice, the quasi-momentum is mapped onto different points of the free particle parabola, dependant on the band the particle was stored in. As the TOF corresponds to a transformation from momentum-space to real space, the momenta of particles from different bands end up in different regions in the absorption image. In solid state physics, these regions are called Brillouin zones.

Experimentally, the mapping is done by switching off the lattice potential adiabatically with respect to the trapping frequency but slowly compared to the tunnelling time [58]. This leaves the atoms in higher bands enough time to map their quasi-momentum onto real momentum, but the system is not returning into the BEC, the new groundstate of the system without a lattice.


Figure 2.10.: Bloch oscillations in a one-dimensional lattice. The images are taken after a TOF of 15 ms , with the gradient causing a phase $\phi$ between nearest neighbours of: (a) $\phi=0$ and (b) $\phi=\pi$.


Figure 2.11.: Transition from Bloch bands to Brillouin zones. Shown are the first three bands of the lattice and their evolution to lower lattice-depths. When the lattice vanishes, the quasi-momentum becomes a real space momentum, depending on the former trap level of the particle (colour-coded).

### 2.3. The Mott-Insulator Phase

In the previous chapter, the optical lattice was introduced as the potential our ${ }^{87} \mathrm{Rb}$ atoms are stored in. Now we want to discuss the ground state of cold bosons in this system: how do atoms distribute in the potential wells? We want to create a situation, were at each lattice position there is one atom. This state, the Mott-Insulator (MI) is introduced here.

### 2.3.1. The Bose-Hubbard Hamiltonian

In solid state physics, electrons in a regular crystal are described by the Hubbard Hamiltonian. There has been a huge amount of theoretical work invested in understanding this Hamiltonian [61], as it describes conduction in regular metals. While the Hubbard Hamiltonian applies only to fermionic particles, its pendant for bosonic particles, the Bose-Hubbard Hamiltonian [62], has been under scrutiny also. In 1998, it was pointed out [7] that an optical lattice filled with cold atoms can be described by the Bose-Hubbard Hamiltonian. The potential is a lattice of potential wells,
numbered with indices $i$ or $j$ :

$$
\begin{equation*}
\hat{H}=\underbrace{-J \sum_{\langle i, j\rangle}^{\hat{a}_{i}^{+}} \hat{a}_{j}}_{\text {Kinetic }}+\sum_{i} \epsilon_{i} \hat{n}_{i}+\underbrace{U \frac{1}{2} \sum_{i} \hat{n}_{i}\left(\hat{n}_{i}-1\right)}_{\text {Interaction }} \tag{2.21}
\end{equation*}
$$

The kinetic term describes the tunnelling process between neighbouring lattice sites. The sum runs over nearest neighbours only, the creation operator $\hat{a}_{i}^{\dagger}$ and the annihilation operator $\hat{a}_{i}$ create or destroy a particle at lattice site $i$. The tunnel matrix element $J$ is:

$$
\begin{equation*}
J=-\int w_{0}^{\dagger}\left(\boldsymbol{x}-\boldsymbol{x}_{\boldsymbol{i}}\right)\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{lat}}(\boldsymbol{x})\right) w_{0}\left(\boldsymbol{x}-\boldsymbol{x}_{\boldsymbol{i}}\right) \mathrm{d}^{3} x, \tag{2.22}
\end{equation*}
$$

where $w_{0}(\boldsymbol{x})$ is the spatial wave function (a Wannier function, see section 2.2.3), $h$ is Planks constant, $m$ is the bosons mass and $V_{\text {lat }}$ is the lattice potential.

The second term in (2.21) is the potential energy at the centre of each lattice site. The finite beam waist of each lattice beam forms an additional trap, as can be seen in fig. 2.6 on page 26. Since the atom cloud in our system only occupies the central lattice sites ( $<50$ in each direction), this effect is negligible (the additional confinement is exaggerated in the figure): $\epsilon_{i} \approx 0$. This term will be neglected for the rest of this discussion.

The interaction term of (2.21) accounts for the collisional energy represented by having $\hat{n} \equiv \hat{a}^{+} \hat{a}$ atoms in a common lattice site. The interaction energy $U$ is based on S-wave scattering with scattering length $a$. For $a>0$, repulsive ( $a<0$, attractive) interaction, putting another atom into a lattice site already occupied by one atom costs (yields) the energy $U$ :

$$
\begin{equation*}
U=\frac{4 \pi \hbar^{2}}{m} a \int|w(x)|^{4} \mathrm{~d}^{3} x . \tag{2.23}
\end{equation*}
$$

The (simplified) Bose-Hubbard Hamiltonian features a balance of two different energies, the tunnelling matrix element $J$ and the interaction energy $U$. Depending on which of the two dominates the Hamiltonian, the system will have two very different ground states, the Superfluid (SF) ( $J \gg U$ ) and the Mott-Insulator $(\mathrm{MI})(J \ll U)$. The transition from one to the other happens at a critical ratio $(U / J)_{c}$ (here: $6 \times 5.8$ [62-65], also: 1D, $\langle\hat{n}\rangle=1: 3.84$ [66]), at which the system will undergo a quantum phase transition from one state to the other [67].

## The Superfluid

For $J \gg U$ the system is dominated by tunnelling, interaction is negligible. This leads to a situation where the state of each of the $N$ atoms is spread out over all $M$ lattice sites:

$$
\begin{equation*}
|\Psi\rangle \propto\left(\sum_{i=0}^{M} \hat{a}_{i}^{\dagger}\right)^{N}|0\rangle \tag{2.24}
\end{equation*}
$$

After factoring out and observing only one lattice site, this state can be approximated as a coherent state [68,69]. This is the quantum mechanical description for classical or semi-classical oscillators. A coherent state $|\alpha\rangle$ is defined by its macroscopic amplitude $\alpha \equiv\langle\hat{a}\rangle$. It can be written as:

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle . \tag{2.25}
\end{equation*}
$$

A coherent state is thus composed of atom number states $|n\rangle$ following a Poissonian number distribution. While the atom number at a lattice site is not well determined, the state is an eigenstate of the annihilation operator, and thus its macroscopic phase $\arg (\langle\hat{a}\rangle)$ is well defined and can be measured compared to a standard phase [70]. It is this macroscopic phase that allows the wave functions from different lattice sites to interfere with each other during a TOF sequence.

## The Mott Insulator

If $J \ll U$ the system is dominated by interactions, tunnelling is negligible. In this case, each of the $N$ atoms is localized to one of the $M$ lattice sites:

$$
\begin{equation*}
|\Psi\rangle \propto \prod_{i=0}^{M}\left(\hat{a}_{i}^{\dagger}\right)^{N / M}|0\rangle \tag{2.26}
\end{equation*}
$$

This is a single atom number state or Fock state, the atom number is well defined. There is no defined macroscopic phase, as $\langle\hat{a}\rangle=0$. Without a macroscopic phase, the TOF will not lead to a multiple matter-wave interference pattern, but it will just show the incoherent sum of all Gaussian wave packets.

### 2.3.2. Realization in our Experiment

In section 2.2.2 the basic setup of the optical lattice was shown. A few additions need to be made, though: A 3D lattice in which three 1D lattices are overlapped without any further precautions cannot be stable. If the polarisations of two such lattice beams match partially, this gives rise to interference between beams from different axes, which creates a superstructure on top of the simple lattice potential. In the extreme case of identical polarisation, every second potential well in the lattice is missing. The result of a configuration with partial interference for a Superfluid (SF) lattice is shown in fig. 2.12.

The obvious solution, to use mutually perpendicular polarisations on all three laser beams reduces this effect strongly, but not perfectly. The polarisation of the lattice beams is not defined to better than 1:1000 due to imperfect polarization cubes. The remaining interference between different axis is enough to change the phase of the wave functions of adjacent lattice wells and to create undesirable fluctuations.

To overcome this residual unwanted interference, the laser beams for


Figure 2.12.: Results of interference between different lattice axes. The two lasers that form this 2D lattice interfere with each other and this modulates the depths of the lattice sites. (a) Here the modulation is small, showing the interference of a simple-cubic lattice. The distance $2 \hbar k$ to the first interference peak is marked in the picture. (b) The interference caused every second lattice site do be weaker then its neighbours in this picture. The result is that the system behaves as if it was a tilted lattice with a larger lattice constant, so the reciprocal lattice becomes narrower. The lattice depth was $12 \mathrm{E}_{\mathrm{R}}$ and the images are taken after a TOF of 12 ms .
different axes have different optical frequencies with a difference $\delta f>$ 20 MHz . The interference structures therefore oscillate much faster than the trapping frequency $\delta f \gg \omega_{\text {trap }}$. For the atoms the interference is therefore time-averaged and only the simple lattice remains.

The lattice is loaded with a Mott Insulator by increasing the beam intensity on all three axes in a 80 ms exponential ramp with a 20 ms timescale [71]. Images taken after loading into lattices of different depths are shown in fig. 2.13. During the loading process, the system starts from a superfluid BEC in a single trap and then becomes distributed over the 3D lattice. For a SF, the TOF shows the reciprocal lattice in a matter-wave interference pattern. The smaller the interference peaks, the larger the coherence length over the lattice. For lattice depths above $U_{\text {lat }} \approx 13 \mathrm{E}_{\mathrm{R}}$, the system undergoes the phase transition to the MI state. The lattice sites are filled with Fock states now that have no defined phase any more. Opposed to the Superfluid, in this phase the atom number is certain and the phase is undefined. Without a fixed phase relation, the matter waves of different lattice sites can not interfere constructively. Any two lattice sites will have a different interference pattern and the average over all shows only the Gaussian envelope distribution.

Both the Superfluid and the Mott-Insulator are ground states for their respective lattice strengths. The ramp-time given above should allow for


Figure 2.13.: Mott insulator being formed. The atom cloud is shown from the BEC (a), over the stage of superfluid lattices (b)-(e) up to the phase-space transition (f) into the MottInsulator (g)-(h). The absorption images are taken after a TOF of 15 ms . The lattice depth for the images is: (a) $0 \mathrm{E}_{\mathrm{R}}$, (b) $3 \mathrm{E}_{\mathrm{R}}$, (c) $7 \mathrm{E}_{\mathrm{R}}$, (d) $10 \mathrm{E}_{\mathrm{R}}$, (e) $13 \mathrm{E}_{\mathrm{R}}$, (f) $14 \mathrm{E}_{\mathrm{R}}$, (g) $16 \mathrm{E}_{\mathrm{R}}$, (h) $20 \mathrm{E}_{\mathrm{R}}$.
an adiabatic transition from one to the other. So it has to be possible to drive the phase transition in both directions: by lowering the lattice strength slow enough from the MI regime, the system should evolve into the Superfluid phase. This experiment can also be used to distinguish the creation of a Mott-Insulator from a dephased or excited sample: Both show the same behaviour after a simple TOF expansion from the deep lattice, but only the MI is a ground state and can be transferred back to the SF phase. In the experiment, the lattice is ramped as shown in fig. 2.14. The ramp-down time is varied to measure the formation time of the new ground state. The TOF is done from a lattice depth of $9 \mathrm{E}_{\mathrm{R}}$.

The more lattice sites are populated with a coherent state and take part in an interference, the narrower the interference peak will be. Therefore, the width of the central peak in the reciprocal lattice is taken as a measure for coherence. The results together with the widths from an intentionally dephased control experiment are shown in fig. 2.15 on the following page. While a SF forms for the MI, the intentionally dephased samples do not show any signs of a superfluid interference pattern. So the SF is not formed after recondensation from an excited state.

### 2.4. Coherence of Collisions

Cold collisions are, for bosons, S-wave collisions described by the collision length $a$. All other partial waves have a non-vanishing angular


Figure 2.14.: Lattice-ramp used for reverting the Mott phasetransition. The lattice-depth (shown in $\mathrm{E}_{\mathrm{R}}$ )is varied over time: In the first 80 ms , the Mott Insulator is created and given 20 ms to stabilize. Then in a variable time $t$, the lattice is ramped down to a low depth after which the trap is switched off and after a TOF the momentum distribution of the atom cloud is measured.


Figure 2.15.: Reappearance of phase-coherence after a phasetransition from a Mott insulator. The graph shows the width of the central interference peak versus the ramp down time $t$ of the lattice. The more lattice sites are coherently adding to the interference, the smaller the interference pattern is. The filled circles correspond to an initial BEC that was transferred into the MI state and from there back into a superfluid. The solid line is a fit using a double exponential decay ( $\tau=0.94 \mathrm{~ms}$ and $\tau=10 \mathrm{~ms}$ ). For the empty circles, the phase of the initial SF was scrambled before reaching the MI state. The images show example interference pattern for $t=0.1 \mathrm{~ms}, 4 \mathrm{~ms}, 14 \mathrm{~ms}$.
momentum. It requires more energy to bring two atoms together during the collision, if there is a centrifugal barrier to overcome (see e.g. [72,73]). The S-wave collision is described as a phase shift of the two-particle wave function. As there is only this operation on the wave function, a series of many collisions can be described by just one phase evolution, proportional to the interaction time or number of occurred collisions. For ultracold bosons, two-body collisions do not lead to decoherence or losses, but are coherent.

In BECs, collisions are described by the mean field interaction. The granular atomic collisions are a much better description in the few atom regime of one lattice site. One difference of this granular description of interaction opposed to mean field interaction is the collapse and revival of the macroscopic matter-wave-state [74-80] that is driven by atomic collisions.

A harmonic trap is prepared with a coherent atomic state, i.e. a BEC is loaded into a shallow 3D lattice. The coherent state (2.25) is a superposition of Fock states. The eigenenergy of a Fock state is given by the collisional energy of its constituting atoms, $E_{n}=\frac{1}{2} U n(n-1)$. Here $U$ is the collisional energy of a single atom-pair in the trap, see (2.23). As the coherent state is a superposition of states with different eigenenergies, it features a time-evolution:

$$
\begin{equation*}
|\alpha\rangle(t)=e^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}} e^{-i \frac{1}{2} U n(n-1) t / \hbar}|n\rangle \tag{2.27}
\end{equation*}
$$

The individual terms in the sum will evolve apart with increasing time, as all the exponentials run at a different frequency $\propto n(n-1)$. The state therefore evolves away from a coherent state, which can be seen e.g. by performing a phase-measuring interference experiment on the state. If the state is not coherent, it has no defined phase and repeated measuring would give an average of $\langle\hat{a}\rangle \rightarrow 0$. The case of a coherent state as shown in (2.27) evolving over time is shown in fig. 2.16 on the next page, where the overlap of $\langle\beta \mid \alpha(t)\rangle$ is plotted. The state $|\beta\rangle \equiv|A, \varphi\rangle$ is a coherent state with the amplitude $A$ and phase $\varphi$. During the time-evolution, the initially coherent state is smeared out to a ring in the phase diagram, with a defined amplitude, but uncertain phase. At the time of the collapse, the state has evolved into a superposition of two coherent states $180^{\circ}$ out of phase. The average phase $\langle\hat{a}\rangle$ is nearly zero.

Later on, the original state is recovered at the revival time $t_{\text {rev }} \equiv h / U$. The argument to the time-dependant exponential in (2.27) shows, why: for $t=t_{\text {rev }}$, it becomes $-i 2 \pi\left(\frac{1}{2} n(n-1)\right)$, so the exponential vanishes for
integer $n$. If $n$ were continuous like in the Jaynes-Cummings model for an atom in a resonator, the revival would be only partial, as the exponential only vanishes for $t=0$.
In the experiment [12], a coherent state is prepared in each of the latticesites and then tunnelling between sites is suppressed by ramping up the lattice (see fig. 2.17 on the facing page). The difference to creating a MI phase is the time scale for going from the shallow to the deep lattice. While in the experiment described in section 2.3.2 the ramp is slow to allow an adiabatic phase transition, the ramp is much faster here so that the system has no time to evolve to the new ground state. The atomnumber distribution in each lattice site is still Poissonian as for the SF. The ramp time has to be fast compared to the tunnelling time, but still slow compared to the trapping frequency in each lattice site. Otherwise, excitations from the trap ground state into higher trap states would occur.

The system is allowed to evolve for a variable time $t$, after which all potentials are switched off and the atom cloud expands freely. The interference pattern characteristic for the SF forms for $t=0$, because each


Figure 2.16.: Evolution of a coherent state. The overlap of the coherent state $|\alpha(t)\rangle$ with a test-state $|\beta\rangle$ is shown in a phase space plot. The images show the time-evolution for the times (a) $t=0 t_{\text {rev }}$, (b) $0.1 t_{\text {rev }}$, (c) $0.4 t_{\text {rev }}$, (d) $0.5 t_{\text {rev }}$, (e) $0.6 t_{\text {rev }}$, (f) $0.9 t_{\text {rev }},(\mathbf{g}) 1 t_{\text {rev }}$. The individual terms in the sum in (2.25) evolve with different speed and the state is smeared out in the process (a-c). At the time of maximum collapse, $|\alpha\rangle$ behaves as a cat-state of two coherent states with exactly opposite phase (d). The evolution of $|\alpha\rangle$ then brings all constituents of it together again (e-g).


Figure 2.17.: Experimental ramp for the collapse and revival. Shown is the lattice depth in $E_{R}$ versus time. After a superfluid lattice is loaded, the well height is increased fast and the system evolves with no tunnelling for a variable time $t$. After that, the trap is switched off and an absorption image is taken after a TOF.
lattice site is superfluid, i.e. each lattice site contains a coherent state. The interference pattern is therefore used to measure the number of atoms in a coherent state $N_{\text {coh }}$.
The coherent fraction of the total atom number $N_{\text {coh }} / N_{\text {tot }}$ is plotted versus time in fig. 2.18 on the next page. While the system is initially superfluid, the $|\alpha\rangle$ state in each lattice site collapses in its time evolution. At $\frac{1}{2} t_{\text {rev }}$ the interference is minimal, showing no remaining coherent state in the system. After that the superfluid state revives to nearly the initial coherence. The system undergoes the collapse and revival cycle five times, before no interference structure can be seen in the images any more.

The interference pattern in the graph is reduced for each cycle. There are several reasons for this:

- The jump, that isolates the individual lattice sites from each other, also causes a compression of the lattice sites. As the atoms cannot redistribute to accommodate, this results in a non-flat chemical potential. This causes a slow broadening of the interference peaks, that introduces errors with our measuring technique of the atom number of the coherent state.
- The density in the lattice sites near the trap centre is slightly larger than for sites near the border of the trap. The collisional energy $U$ is dependant on the density and therefore the revival time $t_{\text {rev }}$ is different across the lattice.

The phase-evolution of the individual Fock states $|n\rangle$ depends on the


Figure 2.18.: Collapse and revival of a macroscopic matter wave. The fraction of atoms in the interference pattern is plotted over evolution time $t$. Shown are also example images images of the first cycle and one showing the degradation of the interference later on.
interaction energy $U$, which is itself dependant on the spatial wave function $w_{0}(\boldsymbol{x})$. Increasing the lattice-depth compresses the spatial wave function of each lattice site and therefore finally accelerates the phase evolution of the individual Fock states. A measurement, where the lattice depth of the plateau in fig. 2.17 on page 41 is changed and the revival time is measured, is shown in fig. 2.19. As $t_{\mathrm{rev}} \propto 1 / U$, not the revival time but the revival frequency is plotted.
In the publication [81] (see also page 97), there is also a discussion about the effects of squeezing of the coherent state on the collapse time. As in the next chapter the properties of squeezed states are not needed, this part is skipped here and the interested reader is referred to the publication.


Figure 2.19.: Revival frequency as a function of lattice depth. The points and the red curve are the measured data together with a linear fit. The black curves mark an a priori range of expected results.

## 3. Quantum Gates in Spin-Dependant Lattices

Like normal computers, quantum computers work with an inner representation of the data. In a quantum computer the basic representation of information are quantum mechanical states like spins ('qubits'). The computation gates between different elements are linear in each of their input states, i.e. if one of the inputs of a gate is a superposition state, then the output is the superposition of the results of each of the inputs. Apart from applications in simulating quantum-mechanical systems, there exist also algorithms for other problems that cannot be solved polynomially with a classical computer, but they can with a quantum computer [82].
For building a quantum computer, one cannot simply take a classical computer design, replace the information carrier by a quantum mechanical state and call it a quantum computer. Things that go without saying in classical computing have proven to be quite difficult to realize in quantum computers. Optical lattices have been proposed as a means to realize quantum computers [83-86]. The motivation for this proposal becomes apparent if one takes a look a the list of requirements [87] on a system for it to be usable for quantum computing:

1. A scalable physical system with well characterized qubits
2. The ability to initialize the state of the qubits to a single basis state, such as $|000 \ldots\rangle$
3. Long relevant coherence times, much longer than the gate operation time
4. A "universal" set of quantum gates
5. A qubit-specific measurement capability (i.e. single qubit detection)

Of these the Mott-Insulator (MI), i.e. a regular lattice of ultracold atoms, already fulfils two: The system consists of multi-level atoms where two easily addressable states can be selected to represent the qubit. The number of atoms scales as the volume of the system. In fact, this setup is the
largest collection of isolated qubits realised experimentally, apart from solid state systems. And the system is already initialized to a single state, after loading the lattice with atoms.

Only two points in the list are not yet solved: the coherence time is at the moment on the order of few gate times. There are suggestions on how to use decoherence-free sub-states to improve on this [88]. And individual addressing of qubits is not implemented in our apparatus, though at least a destructive measurement of individual sites should be possible with field gradients and better imaging optics. For a $\mathrm{CO}_{2}$ lattice this is even possible without a field gradient [89]. Even with the current state of the system, a quantum simulator along the original ideas of Feynman seems feasible (see also chapter 4).

In this chapter, a quantum gate in the lattice is presented that together with the one-particle spin-rotations forms a set of universal quantum gates. The gate is based on a technique to controllably shift and delocalise atoms in the lattice. Several characterisation experiments show the quality of this delocalisation-operation. Based on that, an experimental sequence using the quantum gates is presented, that builds up entanglement in the lattice. The process can entangle a large number of qubits in parallel, limited only by the quality and dimensions of the occupied lattice sites. But first, a short introduction to quantum information processing:

### 3.1. Classical vs. Quantum Information

In 'classical' computing, a bit is the smallest unit of information, having only the two states 0 and 1 . Information is encoded by forming binary numbers of arbitrary length, usually multiples of 8 bit. Calculations with this basis are implemented on algorithmic computers, that work on few of these numbers at a time, building up the result of a calculation in small, discrete steps. This makes the system so very versatile and reproducible.

Quantum physical problems on the other hand often are not confined to single basis states, but any superposition of basis states is possible. Hence, a problem with $n$ spin $-\frac{1}{2}$ particles generally needs to be described in a vector-space of size $2^{n}$. Here each of the possible configurations for the individual spins is a separate base-vector. For example, a $2 \times \operatorname{spin} \frac{1}{2}$ system could look like:

$$
\begin{gathered}
|\downarrow\rangle|\uparrow\rangle \equiv|0\rangle|1\rangle:\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right) \\
\frac{1}{\sqrt{2}}(|0\rangle|1\rangle+|1\rangle|0\rangle): \frac{1}{\sqrt{2}}\left(\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right) .
\end{gathered}
$$

Even for a small number of spins, a problem containing entanglement or superposition of states can only be computed using simplifying approximations. Here, the qubit is a much more natural unit of information. A qubit can be any superposition state of $|0\rangle$ and $|1\rangle$ and any quantum mechanical spin- $\frac{1}{2}$ system can represent a qubit. The concept of a qubit helps generalize algorithms and results for different realisations of the quantum information.
This same superposition principle can also be used to solve mathematical problems very efficiently: given a $n$-qubit operation, initialize each input-qubit in a superposition of $|0\rangle$ and $|1\rangle$. Expanding the input state, one finds that it is a superposition of all $2^{n}$ possible bit-combinations. When the operation is then run, it produces in just one run a superposition of all possible outputs. Applying an appropriate filter to this output, e.g. projection on a certain sub-space, speeds up the numerical inversion of a mathematical operation immensely. Generally, many operations, that require an exhaustive search on classical computers to solve, are good candidates for implementation on a classical computer.

### 3.2. Optical Lattices as a Basis for Quantum Information

In our system of a MI stored in an optical lattice, each qubit is represented by one atom. For atoms, the dominant interaction is collisions. To suppress uncontrolled collisions, the atoms are held isolated from each other in different sites of the optical lattice. In the MI, the deep lattice suppresses tunnelling, hence the qubit cannot move or delocalise. The lattice is detuned from the atomic resonance to suppress incoherent scattering of lattice photons. This allows for a mean trap lifetime of few hundred mil-
liseconds to a few seconds, depending on the exact detuning and strength of the lattice laser beams.

Another strong point of using a MI for the basic preparation of our system of isolated single atoms is the initial absence of vacancies in the lattice, as would be present in a loading from a dilute gas. There, the density would have to be reduced, until the probability of two atoms occupying the same lattice site is small. This would on the other hand cause a lot of vacancies.

### 3.2.1. Spin-Dependant Lattices

In order to perform any operations on the trapped qubits, the corresponding qubits have to be brought into interaction. In a system with individually addressable atoms, a light-induced interaction could have been used. There the qubit is transferred from one atom to a photon and this photon then interacts with a second atom via a High-Q cavity. Apart from the facts, that the probability for loosing the photon and with it the qubit is quite large, this process does not scale to higher qubit-numbers. There has also been spin-dependant tunnelling observed [90].

Instead, the atoms are physically shifted from one lattice site to another, to interact with the atom in that trap. This technique was proposed by Dieter Jaksch et al. [9]. In the centre of the optical lattice, each lattice site is filled with exactly one atom, initialized by the creation of a MI. The atoms each carry a qubit encoded by the population in two of the magnetic sub-levels of the atomic groundstate. These states are chosen such that they interact differently with lattice-light of different circular polarisations. We call the optical lattice-axis that the shift happens along the $x$-axis or shifting-axis.

Consider the fine-structure of a ${ }^{87} \mathrm{Rb}$-atom in fig. 3.1 on the facing page. The lattice-laser is detuned between the D1- and D2-line of the atom, so that the lattice is attractive with respect to the D2-line, but repulsive with respect to the D1-line. For circular polarised light, there are two possible transitions for each of the ground-states. One of those ends with the atom in $m_{\mathrm{j}}^{\prime}=\mp \frac{1}{2}$ for $m_{\mathrm{j}}= \pm \frac{1}{2}$. The optical dipole trap caused by these transitions is the sum of a blue- and a red-detuned dipole trap, and for the right detuning, for ${ }^{87} \mathrm{Rb}$ at 785 nm , these cancel out leaving no trap. The other transition goes to $m_{j}^{\prime}= \pm \frac{3}{2}$ where a red-detuned lattice is formed, as there is no D1-line state to provide a blue-detuned 'compensation'-lattice.

The wavelength at which the blue and red components of the dipoletrap cancel can be calculated using (2.11). Here the transition-coefficients


Figure 3.1.: The ${ }^{87} \mathrm{Rb}$ Finestructure for the D1 and D2 lines with $\sigma^{ \pm}$light of the $x$-lattice. Only the solid transitions provide a dipole force, for the dashed ones the contribution from the D1 line cancels out the contribution from the D2 line.
$c_{i j}$ can be expressed in terms of $3 j$ symbols, with a renaming of the states $i \rightarrow \mathrm{j}=\frac{1}{2}, m_{\mathrm{j}}= \pm \frac{1}{2}$ and $j \rightarrow \mathrm{j}^{\prime}, m_{\mathrm{j}}^{\prime}$ (please note the difference between $j$ and j):

$$
c_{\mathrm{j}, m_{\mathrm{j}} \mathrm{j}^{\prime}, m_{\mathrm{j}}^{\prime}}=(-1)^{-\mathrm{j}+1-m_{\mathrm{j}}^{\prime}} \sqrt{2 \mathrm{j}^{\prime}+1}\left(\begin{array}{ccc}
\mathrm{j} & 1 & \mathrm{j}^{\prime}  \tag{3.1}\\
m_{\mathrm{j}} & q & -m_{\mathrm{j}}^{\prime}
\end{array}\right) .
$$

Here $q$ is the polarisation of the incident light: $q= \pm 1$ for $\sigma^{ \pm}$circular polarized light, $q=0$ for linear polarized light. When $m_{\mathrm{j}}^{\prime}=m_{\mathrm{j}}+q$ is fixed, the sum in (2.11) is over $\mathfrak{j}=\frac{1}{2}, \frac{3}{2}$ only. The resulting expression for $\Delta E$ is set to zero and solved for the wavelength. Due to symmetry arguments, $\Delta E_{\mathrm{j}, m_{\mathrm{j}}}(q)=\Delta E_{\mathrm{j},-m_{\mathrm{j}}}(-q)$. Figure 3.2 on the next page shows the potential as a function of wavelength $\lambda$.

For an atom with only Fine-structure splitting, two circular polarized lattices form the spin-dependent lattice described above. In ${ }^{87} \mathrm{Rb}$ with its nuclear spin $I=\frac{3}{2}$, the atoms show Hyperfine-structure splitting. Each state in this new basis $|f\rangle$ can be written as the sum of the Finestructure basis states $|j\rangle$, using the respective Clebsch-Gordan coefficients


Figure 3.2.: Dipole potential as a function of wavelength. The potential depth for the $\left|\mathrm{j}=\frac{1}{2}, m_{\mathrm{j}}=+\frac{1}{2}\right\rangle$ state is shown in arbitrary units, the red curve is for $\sigma^{-}$polarized light, the green dashed curve for $\sigma^{+}$polarization. The resonances for ${ }^{87} \mathrm{Rb}$ are at 780 nm , where both polarisations create an attractive potential and 795 nm that is not affecting a $\sigma^{-}$dipole trap but where a $\sigma^{+}$dipole trap becomes repulsive. At 785.09 nm the $\sigma^{+}$dipole trap vanishes.


$$
\begin{align*}
\left|\mathrm{F}=2, m_{\mathrm{F}}=-2\right\rangle= & 1\left|j=\frac{1}{2}, m_{\mathrm{j}}=-\frac{1}{2}\right\rangle  \tag{3.2a}\\
\left|\mathrm{F}=1, m_{\mathrm{F}}=-1\right\rangle= & \frac{1}{4}\left|j=\frac{1}{2}, m_{\mathrm{j}}=-\frac{1}{2}\right\rangle \\
& +\frac{3}{4}\left|j=\frac{1}{2}, m_{\mathrm{j}}=+\frac{1}{2}\right\rangle \tag{3.2b}
\end{align*}
$$

While the extremal state $|1\rangle \equiv\left|\mathrm{F}=2, m_{\mathrm{F}}=-2\right\rangle$ consists only of one Fine-structure state which is only acted upon by $\sigma^{-}$-light, the $|0\rangle \equiv \mid \mathrm{F}=$ $\left.1, m_{\mathrm{F}}=-1\right\rangle$ state contains both Fine-structure states, and thus lattices of both polarisations trap it. The potential created by $\sigma^{+}$-polarized light is dominant, though, and the two states do experience different lattices.

The two lattices of $\sigma^{+}$and $\sigma^{-}$polarized light can be decomposed into two linear polarized beams. A linear polarized beam is the superposi-
tion of two $\sigma$-polarized beams, the linear polarisation-axis defined by the phase between the two polarisations. The angle of the linear polarisation thus controls the separation between the $\sigma^{ \pm}$lattices. In our setup, the angle is controlled by an Electro-Optical Modulator (EOM), that works together with a fixed $\lambda / 4$ wave-plate to shift the two $\sigma$-polarized lattices with respect to each other. The optical setup is detailed in section 3.2.2 and a theoretical description of the potential can be found in appendix A.1.

When initially the lattices coincide and an atom of either $|0\rangle$ or $|1\rangle$ state is stored in a lattice site, shifting the lattices with respect to each other drags the trapped atom along. But if the atom is in a superposition of the two states, then it is either in state $|0\rangle$ trapped in the $\sigma^{+}$-lattice or in state $|1\rangle$ in the $\sigma^{-}$-lattice. Shifting the lattices apart then delocalises the atom over the two separate lattices.

### 3.2.2. Optics

The optical setup of a normal lattice axis that does not allow a spindependant shifting has been shown in fig. 2.7 on page 27 . There the lattice light is superimposed with the imaging light using polarising beam splitter cubes. In the spin-dependant lattice with the polarisation of one lattice beam freely rotatable a polarising beam splitter cannot be used, though. During the use of the spin-dependant lattice, no camera is available on this axis.
Figure 3.3 on the next page shows the optical setup of the shifting axis starting from the experiment chamber (a). The lattice light is focussed onto the atom cloud and lens (b) is used to collimate the beam again. After the EOM setup the retro-reflecting mirror ( $\mathbf{f}, \mathbf{g}$ ) creates the backreflection and thus the standing wave. The additional lens (f) is needed to compensate for the beginning divergence of the laser beam after it was last collimated by (b).
The elements (c),(d) and (e) are used to turn the polarisation of the reflected beam. The wave plate (c) is oriented with one of its axes along the polarisation axis of the incident beam, thus not changing its polarisation (yet). After that follows an EOM (e) with the two axes oriented under $45^{\circ}$ with respect to the incident beam. The EOM needs to be turned to adjust this angle. For a more stable setup, not the EOM but the polarisation of the beam is rotated using the $\lambda / 2$-wave plate (d). In the EOM, decompose the incident polarisation into the $\pm 45^{\circ}$-basis, giving two new beams with rotated polarisations. Then the phase between these two is varied using

(a)
(b) (c)
(d)
(e)


Figure 3.3.: Schematic of the setup for the shifting lattice axis. For a description of the labels, see the text. The inset below the schematic shows the polarisations of the lin-angle-lin lattice at the position of the atom cloud.
the applied voltage. After the reflection on the mirror, the phase-shift is repeated in the EOM, doubling the phase difference. When the laser hits the $\lambda / 4$-wave plate (c), it is comprised of two linear polarized beams with a variable phase between them. The wave plate transforms this into two $\sigma$-polarized beams with a relative phase given by the EOM phase shift. It is this same phase that is also present in the interference pattern of the two lattices. In a way the optical path length in the EOM directly controls the shifting of the two lattices. Another way to describe this lattice configuration is to rewrite the reflected beam into a linear beam tilted by a variable angle $\beta$ with respect to the incident beam (hence the name 'lin-angle-lin' lattice). This lin-angle-lin configuration is then converted back into its circular constituents when considering the effect on the atoms.

### 3.2.3. Single-Particle Operations on a Qubit

As described above, the two base states of a qubit are represented in our ${ }^{87}$ Rb-atoms by

$$
\begin{align*}
|0\rangle & \equiv\left|\mathrm{F}=1, m_{\mathrm{F}}=-1\right\rangle  \tag{3.3a}\\
|1\rangle & \equiv\left|\mathrm{F}=2, m_{\mathrm{F}}=-2\right\rangle . \tag{3.3b}
\end{align*}
$$

The MI state is initially prepared with all atoms in the $|0\rangle$ state. The $|1\rangle$ state is populated in our experiment with a microwave pulse of variable length and phase. The microwave frequency is $\approx 6.8 \mathrm{GHz}$. The Rabioscillation [91] driven by the microwave transforms the initial state $|0\rangle$ in a time $t$ to

$$
\begin{equation*}
|\psi(t)\rangle=\cos \left(\Omega_{\mathrm{R}} t\right)|0\rangle+\sin \left(\Omega_{\mathrm{R}} t\right)|1\rangle . \tag{3.4}
\end{equation*}
$$

Pulses are conveniently named after the angle $\Omega_{\mathrm{R}} t$, most common are $\pi / 2$ - and $\pi$-pulses. While a $\pi / 2$-pulse prepares (starting from $|0\rangle$ ) the superposition state $(|0\rangle+|1\rangle) / \sqrt{2}$, a $\pi$-pulse exchanges the states $|0\rangle$ and $|1\rangle$.

For this to work reliably, the Rabi-frequency $\Omega_{\mathrm{R}}$ needs to be constant at different positions of the trap and for different runs of the experiment. This means, that the sample has to be brought into a homogeneous, well known magnetic field. The sensitivity of the transition-frequency to magnetic field fluctuations can be read from the level scheme (fig. 3.4) to be

$$
\begin{equation*}
\left(\left(g_{\mathrm{F}} m_{\mathrm{F}}\right)_{\text {final }}-\left(g_{\mathrm{F}} m_{\mathrm{F}}\right)_{\text {initial }}\right) \mu_{\mathrm{B}}=-\frac{3}{2} \mu_{\mathrm{B}} \approx-2.1 \frac{\mathrm{MHz}}{\text { Gauss }} . \tag{3.5}
\end{equation*}
$$

As a rough estimate, for a coherence time of $100 \mu \mathrm{~s}$, the magnetic field should fluctuate less than $2 /\left(3 \mu_{\mathrm{B}} 100 \mu \mathrm{~s}\right) \approx 5 \mathrm{mG}$.
To fulfil these requirements, the atoms are not stored in a magnetic trap, as the inhomogeneity of the magnetic field would reduce the coherence time. The only trap the atoms are held in is the optical lattice potential. On the other hand a non-zero magnetic field is required to define the quantization axis of the setup. To control fluctuations of the magnetic field, an active stabilization was chosen, that continuously measures the magnetic


Figure 3.4.: The ${ }^{87} \mathrm{Rb}$ ground state showing the microwave coupling. The $g_{\mathrm{F}}$ factors for $\mathrm{F}=2$ and $\mathrm{F}=1$ are also marked in the sketch.
field at a point close to the atom cloud and drives compensation coils accordingly. The magnetic field component in the shifting axis ( $x$-axis) is actively stabilized to a constant field of 1 G . The other field components are manually tuned to zero field. The magnetic field fluctuations can be reduced by the active stabilisation from $\approx 10 \mathrm{mG}$ to $\approx 1.7 \mathrm{mG}$ over several runs of the experiment. The short term stability is even better than this.

The field instability results in an uncertainty of the transition frequency of $\delta f \approx 3.4 \mathrm{kHz}$ or a coherence time on the order of $300 \mu \mathrm{~s}$. As the short term stability is high compared to this, a spin-echo sequence [92] should lead to much longer coherence times. In a spin-echo sequence a constant detuning from resonance, be it due to stray magnetic fields or spatial inhomogeneity, can be compensated for. After the system has been subjected to the unknown detuning, the superposition of the $|0\rangle$ and $|1\rangle$ states have picked up an unwanted phase. In the spin-echo sequence, the two states are exchanged with a $\pi$-pulse after half of the total evolution time. The picked up phase acquires a negative sign in the process. In the second half of the evolution time, the same phase is picked up and cancels with the first phase.

The initial calculation of the expected transition-frequency at a given magnetic field is done using the Breit-Rabi formula:

$$
\begin{equation*}
\mathrm{E}=-\left(\frac{h v_{\mathrm{hfs}}}{2(2 I+1)}\right)+g_{\mathrm{I}} h \mu_{\mathrm{B}} m_{\mathrm{F}} B \pm \frac{h v_{\mathrm{hfs}}}{2} \sqrt{1+\frac{4 m_{\mathrm{F}} x(B)}{2 I+1}+x(B)^{2}} \tag{3.6}
\end{equation*}
$$

where $I$ is the nuclear spin, $v_{\mathrm{hfs}}$ is the hyperfine-splitting frequency. For shorthand, $x(B)=\frac{\left(g_{1}-g_{1}\right) \mu_{\mathrm{B}}}{v_{\mathrm{hs}}} B$ and $B$ is the magnetic field applied to the atoms. For $\mathrm{F}=1$, the $\pm$ is a minus, for $\mathrm{F}=2$, it is a plus. The transition frequency is then the difference of the energy of the final state and that of the initial state. The magnetic field dependence of the ${ }^{87} \mathrm{Rb}$ ground states is shown in fig. C. 2 on page 110. Please note that if $\left|\frac{4 m_{\mathrm{F}}}{2 I+1}\right|=2$, then the radicand becomes a binomial formula. The square root acts as an absolute value operation, the sign of which is wrong for half of the values. So if in plots of extremal states there is a kink in the line, this is an artefact that has to be removed.

Naturally, the magnetic field is initially not well enough known to give more than an educated guess for the frequency of the transition. A search using frequency-sweeps with decreasing span has to be used to locate a resonance frequency. From that, the exact magnetic field and also the frequencies of all other transitions can be computed.

Once the resonance frequency is determined, the Rabi-frequency and the dephasing time can be measured. Figure 3.5 shows an exemplary Rabi oscillation, where the number of atoms on one state is measured relative to the total atom number. From a damped sine fitted to the data a $\pi$-pulse time of $t_{\pi}=13 \mu \mathrm{~s}$ and a dephasing time $\mathrm{T}_{\phi} \approx 1.6 \mathrm{~ms}$ are extracted.
With this information, an interferometer-type Ramsey sequence can be run. Here each qubit is first brought into a superposition of $|0\rangle$ and $|1\rangle$ with a $\pi / 2$-pulse. Then the state is allowed to evolve a certain time $t_{\text {hold }}$ and finally a second $\pi / 2$-pulse reads out the phase $\phi$ picked up during the evolution. For this purpose, the microwave-phase $\alpha$ of the last $\pi / 2-$ pulse can be changed. Figure 3.6(a) on the next page shows the measured result in the inset: one period of a sinusoidal function. The visibility of this so called Ramsey-Fringe is fitted and the result for different hold times is plotted in the main part of fig. 3.6(a).
The coherence time of less than $300 \mu$ s is certainly not enough for the quantum gate experiments. The dephasing time $\mathrm{T}_{\phi} \approx 1.6 \mathrm{~ms}$ for the rabi oscillation is longer, suggesting that the continuous spin-echo effect in a rabi oscillation cancels some of the decoherence effects. Figure 3.6(b) on the following page shows another Ramsey-experiment, where a spinecho $\pi$-pulse was added. One clearly sees the effect of using a spin-echo sequence: the visibility is around $50 \%$ after 3 ms , increasing the coherence time by an order of magnitude.


Figure 3.5.: Rabi oscillation measurement. A resonant microwave pulse of length $t_{\text {pulse }}$ (as shown in the illustration) transfers the shown fraction of the atoms into the $|1\rangle$ state. The fit is a damped sine with a period of $26 \mu \mathrm{~s}$ and a dampening time of 1.6 ms .


Figure 3.6.: Ramsey sequences demonstrating the effect of spinecho. The microwave pulses illustrated on the right hand side form a Ramsey interferometer sequence and the phase $\alpha$ of the last $\pi / 2$-pulse is varied. The Ramsey-fringe is recorded for different hold times $t_{\text {hold }}$ (see the insets) and the visibility obtained by fitting to a sine-function is plotted in the main graphs. (a) Without spin-echo, the coherence vanishes in less than $300 \mu \mathrm{~s}$. (b) With a spin-echo pulse the coherence is still around $50 \%$ at $t_{\text {hold }}=3 \mathrm{~ms}$.

### 3.3. Controlled Qubit-Delocalization over Variable Distances

Up until now, the shifting and delocalisation in the lattice has been studied for next neighbours only. Also, some advanced issues with moving atoms in a lattice have been neglected: the trap-configuration during the shift should be identical for both atomic states. Otherwise an additional, unwanted phase is picked up by the qubits that has to be compensated (if that is even possible). Also there may be no excitation to trap levels other than the groundstate. This would change the interaction term $U$ from (2.23) and the time-evolution of two qubits in contact would not be a single phase-evolution. This chapter describes in detail the characterisation experiments for the shifting process and shows delocalisation over a distance of up to 6 lattice sites.

### 3.3.1. Trap Depths

For states that couple exclusively to either of the $\sigma^{ \pm}$latices, the trap depth stays constant for any configuration of the minima of the lattice potentials. But in section 3.2.1 it is shown that the $|0\rangle$ state is sensitive to a sum of $\sigma^{+}$and $\sigma^{-}$lattice. If these lattices are moved relative to each other, the potential depth is reduced (see fig. 3.7 on the next page):

$$
\begin{equation*}
\mathrm{U}_{0}(x, \beta) \propto \frac{1}{4} \cos (k x-\beta / 2)+\frac{3}{4} \cos (k x+\beta / 2) . \tag{3.7}
\end{equation*}
$$

The lattice-depth for $|0\rangle$ is reduced during the shifting process by a factor of $1 / 2$. The trapping frequency $f$ relates to the potential depth $U$ as $U \propto f^{2}$. So the trapping frequency gets reduced by a factor of $1 / \sqrt{2}$. This can been measured by preparing the system in either spin-state and then partially shifting the lattices by changing the voltage on the EOM. Then the trap position is modulated around this point with a test frequency and the excitation of the system is measured as the population in higher Brillouin zones (see section 2.2.4). The excitation is maximal for a modulation with the trap-frequency of this atomic state at this point in the shifting sequence. The graph of the trap depth for both spin states is shown in fig. 3.8 on page 59 .
This effect can be reduced by changing the relative intensities of $\sigma^{+}$and $\sigma^{-}$lattices during the shifting process. This modifies (3.7) with a power-


Figure 3.7.: Reduction of the lattice depths during the shifting operation. Shown is the lattice configuration for the $|0\rangle$ atomic state. The $\sigma^{-}$lattice (red) acts only on the Fine structure state $\left|j=\frac{1}{2}, m_{j}=-\frac{1}{2}\right\rangle$ and the $\sigma^{+}$lattice (green) acts only on the $\mid j=$ $\left.\frac{1}{2}, m_{j}=+\frac{1}{2}\right\rangle$ state. The resulting potential for the Hyperfine structure state $|0\rangle$ is shown in blue.
distribution factor $p$ :

$$
\begin{equation*}
\mathrm{U}_{0}(x, \beta) \propto \frac{1-p}{4} \cos (k x-\beta / 2)+\frac{3 p}{4} \cos (k x+\beta / 2) . \tag{3.8}
\end{equation*}
$$

If the strength of the $\sigma^{+}$lattice is increased during the shifting process ( $p>\frac{1}{2}$ ), then the reduction in the potential depth $\mathrm{U}_{0}$ can be compensated. On the other hand, this means a reduction in the $\sigma^{-}$lattice intensity and thus a reduced potential $U_{1}$. A trade-off has to be found, where the potentials for both spin states changes common mode. This should minimize the excitation into higher bands due to the shift in a lattice of reduced strength.

The redistribution of light between the two lattices is done by turning the EOM out of its exact alignment with respect to the incident polarisation. This results in a variable power distribution dependant on the shifting position: $p(\beta)$. While for $\beta=0$ the power is equally distributed $p=\frac{1}{2}$, the power asymmetry is maximal for the middle of the shifting cycle (for details, see appendix A.1).

Another issue are traps of unequal groundstate energies: if the two spin states are stored at different energies, they acquire a different phase shift.


Figure 3.8.: Measured trap frequencies for both atomic states during shifting. The position of the lattice sites in the shifting process are expressed as the angle $\beta$ in the lin-angle-lin lattice, $\beta=0^{\circ}$ and $\beta=180^{\circ}$ are the start and stop points of a lattice shift. The graph was taken for an EOM aligned exactly with the incoming light polarisation.

This phase would not be very stable, as it is dependant on minute details of the shifting operation. Compared to the phase-stability in the microwave pulse preparation, this is not well controlled and could therefore limit coherence times. To prevent this, the bottom of the traps for $|0\rangle$ and $|1\rangle$ have to always be at the same height. This also can be done by changing the power distribution between the two lattices. A plot (fig. 3.9 on page 61) shows though, that one cannot optimize both for identical trap depths and ground state energy at the same time. As we do later experiments in a spin-echo type experiment, it was decided not to try to cancel the phase evolution but instead minimize excitations. The spin-echo technique then removes most, if not all, of the phase picked up due to the unequal trap energies.

From fig. 3.8, the point of minimal lattice depths during the shifting can be determined. Then the EOM is rotated to different settings and the minimal trap frequency is measured (see fig. 3.10 on page 61). Note that in the experiment, the $\lambda / 2$-plate (d) in fig. 3.3 on page 52 is turned, not the

EOM itself. This causes a factor of two in the angles (i.e. an EOM-angle of $7.6^{\circ}$ means the $\lambda / 2$-plate was rotated by $3.8^{\circ}$. This measured angle of $7.6^{\circ}$ for balanced trap frequencies agrees well with the calculation shown in fig. 3.9 on the next page.

### 3.3.2. Adiabaticity

To detect if the shifting process creates excitations into higher trap states, the population of the different trap levels needs to be measured. For that, the individual trap levels are mapped onto different Brillouin zones at the beginning of the Time-of-Flight (TOF). In short, a more adiabatic switch off of the lattice causes different Bloch states with quasi-momentum $q$ to be mapped onto different free particle momenta (see fig. 2.11 on page 32 ). The ramp-down process needs to be fast compared to the tunnelling time, to prevent the simple deloading of the lattice into a single Bose-EinsteinCondensate (BEC). The chosen ramp-down time for these experiments is $500 \mu \mathrm{~s}$. In the TOF images, the excited atoms lie outside of the first Brillouin zone and a simple atom-counting yields the excitation probability. This can then be compared to the ab initio calculation from appendix A.2.

The experiment starts with a Mott-Insulator. The trapping frequency of the shifting $x$-lattice is set to $\omega_{x}=2 \pi \times 45 \mathrm{kHz}$. Depending on the investigated atomic state, a microwave $\pi$-pulse brings all atoms from state $|0\rangle$ to state $|1\rangle$. The control voltage of the EOM is then linearly increased in a time $\tau$ until the atomic state has been moved one lattice site further (by a distance of $\lambda / 4$ ). There is no interaction between neighbouring atoms, as they have not been delocalised in the process. Either all atoms move $\lambda / 4$ to the left (no $\pi$-pulse) or all move to the right (with $\pi$-pulse). After that, the lattice is adiabatically switched off and an image is taken after 14 ms TOF. The relative number of excited atoms is measured versus $\tau$.

In fig. 3.11 on page 62 the excitation probability for both states is plotted together with sample absorption images, for some of the data points. The dashed lines in the images correspond to the border of the first Brillouin zone. Te shift to the nearest neighbour can be done in $<10 \mu \mathrm{~s}$, limited by the bandwidth of the EOM high voltage amplifier. For fast shifts of up to $25 \mu \mathrm{~s}$, the system is excited quite strongly. Both atomic states behave nearly identically for different shift speeds. For shift times of $40 \mu \mathrm{~s}$ or more the excitation becomes minimal. Following experiments are therefore done with shift speeds of $50 \mu \mathrm{~s}$ and the technical limitation is not relevant.


Figure 3.9.: Comparison of trap depth and ground state for a titled EOM. The graph shows the relative difference $(f(|0\rangle)-$ $f(|1\rangle)) /(f(|0\rangle)+f(|1\rangle))$ for $f=$ "trap depth" (black) and $f=$ "bottom of the trap" (red) versus the tilting angle of the EOM.


Figure 3.10.: Optimization of the EOM angle. Shown is the measured trap frequency as a function of the EOM rotation for $|\mathrm{F}=0\rangle$ (filled) and for $|\mathrm{F}=1\rangle$ (hollow circles). The graph shows the (virtual) angle of the EOM, not the angle of the $\lambda / 2$ plate that was really used to turn the polarisation.


Figure 3.11.: Relative atom number excited from the ground state after a shift of $\lambda / 4$ in a time $\tau$. The hollow (filled) circles represent atoms in state $|0\rangle(|1\rangle)$. The images shown correspond to the indicated $|1\rangle$ data points.

### 3.3.3. Controlling the Phase-Shift

During the delocalisation process, each atomic state can pick up a kinetic phase. In order to do useful experiments on the system, the acquired phase has to be constant for all atoms independent of their position in the trap and it has to be constant for different realizations of the same experiment.

In order to test this, an atom interferometer is used (see 3.12 on the facing page). The system is prepared in a MI state with one atom per lattice site in state $|0\rangle$. Then a $\frac{\pi}{2}$-pulse brings each atom into a superposition of $|0\rangle$ and $|1\rangle$. The lattice is shifted then, delocalising each atom over two lattice sites. A second $\frac{\pi}{2}$-pulse puts each of the delocalised parts of an atom into a superposition of $|0\rangle$ and $|1\rangle$, this way erasing the information stored in the state of the atom if it is in the left or right lattice site. After that the lattice is switched off and the atom is allowed to expand. As in a double slit interference experiment, the expansion from two separate coherent sources creates an interference pattern. The difference to

Youngs experiment is that here a matter wave of one atom interferes with itself. The interference pattern formed in free flight is finally imaged onto a Charge Coupled Device (CCD) camera.

This type of interferometer in principle produces the same information as a trapped atom interferometer, the effects of TOF time and microwavephase $\alpha$ can be found in appendix A.3. A phase is fitted to the interference fringe and the stability of this phase is observed over multiple runs of the experiment. Also, the question is examined, how well the interference phase can be controlled by tuning the interferometer.

The data taken by the imaging, relative atom number and interference fringe, is always the average over all atoms in the cloud. But the interference itself is a single particle interference. So if a well modulated interfer-


Figure 3.12.: "Double-slit" free flight atom interferometer. The atom is brought into a superposition state, delocalised and then the which-way-information is erased. After switching off the trapping potential, the the wave function of the atom expands and creates an interference pattern in free flight.
ence fringe is visible, this means that the single particle phase shifts during the interferometer sequence were identical. Or expressed differently, the shifting in the interferometer-sequence does not destroy the coherence of a composite state.

Figure 3.13 shows a few example interference fringes in the insets. The fitted phase $\phi$ is plotted vs. the $\pi / 2$-pulse phase $\alpha$. The expected linear dependence $\phi(\alpha)$ is well fulfilled. This means that not only is the phase between different realizations constant, this constant phase can also be compensated by applying the last microwave pulse with a selected phase.


Figure 3.13.: Stability and controllability of the double slit interference pattern. The phase $\alpha$ of the last microwave-pulse of a free-flight interferometer is varied and the pattern for state $|1\rangle$ is observed (see insets). To these a phase is fitted and plotted in the graph.

### 3.3.4. Delocalisation over Large Distances

Delocalising over nearest neighbours means rotating the lattice polarisation $\alpha$ by $180^{\circ}$. Delocalising further could be done by simply increasing the rotation angle. But that is limited by the maximum control voltage that can be applied to the EOM. Instead, another technique is used here:
consider the spin-echo technique introduced in section 3.2.3. After delocalising over a distance of one lattice site, a $\pi$-pulse is used to exchange the states $|0\rangle \leftrightarrow|1\rangle$. For example, a $|1\rangle$ state moves to the right in the first shift operation and is changed into a $|0\rangle$ state by the $\pi$-pulse (phases neglected here). Then the EOM control voltage is ramped back to the initial value, but the changed states mean that the atom is delocalised further instead of brought together. Another $\pi$-pulse may then again exchange the states and the delocalisation process may continue. In this step-wise delocalisation, each stroke only moves each of the wave functions by $\lambda / 4=1 / 2$ site spacing. Figure 3.14 on the following page shows an example for a delocalisation over three lattice sites.
During the $\pi$-pulse, the wave functions of different atoms share a common lattice site. The combined state of the atoms could therefore pick up a collisional phase which is the central part of the gate-sequence shown in section 3.4.4. Here that would be undesired, as we want to demonstrate large delocalisations, not quantum gates (in this section). To suppress collisions, the lattice along the third axis (perpendicular to the imaging plane), is partially reduced after creating the Mott Insulator. This reduces the density inside a lattice site and thus the collision rate.
Figure 3.15 on page 67 contains state selective images taken after a free flight interference sequence (see section 3.3.3). All images show the typical double slit interference pattern with the stripes getting denser for larger delocalisation of the individual atoms. The quality of the double slit interference signal $f$ is measured as the visibility

$$
\begin{equation*}
\text { visibility }(f)=\frac{\max (f)-\min (f)}{\max (f)+\min (f)} \tag{3.9}
\end{equation*}
$$

In this experiment, the visibility is up to $60 \%$ for a delocalisation over adjacent lattice sites, and decreases for larger separations. Possible reasons for this decrease include a slight tilt of the pancake-shaped 3D interference structure relative to the imaging axis and a finite camera resolution: one pixel corresponds to $\approx 4.5 \mu \mathrm{~m}$ and the expected fringe spacing (see appendix A.3) for the last image of fig. 3.15 is already $27 \mu \mathrm{~m}$.

### 3.4. Phase-Gate Experiments

In the previous sections, operations on stored atoms with microwavepulses and the shifting technique for atoms stored in a lattice were shown. Delocalisation and atom interferometers were introduced, but always the


Figure 3.14.: Experimental sequence for delocalising an atom over a distance of three lattice sites. The different colours represent the different states of the atom, the boxes represent microwave pulses for manipulating the atom states.


Figure 3.15.: Double slit interference for different delocalisations. The sample was separated over a distance of 1-6 lattice sites (images (a)-(f)) in a time of $50 \mu \mathrm{~s}$. The images are taken of the $|1\rangle$ state after a TOF of 14 ms .
atom-atom interaction was removed from the experiment by reducing the density in the lattice sites. This section now focuses on the effect of atom-atom interaction in the interferometer-sequences. There are two different types of atom interferometers that were already discussed in this chapter: the Ramsey-type atom-interferometer and the Free-flight atominterferometer. Results from both are shown here.

### 3.4.1. A Phase-Gate in the Spin-Dependant Lattice

The operation of a phase-gate in the described spin-dependent lattice is straight-forward considering the elementary actions possible. In the following, an example system of two atoms is subjected to the gate operation. The state of the system after each step is given. See also fig. 3.16 on page 69 for a graphical representation, with the following steps marked in the graph.

1. Start from a system with one atom stored in each lattice site.

$$
|0\rangle_{j}|0\rangle_{j+1}
$$

2. Create a superposition of $|0\rangle$ and $|1\rangle$ using a $\pi / 2$ microwave pulse.

$$
\frac{1}{2}\left(|0\rangle_{j}|0\rangle_{j+1}+i|0\rangle_{j}|1\rangle_{j+1}+i|1\rangle_{j}|0\rangle_{j+1}-|1\rangle_{j}|1\rangle_{j+1}\right)
$$

3. Shift the two lattices for $|0\rangle$ and $|1\rangle$ in opposite directions by half a lattice spacing. The atom is delocalised between two neighbouring sites in the process.

$$
\frac{1}{2}\left(|0\rangle_{j}|0\rangle_{j+1}+i|0\rangle_{j}|1\rangle_{j+2}+i|1\rangle_{j+1}|0\rangle_{j+1}-|1\rangle_{j+1}|1\rangle_{j+2}\right)
$$

4. Wait for the state of two atoms in one combined trap to accumulate the desired collisional phase shift $\varphi$.

$$
\frac{1}{2}\left(|0\rangle_{j}|0\rangle_{j+1}+i|0\rangle_{j}|1\rangle_{j+2}+i e^{i \varphi}|1\rangle_{j+1}|0\rangle_{j+1}-|1\rangle_{j+1}|1\rangle_{j+2}\right)
$$

5. Recombine the two state-dependent traps, that contain each atom. The atoms/qubits are localized to a single trap after that.

$$
\frac{1}{2}\left(|0\rangle_{j}|0\rangle_{j+1}+i|0\rangle_{j}|1\rangle_{j+1}+i e^{i \varphi}|1\rangle_{j}|0\rangle_{j+1}-|1\rangle_{j}|1\rangle_{j+1}\right)
$$

6. Erase the 'Which-Way information' with a second $\pi / 2$-pulse. Without that, the information 'went left' or 'went right' during the shifting could be read from the state of an atom. For doing a Ramseyexperiment, the phase of this pulse can be shifted by an arbitrary phase $\alpha$.

$$
\begin{align*}
& \frac{1}{4}\left\{\left(1-e^{i \alpha}+e^{2 i \alpha}-e^{-i(\varphi-\alpha)}\right)|0\rangle_{j}|0\rangle_{j+1}\right. \\
& \quad+i\left(e^{-i \alpha}-e^{i \alpha}-e^{-i \varphi}+1\right)|0\rangle_{j}|1\rangle_{j+1} \\
& \quad+i\left(e^{-i \alpha}-e^{i \alpha}+e^{-i \varphi}-1\right)|1\rangle_{j}|0\rangle_{j+1} \\
& \left.-\left(1+e^{-i \alpha}+e^{-2 i \alpha}+e^{-i(\varphi+\alpha)}\right)|1\rangle_{j}|1\rangle_{j+1}\right\} \tag{3.10}
\end{align*}
$$

After that, measure the result of the gate sequence in a TOF imaging. The gate-sequence is that of a Ramsey-experiment. The distinguishing point that makes this a quantum gate, is that the phase picked up between the $\pi / 2$-pulses is a function of more than one atom. The Ramseyinterferometer is a trapped-atom interferometer, where each of the atoms is split into two paths, spatially separated for a certain time and recombined later. The $\pi / 2$-pulses act as beam-splitters and the shiftable lattice keeps the atoms trapped at all times.


Figure 3.16.: A general gate operation between two neighbouring atoms. The position of the atomic states in the lattice is shown horizontally, while the time extends from the bottom to the top of the illustration. The states $|0\rangle(|1\rangle)$ are encoded in the colours blue (red). Rectangular boxes mark a microwave $\pi / 2$ pulse and the oval box marks the collision that picks up a collisional phase $\phi$. The circled numbers correspond to the text on page 67

To illustrate the entanglement in (3.10), we consider the special case $\alpha=0$. Then (3.10) can be rewritten as

$$
\begin{align*}
& \frac{1+e^{-i \varphi}}{2} \overbrace{i^{2}|1\rangle_{j}|1\rangle_{j+1}}^{\text {Product state }} \\
& +\frac{1-e^{-i \varphi}}{2} \underbrace{\frac{1}{2}\left\{\left(|0\rangle_{j}-i|1\rangle_{j}\right)|0\rangle_{j+1}+i\left(|0\rangle_{j}+i|1\rangle_{j}\right)|1\rangle_{j+1}\right\}}_{\text {Bell state }}, \tag{3.11}
\end{align*}
$$

showing an oscillation between a product state and a Bell state. From (3.10) the probability to measure the atoms in state $|1\rangle$ is given by

$$
\begin{equation*}
P_{|1\rangle}=\frac{1}{4}(\cos (\alpha) \cos (\varphi)+\cos (\alpha)+2) . \tag{3.12}
\end{equation*}
$$

This shows a sinusoidal modulation of the relative atom number under rotation of $\alpha$. The amplitude of the interference fringe for this trapped atom interferometer is maximal for the product state and vanishes for the entangled state. It can be shown that this is still true for more than two neighbouring atoms. While a direct measurement of entanglement between individual qubits is not realized in our experiment, an indirect measurement can be done: if the reduction in contrast of the trapped atom interferometer is observed, then the only conceivable explanation is the creation of entanglement in the system.

### 3.4.2. Cluster states

In the previous section, the case of two interacting neighbours was discussed. But one of the advantages of this system of quantum gates in an optical lattice is its inherent parallelism: the operation is applied to all neighbouring atoms, not only to pairs [9,11].

Repeating the steps described above for three atoms and concentrating only on the entangled state ( $\varphi=\pi, \alpha=0$ ), the above gate sequence produces the state

$$
\begin{align*}
|0\rangle_{j}|0\rangle_{j+1}|0\rangle_{j+2} \xrightarrow[\text { sequence }]{\text { gate }} & \frac{1}{2 \sqrt{2}}\left\{\left(|0\rangle_{j}-i|1\rangle_{j}\right)|0\rangle_{j+1}\left(|0\rangle_{j+2}+i|1\rangle_{j+2}\right)\right. \\
& \left.-i\left(|0\rangle_{j}+i|1\rangle_{j}\right)|1\rangle_{j+1}\left(|0\rangle_{j+2}-i|1\rangle_{j+2}\right)\right\}, \tag{3.13}
\end{align*}
$$

which is a Greenberger-Horne-Zeilinger (GHZ) state [10]. We will call the result of applying the gate operation to $n$ neighbouring atoms $\left|\phi_{n}\right\rangle$. The GHZ state in (3.13) can be written more compact by omitting the index for the lattice site and by only only specifying the state up to a local unitary (indicated by the $=_{1 . \text { u. }}$ sign) operation:

$$
\begin{equation*}
\left|\phi_{3}\right\rangle={ }_{\text {1.u. }} \frac{1}{\sqrt{2}}(|0\rangle|0\rangle|0\rangle+|1\rangle|1\rangle|1\rangle) \tag{3.14}
\end{equation*}
$$

While $\left|\phi_{2}\right\rangle$ and $\left|\phi_{3}\right\rangle$ are both (generalised) GHZ states, i.e. they can both be written as a superposition of all atoms in state $|0\rangle$ and all atoms in state $|1\rangle$, the result for 4 atoms is not:

$$
\begin{align*}
\left|\phi_{4}\right\rangle={ }_{\text {l.u. }} & \frac{1}{2}(|0\rangle|0\rangle|0\rangle|0\rangle+|0\rangle|0\rangle|1\rangle|1\rangle \\
& +|1\rangle|1\rangle|0\rangle|0\rangle-|1\rangle|1\rangle|1\rangle|1\rangle) . \tag{3.15}
\end{align*}
$$

For all $n>3$, the $\left|\phi_{n}\right\rangle$, which are called "cluster states" [11], are different from GHZ states. The cluster state for general $n$ can be written as a concatenation of states and the z-spin operator $\hat{\sigma}_{z}^{(j)}$ for lattice site $j$ :

$$
\begin{equation*}
\left|\phi_{n}\right\rangle=\frac{1}{\sqrt{2^{n}}} \bigotimes_{j=1}^{n}\left(|0\rangle_{j} \hat{\sigma}_{z}^{(j+1)}+|1\rangle_{j}\right) \tag{3.16}
\end{equation*}
$$

Here the convention $\hat{\sigma}_{z}^{(n)}=1$ is used to not leave an unevaluated operator in the final term. In the evaluation, this would produce

$$
\begin{aligned}
\left(|0\rangle_{n-1} \hat{\sigma}_{z}^{(n)}+|1\rangle_{n-1}\right) \otimes & \left(|0\rangle_{n}+|1\rangle_{n}\right) \\
& =|0\rangle_{n-1}\left(|0\rangle_{n}-|1\rangle_{n}\right)+|1\rangle_{n-1}\left(|0\rangle_{n}+|1\rangle_{n}\right)
\end{aligned}
$$

There has yet to be devised a commonly agreed upon measure for entanglement. It is therefore not straightforward to compare the cluster state to other entangled states, e.g. the generalized GHZ state. Reference [11] proposes two properties of entangled states and uses them to compare cluster states and GHZ states:

Maximum connectedness A $n$-particle state is maximally connected, if any pair of its constituents can be brought into a pure Bell state by local measurements on the other particles. Both the GHZ state and the cluster state have this property.

Persistency A measure of how difficult it is to completely disentangle a $n$-particle state. For the GHZ state a single local measurement projects the whole state into a product state. But it takes at least $\lfloor n / 2\rfloor$ measurements, to completely destroy all entanglement of a cluster state. In that sense, the cluster state is more robust that the GHZ state.

For further applications of cluster states in quantum information processing see chapter 4.

### 3.4.3. Ramsey-Type Atom-Interferometer

After having discussed the gate-sequence in detail for the case of two atoms and then extending the description to cluster states for larger atom numbers, this section describes the realisation of that gate-sequence in the experiment. The main differences to the description in section 3.4.1 are an additional $\pi$-pulse during the collision time and the number of neighbouring atoms that is as high as 60 atoms in a row. The $\pi$-pulse is used to increase the coherence time in the system with a spin-echo technique. The experiment is run in a lattice of isolated atoms initialised from a MI state with a diameter of $n \approx 60$ lattice sites. Even if one allows for some vacancies to form after the phase-transition to the MI , and even if the MIphase with exactly one atom per lattice site does not span the complete 60 lattice sites but there is a sphere of superfluid lattice sites surrounding it: there are more than a few neighbouring lattice sites containing one atom each.

The experiment is illustrated in fig. 3.17 on the next page, with the next lattice sites to the left and to the right not occupied by an atom. The additional $\pi$-pulse changes the local states, essentially flipping $|0\rangle$ and $|1\rangle$. This does not affect the entanglement of a state and in the measurements below, this is only visible as a phase-shift in $\alpha$. Without the $\pi$-pulse though, coherence would have been lost before the end of the first entanglement oscillation.

The creation of entanglement is measured as the reduction of the interference fringe of the Ramsey-interferometer. The effect is easily illustrated for two neighbouring atoms, where (3.12) directly shows the vanishing of the interference fringe. Another explanation for two atoms is to rewrite (3.10) for $\varphi=\pi$ :


Figure 3.17.: The experimental sequence for the trapped atom interferometer. An additional $\pi$-pulse during the interaction time cancels the unwanted effects of non-homogeneous or fluctuating magnetic fields.

$$
\begin{align*}
\frac{1}{2}(\underbrace{\left(e^{i \alpha} \cos (\alpha)|0\rangle_{j}+\right.}_{\mathrm{A}} & \left.(\sin (\alpha)-i)|1\rangle_{i}\right)|0\rangle_{j+1} \\
& +\underbrace{(\sin (\alpha)+i)|0\rangle_{j}-\left(e^{-i \alpha} \cos (\alpha)|1\rangle_{i}\right)|1\rangle_{j+1}}_{\mathrm{B}}) \tag{3.17}
\end{align*}
$$

and then to consider the measurement results for the terms $A$ and $B$ separately (as we want to have the probability to have an atom in state $|1\rangle$ and not the number of atoms in state $|1\rangle$, there is an additional term $\frac{1}{2}$ ):

$$
\begin{equation*}
P_{|1\rangle}=\frac{1}{2} \frac{1}{4}(\overbrace{1+\sin ^{2}(\alpha)}^{\mathrm{A}}+\overbrace{1+\sin ^{2}(\alpha)+2 \cos ^{2}(\alpha)}^{\mathrm{B}})=\frac{1}{2} \tag{3.18}
\end{equation*}
$$

The interference phase for one atom depends on the state of the other. The two interference fringes caused by terms $A$ and $B$ are $180^{\circ}$ out of phase.

For $n>2$ the interference visibility also goes down (see ref. [93]).
In the experiment, the collisional phase $\varphi$ is proportional to the time $t_{\text {Hold }}$ that nearest neighbours are allowed to interact with each other. The result of measuring $P_{|1\rangle}$ for different phases $\alpha$ gives an interference fringe that can be fitted to a sine. The visibility as defined in (3.9) for different $t_{\text {Hold }}$ is shown in fig. 3.18 on the facing page.

The visibility of the interference itself follows a sinusoidal shape, the minimum at $t_{\text {Hold }}=210 \mu \mathrm{~s}$ is the point of maximum entanglement. The initial visibility of the sample is $51 \%$, which drops to $8 \%$ for the entangled system. After a complete cycle of entangling and disentangling, the visibility is a bit higher at $57 \%$. Also, the complete cycle is slightly out of phase for a cosine: the first maximum (at $480 \mu \mathrm{~s}$ ) is not at double the position of the minimum (at $210 \mu \mathrm{~s}$ ). The explanation for both effects is that the system is already slightly entangled for $t_{\text {Hold }}=0 \mu \mathrm{~s}$. This can happen during the shifting, shortly before the different lattice potentials completely overlap and during the first few moments when they separate afterwards. The overlap between the different atomic wave functions does not vanish immediately but grows weak slowly with increasing lattice site separation. Thus some interaction happens outside of what is called here the hold time $t_{\text {Hold }}$.

One possible reason for the visibility to be not near $100 \%$ is that the EOM had to first shift from the starting configuration to the interaction position where the $\pi$-pulse swaps the states. So returning the atom to their starting position means to shift the EOM further to another overlapconfiguration instead of back to the start-configuration. Slight asymmetries in the EOM setup mean the two shifts are not completely identical and the spin-echo can not completely cancel any shift-related phases.

Other reasons include:

- finite accuracy in the atom-number measurement
- isolated atoms not taking part in the gate-sequence: the Superfluid (SF) around the MI core [7, 94, 95], atoms with vacancies on both sides.

The second point warrants some explanation: an isolated atom does not undergo a spin-selective phase evolution, hence it will always produce a Ramsey-fringe of maximal visibility. The atom can be isolated, because it is not in the central region of the trap, which is in the MI state, but in an outer region with a SF state. Or the atom is located in the inner part of the trap, but is neighboured by vacancies: Directly after creation,


Figure 3.18.: Gate sequence in a Ramsey-interferometer. Shown is the visibility fitted to interference fringes of the Ramseyinterferometer for different interaction times $t_{\text {Hold }}$. The visibility is $t_{\text {Hold }}=30 \mu \mathrm{~s}: 51 \%, 210 \mu \mathrm{~s}: 8 \%, 510 \mu \mathrm{~s}: 57 \%$.
the MI should have next to no vacancies, but during the preparation of the magnetic field to a stable 1 G value the system becomes noticeably deteriorated.

In both the trapped-atom interferometer and in the free-flight interferometer the minimum visibility is $\approx 8 \%$. Two effects can cause a finite visibility at these times $t_{\text {Hold }}$ :

- isolated atoms as above
- slight errors in the microwave pulse area. Even a 5\% fractional error in the $\frac{\pi}{2}$ - or $\pi$-pulses can lead to a reduced gate fidelity.

The entangling effect spans only connected chains of atoms. One vacancy disrupts this chain and the two parts do not become entangled with each other. If one takes the finite $8 \%$ visibility as completely caused by isolated atoms in the MI region of the trap, then the probability $P$ of finding a vacancy in a lattice site is $P^{2}(1-P)=0.08 \Rightarrow P=0.35$. This is much higher than observed, so the estimate will give too little entanglement. Simulating the chain-length possible even under these conditions
returns as many isolated atoms as occurrences of two neighbouring atoms plus three neighbouring atoms. And there is a high possibility for linger chains of atoms. So even if this measurement does not rigorously prove entanglement of more than pairs of atoms, it is highly indicative of that.

### 3.4.4. Free-Flight Atom-Interferometer

To observe the evolution of the system under the gate-operation for a longer hold-time, it is more convenient to use a free-flight atom-interferometer. Using this interferometer reduces the amount of measurements to take by a factor of 8 (as we took that many different values for $\alpha$ to measure the interference fringe in the previous section).

The experimental sequence is shown in fig. 3.19. As described in section 3.3.3, this is analogous to Youngs double-slit interference experiment. An atom is delocalised over two lattice sites and allowed to expand. It interferes with itself and this interference pattern is then imaged by a CCD camera. But here neighbouring double-slits are fed with atoms that can


Figure 3.19.: The experimental sequence for the free-flight atom interferometer. After the interaction a further delocalisation step allows to read out the interferometer as the overlap of the double-slit interference patterns of each individual atom.





Figure 3.20.: Profiles from a Free-Flight Interferometer. The graphs show the intensity profile from a horizontal cut in the images, integrated over several CCD-rows. The height is in arbitrary units, the position is in pix $\approx 4.5 \mu m$. The TOF is 11 ms . The visibility $V$ for the different hold times $t_{\text {Hold }}$ is (a) $V(30 \mu s)=33 \%$, (b) $V(210 \mu s)=9 \%$, (c) $V(450 \mu s)=44 \%$.
be entangled with each other. Analogous to (3.18), the two atoms will form interference patterns that are $180^{\circ}$ out of phase and will thus cancel.

Exemplary interference patterns recorded with the CCD camera are shown in fig. 3.20 on the preceding page for different interaction times $t_{\text {Hold }}$. The profiles shown in the graph are fitted to a Gaussian envelope modulated with an interference fringe of visibility $V$ :

$$
\begin{equation*}
f(x)=A e^{-\left(\frac{x-x_{0}}{w}\right)^{2}}\left(1+V \sin \left(2 \pi\left(\frac{x}{k}+\phi\right)\right)\right)+y_{0} . \tag{3.19}
\end{equation*}
$$

Here $V, A, x_{0}, w, k, \phi$ and $y_{0}$ are fit parameters with $V$ being the visibility. More details about the fringe spacing $k$ can be found in appendix A.3.

Stepping through $t_{\text {Hold }}$ and measuring the visibility, the evolution over four complete gate cycles of entangling and disentangling can be measured. Figure 3.21 shows the average of three to four fitted visibilities per point.


Figure 3.21.: Gate sequence in a free-flight-interferometer. Shown is the visibility fitted to interference images from the free flight interferometer for different interaction times $t_{H o l d}$. The visibility is $t_{\text {Hold }}=30 \mu \mathrm{~s}: 35 \%, 210 \mu \mathrm{~s}: 8 \%, 450 \mu \mathrm{~s}: 47 \%$. A total of 4 cycles of entanglement and disentanglement can be observed.

The visibility is again very low in the first data point, as there is additional collisional phase picked up during the shifting. After that, the visibility of the completely disentangled state is $47 \%$. This is lower than for the Ramsey-type interferometer, because the interference fringe is detected differently. One would actually expect a better visibility, as this interferometer does not suffer the problem of asymmetric EOM ramps described in the previous measurement. Here, the EOM is ramped symmetrically, as the $\pi$-pulse swaps the states in the middle of the sequence.

## 4. Outlook

In this work, an experimental realisation of stored single atoms in an optical lattice to represent qubits has been introduced. A shifting technique allowed for controlled interaction between neighbouring atoms and a new multi-qubit phase-gate has been implemented and used to entangle a large number of qubits in parallel in a single gate-operation.

## Quantum random walks

One application of this technique that seems directly feasible is the study of so called quantum random walks [96]. Here a particle in the lattice is distributed over a region of adjacent lattice sites in a random pattern. The process consists of a series of steps, either to the left or to the right. The "decision" on the direction is done by creating a superposition of $|0\rangle$ and $|1\rangle$ and then delocalise this state over the next neighbours (see fig. 4.1 on the following page). Contrary to the classical random walk where the probability to find the atom is highest around the starting position, for the quantum random walk the atom is likely to be found far away from the centre. The experiment would much resemble the one for delocalising an atom over two lattice sites with a larger separation (see section 3.3.4). The difference are the microwave pulses: the (spartially) spin-echo type $\pi$-pulses are replaced for this experiment with $\frac{\pi}{2}$-pulses that before each step create a superposition state to be delocalised. The information on the random walk can be extracted from comparison of the interference pattern to theoretical calculations.

## Quantum simulation

From here on, it seems but a small step to realizing a quantum simulator along the original ideas of Feynman from 1982 [2]. This device would allow to simulate complex 1D spin- $\frac{1}{2}$ Hamiltonians on a lattice [1]: the long-range potential of the Hamiltonian in question is developed as acting on spins in a distance of multiples of the lattice spacing $\lambda / 2$. For any real potential, this development continues to an infinite distance. But for simulating the target Hamiltonian over a short time $T$ within a desired accuracy, the number of development steps $n$ can be chosen to relatively short. The target Hamiltonian is then simulated in a series small time-


Figure 4.1.: Quantum random walk. A sequence of three steps in the quantum random walk delocalises one atom over a region of four lattice sites.
steps $t_{\text {step }}$ (also dependant on the desired accuracy):

1. Start the simulation of the first time-step by creating a superposition with a $\pi / 2$ microwave pulse. $t=0$.
2. Start a new time-step: $i=0$.
a) Shift one site apart: $i+=1$.
b) Acquire the collisional phase according to the development of the target-Hamiltonian: wait a time $t_{i}$
c) If $i<n$, return to step 2 a .
3. Return the system to initial setup: Shift $i$ sites in the opposite direction. Finish the time-step: $t+=t_{\text {step }}$.
4. If $t<T$, return to step 2 .
5. Finish the simulation with a final $\pi / 2$ microwave pulse.

With the algorithm sketched above, Hamiltonians such as the 1D Ising or the isotropic and anisotropic Heisenberg Hamiltonian could be simulated. The ratio of coherence-time to gate-duration is important here: at the moment, a few complete cycles of entanglement and disentanglement could be observed. This value is limited by magnetic field fluctuations, the speed of the collisional phase evolution and the shifting time. While the magnetic field fluctuations are somewhat difficult to tackle technically, a better active field stabilisation together with passive shielding should improve the stability immensely. The collision rate can be increased by using stronger lasers for the lattice. It might be needed to switch to blue-detuned lattices, though, to keep the spontaneous photon scattering events to an acceptable level. And there are at the moment calculations under way to optimize the shifting ramp for faster gate operation.

## 2D and 3D cluster states

At the moment, the cluster state created during the example gate operation is 1D. There are many redundant copies of each cluster state, but they are not connected. So a single vacancy in a string of lattice sites during the state creation would separate the two parts of the string and the cluster state could not spread across the vacancy. This issue was handled in the last part of section 3.4. If the cluster state was created in 2D, though, there suddenly is a finite percolation threshold [97]. As long as two qubits are
connected by a line of direct neighbours, they are part of the same cluster state after a 2D entanglement sequence. This would further reduce the requirements on the probability of having a vacancies.

The extension of the current setup to two or even three dimensions is straight-forward: obtain another Electro-Optical Modulator (EOM) and copy the shifting lattice setup (see fig. 3.3 on page 52). Apart from any technical details there are only two points to observe:

- The qubit states $|0\rangle$ and $|1\rangle$ are states of the hyperfine split ground states. They are only distinguished in a non-zero magnetic field. For the shifting setup, this magnetic field has to point in the direction of the shifting axis. So in a 2D or even 3D shifting lattice setup, the magnetic field has to be rotated before every shift operation to point along the desired shifting direction.
- The shifting lattice is comparatively near resonant to the ${ }^{87} \mathrm{Rb} \mathrm{D}_{1}$ and $\mathrm{D}_{2}$ atomic lines. This could limit the life-time if many lattice axes are run at 785 nm . The laser should have a very clean mode with very little background near the ${ }^{87} \mathrm{Rb}$-resonances.


## One-way quantum computation

Also, the created cluster state might prove essential for later realisations of a quantum computer. In a 2D cluster state with individual qubitaddressing, the circuitry for a quantum computer can be created on-thefly by spin-selective measurements: analogous to the process of etching a printed circuit board, the circuit is "etched" out of a 2D cluster state by measuring all unneeded qubits in the $z$-basis. Afterwards, the calculation is propagated through the remaining circuits by measurements in the $x y$ plane. A detailed discussion of this approach can be found in ref. [85]. Figure 4.2 on the facing page shows the basic concept for the example of two CNOT-gates.

The circuit, that is the basis for the quantum computation, is not fixed from the beginning, as the net of a modern Central Processing Unit (CPU) is. In a modern computer, the circuitry is fixed from production on, and the program run on the CPU defines what calculation gets executed. In the cluster state quantum computer, the circuitry is not fixed, but rewritten before every calculation. This is loosely comparable to a Field Programmable Gate Array (FPGA), which is also a stack of gates that can be freely interconnected during initialization of the chip. The cluster state is even more flexible, as it does not define a list of gates and has


Figure 4.2.: Quantum computation in a 2D cluster state. In the 2D cluster state, measurements in the $z$-basis (shown in white) cut out the circuitry for the calculation (shaded). The information propagates along with the ongoing measurements in the $x$ basis (vertical arrows). Single qubit operations are possible by measuring in the $x y$-plane (tilted arrows) and connecting two "wires" creates a quantum gate. (With kind permission from R. Raussendorf et al. [85])
no fixed number of interconnects. Programmable logic allows the use of strongly optimized nets of (quantum) gates, that have no overhead for programmability, as today's CPUs need. This would simplify the introduction of the first quantum computers, while gate count and coherence time is limited. Programmable quantum computers analogous to today's computers could be realized in a second step.
Another advantage of the freely programmable layout becomes apparent, when there are defects in the lattice of stored qubits (a vacancy or a region with a different groundstate energy): assuming the possibility to detect these defects non-destructively before the initialisation of the cluster state, it is possible to reroute the circuitry for the calculation. That would allow a cluster state quantum computer even in cases where the defects in the lattice of qubits is not negligible.

## A. Calculations

## A.1. Model of the EOM-controlled shifting lattice

In chapter 3.3, a simple model of the spin-dependent optical lattice controlled by an Electro-Optical Modulator (EOM) is introduced. The phasedifference between the ordinary and extraordinary light-axis is explained to change the phase between the two standing $\sigma^{ \pm}$-waves and nothing else.
This is certainly not true, if the EOM is not aligned perfectly with the optical axis and with the incident linear polarisation. In this chapter, the case of a rotated EOM is considered, but the EOM is still aligned with the optical axis (no pitch, no yaw).

## A.1.1. Definitions

The light beam is described by a complex scalar, where real and imaginary part represent the horizontal and vertical polarized components of the field amplitude. One such beam has the general form:

$$
\begin{equation*}
A e^{i\left( \pm\left( \pm k x+\phi_{0}+B\right)\right)} \tag{A.1}
\end{equation*}
$$

where $k$ is the wave-vector of the light. The first $\pm$ specifies the rotation sense of the light ( $\sigma^{+}$or $\sigma^{-}$) and the second $\pm$specifies the direction of light propagation. The always constant time-dependent oscillation of the field is contained in the $\phi_{0} . A(B)$ stand for the amplitude (relative phase) of the beam.

With these definitions, the base-vectors for circular and linear polarisa-
tion become:

The scalar product in this vector-space is

$$
\begin{equation*}
\langle a \mid b\rangle=\frac{1}{\pi} \int_{0}^{2 \pi} a^{*} b \mathrm{~d} \phi_{0} \tag{A.3}
\end{equation*}
$$

With this definition, the integration goes over one complete cycle of the oscillation (as if $\phi_{0} \rightarrow \omega t+\phi_{0}$ ).

A mirror acting on a beam $|b\rangle$ is then modelled as:

$$
\begin{equation*}
m(|b\rangle)=\left|b\left(\phi_{0} \rightarrow-\phi_{0}\right)\right\rangle . \tag{A.4}
\end{equation*}
$$

A wave plate of $r$ retardance under an angle of $\alpha$ acting on a beam $|b\rangle$ is expressed as:

$$
\begin{equation*}
w p_{r, \alpha}(|b\rangle)=e^{i \alpha}\left\{\operatorname{Re}\left[e^{-i \alpha}|b(x)\rangle\right]+i \operatorname{Im}\left[e^{-i \alpha}\left|b\left(x+\frac{2 \pi r}{k}\right)\right\rangle\right]\right\} \tag{A.5}
\end{equation*}
$$

## A.1.2. Standing wave

With these building blocks, the standing wave at the position of the Bose-Einstein-Condensate (BEC) can be constructed. For this, the optical setup depicted in fig. 3.3 on page 52 is used as a model, where elements unnecessary for controlling the polarisation are removed:

$$
\begin{equation*}
\left|s w_{\alpha}(U)\right\rangle=|h\rangle+w p_{1 / 4,0}\left(w p_{U, \alpha}(m(|h\rangle)) .\right. \tag{A.6}
\end{equation*}
$$

The composition of the lattice in terms of $\sigma^{+}$and $\sigma^{-}$light can be given by projection on the two base-vectors for circular light:

$$
\begin{align*}
\left\langle+\mid s w_{\alpha}(U)\right\rangle= & 1+\frac{1}{2}\{\cos (2 k x)+\cos (2(\pi U+k x)) \\
& +\sin (\pi U)[\sin (\pi U) \sin (4 \alpha) \\
& +2 \sin (\pi U+2 k x)(\sin (2 \alpha)+\cos (2 \alpha))]\}  \tag{A.7a}\\
\left\langle-\mid s w_{\alpha}(U)\right\rangle= & \frac{1}{2}\left\{1+e^{-2 i k x}[\cos (\alpha)(\cos (\alpha)-\sin (\alpha))\right. \\
& \left.\left.+e^{-2 i \pi U} \sin (\alpha)(\cos (\alpha)+\sin (\alpha))\right]\right\} \\
& \times\left\{1+e^{+2 i k x}[\cos (\alpha)(\cos (\alpha)-\sin (\alpha))\right. \\
& \left.\left.+e^{+2 i \pi U} \sin (\alpha)(\cos (\alpha)+\sin (\alpha))\right]\right\} \tag{A.7b}
\end{align*}
$$

## A.2. Excitations during shifting

When a trapped atom is shifted with the state selective potentials, this must not cause excitations to higher trap states. In section 3.3.2 the excitation probability is measured, yielding a minimum shift time of $\tau \approx 40 \mu \mathrm{~s}$. Here, we want to determine the theoretically expected shape of the excitation curve of fig. 3.11 on page 62 following ref. [98].

We assume a single harmonic oscillator in a constant potential. The eigenenergies $E_{n}$ and the eigenfunctions $\left|\phi_{n}\right\rangle$ of the 1D time-independent Schrödinger equation are:

$$
\begin{align*}
E_{n} & =\hbar \omega\left(n+\frac{1}{2}\right)  \tag{A.8}\\
\left|\phi_{n}(x)\right\rangle & =\left(\frac{\beta^{2}}{\pi}\right)^{\frac{1}{4}} \frac{1}{\sqrt{2^{n} n!}} e^{-\frac{1}{2} \beta^{2} x^{2}} H_{n}(\beta x) \tag{A.9}
\end{align*}
$$

Here $n \in \mathbb{N}, \omega$ is the trap-frequency, $\beta=\sqrt{\frac{m \omega}{\hbar}}=a_{0}^{-1}$ is the inverse of the harmonic oscillator length $a_{0}, m$ is the atomic mass and $H_{n}$ is the $n^{\text {th }}$ Hermite polynomial.

We now add a time-dependence by requiring that the trap follows the path $s(t)$ with $s(0)=0$ and $s(\tau)=1$ :

$$
\begin{equation*}
\left|\phi_{n}(x, t)\right\rangle=\left|\tilde{\phi}_{n}(x, s(t))\right\rangle=\left|\phi_{n}\left(x \pm \frac{\lambda}{4} s\right)\right\rangle . \tag{A.10}
\end{equation*}
$$

Here the $\pm$ depends on the shifting direction. We will see later, that the final result is independent of the sign. The shifting distance is $\lambda / 4$, so for two states shifted in opposite directions, the total distance is $\lambda / 2$. The base-states $\left|\phi_{n}(x, t)\right\rangle$ are solutions of the time-independent Schrödinger equation, the time-evolution due to their eigenenergies are missing still. They are added in the next step, that describes a general atomic state $|\psi(x, t)\rangle$ as the linear superposition of base-states

$$
\begin{equation*}
|\psi(x, t)\rangle=\sum_{k} c_{k}(t) e^{-i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} t^{\prime}}\left|\phi_{k}(x, t)\right\rangle . \tag{A.11}
\end{equation*}
$$

This function is now inserted into the time-dependent Schrödinger equation

$$
\begin{gather*}
\hat{H}|\psi(x, t)\rangle=i \hbar \frac{\partial}{\partial t}|\psi(x, t)\rangle  \tag{A.12}\\
\sum_{k} c_{k}(t) e^{-i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} t^{\prime}} \underbrace{\hat{H}\left|\phi_{k}(x, t)\right\rangle}_{E_{k}\left|\phi_{k}(x, t)\right\rangle} \\
=i \hbar \sum_{k} \frac{\partial}{\partial t}\left(c_{k}(t) e^{-i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} t^{\prime}}\left|\phi_{k}(x, t)\right\rangle\right) \tag{A.13}
\end{gather*}
$$

The the value on the left hand side results from the time-independent Schrödinger equation. Taking the derivative yields a term that cancels with the left side of the equation:

$$
\begin{align*}
& \sum_{k}\left(\frac{\partial}{\partial t} c_{k}(t)\right) e^{-i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} \mathrm{t}^{\prime}}\left|\phi_{k}(x, t)\right\rangle \\
&=-\sum_{k} c_{k}(t) e^{-i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} t^{\prime}}\left(\frac{\partial}{\partial t}\left|\phi_{k}(x, t)\right\rangle\right) . \tag{A.14}
\end{align*}
$$

Renaming one of the two summation variables to $n$ and selecting an entry from the second sum yields:

$$
\begin{equation*}
\frac{\partial}{\partial t} c_{k}(t)=-\sum_{n} c_{k}(t) e^{i \int_{0}^{t} \frac{E_{k}\left(t^{\prime}\right)-E_{k}\left(t^{\prime}\right)}{\hbar} \mathrm{d} t^{\prime}}\left\langle\phi_{k}(n, t)\right| \frac{\partial}{\partial t}\left|\phi_{n}(x, t)\right\rangle . \tag{A.15}
\end{equation*}
$$

Now we consider the special case of only a single eigenstate $\mid \phi_{0}(x, t=$ 0 ) being initially populated, and that the transition probability via other states is small. Then in first-order perturbation theory

$$
\begin{equation*}
c_{k}(t)=-\int_{0}^{t} e^{i \int_{0}^{t^{\prime}} \frac{E_{k}\left(t^{\prime \prime}\right)-E_{k}\left(t^{\prime \prime}\right)}{h} \mathrm{~d} t^{\prime \prime}}\left\langle\phi_{k}\left(n, t^{\prime}\right)\right| \frac{\partial}{\partial t^{\prime}}\left|\phi_{0}\left(x, t^{\prime}\right)\right\rangle \mathrm{d} t^{\prime} \tag{A.16}
\end{equation*}
$$

and the transition probability is

$$
\begin{equation*}
P_{k}(t)=\left|c_{k}(t)\right|^{2} \tag{A.17}
\end{equation*}
$$

The transition probability is dependant on the shifting path $s(t)$ and the shifting time $\tau$. For a linear shift, the total excitation probability into the first excited state is:

$$
\begin{equation*}
s(t)=\frac{t}{\tau} \quad P_{1}(\tau)=\frac{\beta^{2} \lambda^{2}}{8 \omega^{2}} \frac{\sin (\omega \tau / 2)^{2}}{\tau^{2}} \tag{A.18}
\end{equation*}
$$

The excitation probability is quite strongly modulated, as shown in fig. A. 1 on the next page. This is different from the observed excitations (see fig. 3.11 on page 62). One possible explanation is the not perfectly linear response of the EOM-driver to the desired shifting-ramp. If the path $s(t)$ is smoothed out, the excitations are diminished:

$$
\begin{align*}
& s(t)=-2\left(\frac{t}{\tau}\right)^{3}+3\left(\frac{t}{\tau}\right)^{2} \\
& P_{1}(\tau)=\frac{9 \beta^{2} \lambda^{2}}{2 \omega^{6}} \frac{(\omega \tau \cos (\omega \tau / 2)-2 \sin (\omega \tau / 2))^{2}}{\tau^{6}}  \tag{A.19}\\
& s(t)=\left(\frac{t}{\tau}\right)^{3}\left(6\left(\frac{t}{\tau}\right)^{2}-15\left(\frac{t}{\tau}\right)+10\right) \\
& P_{1}(\tau)=\frac{450 \beta^{2} \lambda^{2}}{\omega^{10}} \frac{\left(6 \omega \tau \cos (\omega \tau / 2)+\left(\omega^{2} \tau^{2}-12\right) \sin (\omega \tau / 2)\right)^{2}}{\tau^{10}} \tag{A.20}
\end{align*}
$$

These are also plotted in fig. A.1. While they fit the measured results much better, the minimum allowable shifting time is increased for smoother shifting.


Figure A.1.: Excitation probability during shifting. The excitation probability to the first excited trap state $P_{1}$ is plotted over the shifting time $\tau$. The simulated trapping frequency is $\omega=2 \pi \times$ 45 kHz . The curves correspond to the results of the different shifting paths of (a) eq. (A.18), (b) eq. (A.19) and (c) eq. (A.20).

## A.3. The Free Flight Interferometer

In section 3.3.3 the free flight atom interferometer is introduced, where atoms are delocalised in the lattice and then interfere in a Time-of-Flight (TOF) expansion. The resulting pattern has the shape of a double-slit interference. Here, the interference pattern is calculated as a function of the distance $d$ between the two parts of the atoms wave functions ( $d$ is in units of lattice sites) and the TOF expansion time $t$. The envelope of the interference pattern is not considered here, as it depends only on the single lattice site wave function.

The interferometer-sequence is as follows (compare the listing on page 67):

1. Start with one atom stored lattice site $j$.

$$
|0\rangle_{j}
$$

2. After the first $\pi / 2$ microwave pulse.

$$
\frac{1}{\sqrt{2}}\left(|0\rangle_{j}+i|1\rangle_{j}\right)
$$

3. The first delocalisation step

$$
\frac{1}{\sqrt{2}}\left(|0\rangle_{j}+i|1\rangle_{j+1}\right)
$$

4. For $d>1$, there is a sequence of $\pi$-pulses and delocalisation steps. The final state after a total of $d$ delocalisation steps is:

$$
\frac{i^{d-1}}{\sqrt{2}}\left(\left|\frac{1}{2}\left(1+(-1)^{d}\right)\right\rangle_{j-\lfloor d / 2\rfloor}+i\left|\frac{1}{2}\left(1-(-1)^{d}\right)\right\rangle_{j+\lceil d / 2\rceil}\right)
$$

5. After the second $\pi / 2$ pulse with an arbitrary phase $\alpha$.

$$
\begin{aligned}
& \frac{i^{d}}{2}\left\{e^{(-1)^{d} i \alpha}\left|\frac{1}{2}\left(1-(-1)^{d}\right)\right\rangle_{j-\lfloor d / 2\rfloor}+\left|\frac{1}{2}\left(1-(-1)^{d}\right)\right\rangle_{j+\lceil d / 2\rceil}\right. \\
& \left.\quad-i\left|\frac{1}{2}\left(1+(-1)^{d}\right)\right\rangle_{j-\lfloor d / 2\rfloor}+i e^{-(-1)^{d} i \alpha}\left|\frac{1}{2}\left(1+(-1)^{d}\right)\right\rangle_{j+\lceil d / 2\rceil}\right\}
\end{aligned}
$$

As we observe only one of the two states later, we can now neglect the terms for the other. The resultant state is not (easily) expressed in a closed form for even and odd $d$ any more, but in two equations:

$$
\begin{align*}
& P(|1\rangle)_{\text {odd }}=\frac{i^{d}}{2} e^{-i \alpha}\left\{|1\rangle_{j-\frac{d-1}{2}}+e^{i \alpha}|1\rangle_{j+\frac{d+1}{2}}\right\}  \tag{A.21a}\\
& P(|1\rangle)_{\text {even }}=-\frac{i^{d+1}}{2}\left\{|1\rangle_{j-\frac{d}{2}}+e^{i(\pi-\alpha)}|1\rangle_{j+\frac{d}{2}}\right\} \tag{A.21b}
\end{align*}
$$

Now neglect the global phase and also the slight offset in position given by the rounding up and down for uneven $d$ :

$$
\begin{equation*}
P(|1\rangle)=\frac{1}{2}\left\{|1\rangle_{j-d / 2}+e^{i \phi}|1\rangle_{j+d / 2}\right\}, \tag{A.22}
\end{equation*}
$$

where $\phi$ is the phase set by the microwave-phase $\alpha$. For this state, the interference pattern (without envelope) can be computed as the sum of two spherical waves with ignored $1 / r$-term:

$$
\begin{equation*}
P\left(x, t_{\mathrm{TOF}}\right)=\left|e^{i f\left(x-\frac{d}{2} \frac{\lambda}{2}, t_{\mathrm{TOF}}\right)}+e^{i\left(f\left(x+\frac{d}{2} \frac{\lambda}{2}, t_{\mathrm{TOF}}\right)+\phi\right)}\right|^{2} . \tag{A.23}
\end{equation*}
$$

Here $x$ is the position along the interference pattern and $t_{\text {TOF }}$ is the TOF time. The phase due to the TOF is the De Broglie wave length times the velocity integrated over $t_{\text {TOF }}$ :

$$
\begin{equation*}
f\left(x, t_{\mathrm{TOF}}\right)=\int_{0}^{t_{\mathrm{TOF}}} \frac{m v}{\hbar} v \mathrm{~d} t \tag{A.24}
\end{equation*}
$$

with the velocity a sum of the linear motion to reach a distance $x$ and the free-fall:

$$
v=\sqrt{\left(\frac{x}{t_{\mathrm{TOF}}}\right)^{2}+(g t)^{2}} .
$$

Inserting (A.24) into (A.23) yields:

$$
\begin{equation*}
P\left(x, t_{\mathrm{TOF}}\right)=\cos \left(\frac{1}{2}\left(\phi+\frac{d m \lambda}{\hbar t_{\mathrm{TOF}}} x\right)\right) \tag{A.25}
\end{equation*}
$$
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The first publication in the list, "Collapse and revival", contains the proof that the cold collisions in our experiment really only lead to a phaseevolution of the many atom state. This measurement is also presented in section 2.4.
The second publication, "Coherent transport", shows the first realisation of the shifting scheme discussed in section 3.3. Directly linked to that is the third publication, "Controlled collisions for multi-particle entanglement". This paper presents the creation of large, entangled states in a time independent of the size of the system.
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family formation predict that the memory of spin of the origina unshattered parent body is lost ${ }^{3}$, and existing models of spin angular momentum suggest that collisional evolution randomizes asteroid spin vectors regardless of their initial orientations ${ }^{2}$, although the absolute timescale is uncertain. Here, I briefly identify two possible general explanations for future study.

One possibility is that randomly oriented gravitational aggregates from the initial collision have further fragmented, creating smalle objects that have the same spin obliquities as the remnants from which they were formed. Secondary fragmentation of the largest remnant of the initial break-up has previously been proposed to explain the existence of several objects of comparable size among the largest Koronis family members ${ }^{16}$, but if the spin clusters were formed in this way then the absence of obvious corresponding associations in proper orbital elements also needs to be explained. To test this hypothesis, further work is needed to better understand the behaviour and evolution of gravitational aggregates.
A second possible explanation for spin clusters is that some dynamical process is aligning the obliquities and matching the rotation rates. Thermal effects can change obliquities and spin rates of small irregular asteroids, but calculations for Ida sugges that asteroids of comparable size are unlikely to have been sub stantially affected ${ }^{17}$. If a secular effect has clustered the spin vectors, then the present understanding of the timescale over which thermal processes have affected the spin cluster objects may be incomplete, or some nonthermal process may be at work. Finding similar clustering of spins for $20-40-\mathrm{km}$ asteroids outside the Koronis family would support the hypothesis of a secular effect.
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## Collapse and revival of the matter wave field of a Bose-Einstein condensate

## Markus Greiner, Olaf Mandel, Theodor W. Hänsch \& Immanuel Bloch

Sektion Physik, Ludwig-Maximilians-Universität, Schellingstrasse 4/III, D-80799 Munich, Germany, and Max-Planck-Institut für Quantenoptik, D-85748 Garching, Germany
A Bose-Einstein condensate represents the most 'classical' form of a matter wave, just as an optical laser emits the most classical form of an electromagnetic wave. Nevertheless, the matter wave field has a quantized structure owing to the granularity of the discrete underlying atoms. Although such a field is usually assumed to be intrinsically stable (apart from incoherent loss processes), this is no longer true when the condensate is in a coherent superposition of different atom number states ${ }^{1-6}$. For example, in a Bose-Einstein condensate confined by a threedimensional optical lattice, each potential well can be prepared in a coherent superposition of different atom number states, with constant relative phases between neighbouring lattice sites. It is then natural to ask how the individual matter wave fields and their relative phases evolve. Here we use such a set-up to investigate these questions experimentally, observing that the matter wave field of the Bose-Einstein condensate undergoes periodic series of collapses and revivals; this behaviour is directly demonstrated in the dynamical evolution of the multiple matter wave interference pattern. We attribute the oscillations to the quantized structure of the matter wave field and the collisions between individual atoms.

In order to determine the evolution with time of a many-atom state with repulsive interactions in a confining potential, we first assume that all atoms occupy only the ground state of the externa potential. The hamiltonian governing the system after subtracting the ground-state energy of the external potential is then solely determined by the interaction energy between the atoms:

$$
\begin{equation*}
\hat{H}=\frac{1}{2} U \hat{n}(\hat{n}-1) \tag{1}
\end{equation*}
$$

Here $\hat{n}$ counts the number of atoms in the confining potential, and $U$ is the on-site interaction matrix element that characterizes the energy cost due to the repulsive interactions when a second atom is added to the potential well. It can be related to the $s$-wave scattering length $a$ and the ground-state wavefunction $w(\mathbf{x})$ through $U=$ $4 \pi \hbar^{2} a / m \int|w(\mathbf{x})|^{4} \mathrm{~d}^{3} x$, as long as the vibrational level spacing of the external potential is large compared with the interaction energy. The eigenstates of the above hamiltonian are Fock states $|n\rangle$ in the atom number, with eigenenergies $E_{n}=U n(n-1) / 2$. The evolution with time $(t)$ of such an $n$-particle state is then simply given by $|n\rangle(t)=|n\rangle(0) \times \exp \left(-i E_{n} t / \hbar\right)$, where $\hbar$ is Planck's constant $(h)$ divided by $2 \pi$.

We now consider a coherent state $|\alpha\rangle$ (see, for example, ref. 7) of the atomic matter field in a potential well. Such a coherent state with a complex amplitude $\alpha$ and an average number of atoms $\bar{n}=|\alpha|^{2}$ can be expressed as a superposition of different number states $|n\rangle$ such that $|\alpha\rangle=\exp \left(-|\alpha|^{2} / 2\right) \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle$. Now the system is in a such that $|\alpha\rangle=\exp (-|\alpha| / 2) \sum_{n} \frac{\alpha}{\sqrt{n!}}|n\rangle$. Now the system is in a
superposition of different eigenstates, which evolve in time according to their eigenenergies $E_{n}$. This allows us to calculate the evolution with time of an initially coherent state

$$
\begin{equation*}
|\alpha\rangle(t)=\mathrm{e}^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}} \mathrm{e}^{-\frac{i}{2} U n(n-1) t / \hbar}|n\rangle \tag{2}
\end{equation*}
$$

Evaluating the atomic field operator $\hat{a}$ for such a state then yields the
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Figure 1 Quantum dynamics of a coherent state owing to cold collisions. The images a-g show the overlap $|\langle\beta \mid \alpha(t)\rangle|^{2}$ of an arbitrary coherent state $|\beta\rangle$ with complex amplitude $\beta$ with the dynamically evolved quantum state $|\alpha\rangle(t)$ (see equation (2)) for an average number of $|\alpha|^{2}=3$ atoms at different times $t$. $\mathbf{a}, t=0 \mathrm{~h} / \mathrm{U} ; \mathbf{b}, 0.1 \mathrm{~h} / \mathrm{U} ; \mathbf{\mathbf { c } ,} \mathbf{0 . 4} \mathrm{h} / \mathrm{U}$; $\mathbf{d}, 0.5 \mathrm{~h} / \mathrm{U} ; \mathbf{e}, 0.6 \mathrm{~h} / \mathrm{U} ; \mathbf{f}, 0.9 \mathrm{~h} / \mathrm{U}$; and $\mathbf{g}$, $\mathrm{h} / \mathrm{U}$. Initially, the phase of the macroscopic matter wave field becomes more and more uncertain as time evolves (b), but remarkably at $t_{\text {rev }} / 2$ (d), when the macroscopic field has collapsed such that $\psi \approx 0$, the system has evolved into an exact 'Schrödinger cat' state of two coherent states. These two states are $180^{\circ}$ out of phase, and therefore lead to a vanishing macroscopic field $\psi$ at these times. More generally, we can show that at certain rational fractions of the revival time $t_{\text {rev, }}$, the system evolves into other exact superpositions of coherent states-for example, at $t_{\text {rev }} / 4$, four coherent states, or at $t_{\text {rev }} / 3$, three coherent states ${ }^{2,4}$. A full revival of the initial coherent state is then reached at $t=h / U$. In the graph, red denotes maximum overlap and blue vanishing overlap with 10 contour lines in between.
macroscopic matter wave field $\psi=\langle\alpha(t)| \hat{a}|\alpha(t)\rangle$, which has an intriguing dynamical evolution. At first, the different phase evolutions of the atom number states lead to a collapse of $\psi$. However, at integer multiples of the revival time $t_{\text {rev }}=h / U$ all phase factors in the sum of equation (2) re-phase modulo $2 \pi$, leading to a perfect revival of the initial coherent state. The collapse time $t_{\mathrm{c}}$ depends on the variance $\sigma_{n}^{2}$ of the atom number distribution, such that $t_{\mathrm{c}} \approx$
$t_{\text {rev }} / \sigma_{n}$ (see refs 1-5). A more detailed picture of the dynamical evolution of $\psi$ can be seen in Fig. 1, where the overlap of an arbitrary coherent state $|\beta\rangle$ with the state $|\alpha\rangle(t)$ is shown for different evolution times up to the first revival time of the many-body state ${ }^{8,9}$.

In our experiment, we create coherent states of the matter wave field in a potential well, by loading a magnetically trapped BoseEinstein condensate into a three-dimensional optical lattice potential. For low potential depths, where the tunnelling energy $J$ is much larger than the on-site repulsive interaction energy $U$ in a single well, each atom is spread out over all lattice sites. For the case of a homogeneous system with $N$ atoms and $M$ lattice sites, the manybody state can then be written in second quantization as a product of identical single-particle Bloch waves with zero quasi-momentum $|\Psi\rangle_{U / J=0} \propto\left(\sum_{i=1}^{M} \hat{a}_{i}^{\dagger}\right)^{\mathrm{N}}|0\rangle$. It can be approximated by a product over single-site many-body states $\left|\phi_{i}\right\rangle$, such that $|\Psi\rangle_{U / J=0} \approx$ $\prod_{i=1}^{M}\left|\phi_{i}\right\rangle$. In the limit of large $N$ and $M$, the atom number distribution of $\left|\phi_{i}\right\rangle$ in each potential well is poissonian and almost identical to that of a coherent state. Furthermore, all the matter waves in different potential wells are phase coherent, with constant relative phases between lattice sites. As the lattice potential depth $V_{\mathrm{A}}$ is increased and $J$ decreases, the atom number distribution in each potential well becomes markedly subpoissonian ${ }^{10}$ owing to the repulsive interactions between the atoms, even before entering the Mott insulating state ${ }^{11-13}$. After preparing superposition states $\left|\phi_{i}\right\rangle$ in each potential well, we increase the lattice potential depth rapidly in order to create isolated potential wells. The hamiltonian of equation (1) then determines the dynamical evolution of each of these potential wells.
The experimental set-up used here to create Bose-Einstein condensates in the three-dimensional lattice potential (see Methods) is similar to that used in our previous work ${ }^{11,14,15}$. Briefly, we start with a quasi-pure Bose-Einstein condensate of up to $2 \times 10^{5}{ }^{87} \mathrm{Rb}$ atoms in the $\left|F=2, m_{F}=2\right\rangle$ state in a harmonic magnetic trapping potential with isotropic trapping frequencies of $\omega=2 \pi \times 24 \mathrm{~Hz}$. Here $F$ and $m_{F}$ denote the total angular momentum


Figure 2 Dynamical evolution of the multiple matter wave interference pattern observed after jumping from a potential depth $V_{\mathrm{A}}=8 E_{\mathrm{r}}$ to a potential depth $V_{\mathrm{B}}=22 E_{\mathrm{r}}$ and a subsequent variable hold time $t$. After this hold time, all trapping potentials were shut off and absorption images were taken after a time-of-flight period of 16 ms . The hold times $t$ were $\mathbf{a}, 0 \mu \mathrm{~S} ; \mathbf{b}, 100 \mu \mathrm{~s} ; \mathbf{c}, 150 \mu \mathrm{~S} ; \mathbf{d}, 250 \mu \mathrm{~S} ; \mathbf{e}, 350 \mu \mathrm{~S} ; \mathbf{f}, 400 \mu \mathrm{~S} ;$ and $\mathbf{g}, 550 \mu \mathrm{~s}$. At first, a distinct interference pattern is visible, showing that initially the system can be described by a macroscopic matter wave with phase coherence between individual potential wells. Then after a time of $\sim 250 \mu \mathrm{~s}$ the interference pattern is completely lost. The vanishing of the interference pattern is caused by a collapse of the macroscopic matter wave field in each lattice potential well. But after a total hold time of $550 \mu \mathrm{~S}(\mathbf{g})$ the interference pattern is almost perfectly restored, showing that the macroscopic matter
wave field has revived. The atom number statistics in each well, however, remains constant throughout the dynamical evolution time. This is fundamentally different from the vanishing of the interference pattern with no further dynamical evolution, which is observed in the quantum phase transition to a Mott insulator, where Fock states are formed in each potential well. From the above images the number of coherent atoms $N_{\text {coh }}$ is determined by first fitting a broad two-dimensional gaussian function to the incoherent background of atoms. The fitting region for the incoherent atoms excludes $130 \mu \mathrm{~m} \times 130 \mu \mathrm{~m}$ squares around the interference peaks. Then the number of atoms in these squares is counted by a pixel-sum, from which the number of atoms in the incoherent gaussian background in these fields is subtracted to yield $N_{\text {coh }}$. a.u., arbitrary units.
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and the magnetic quantum number of the atom's hyperfine state. In order to transfer the magnetically trapped atoms into the optical lattice potential, we slowly increase the intensity of the lattice laser beams over a time of 80 ms so that a lattice potential depth $V_{\mathrm{A}}$ of up to 11 recoil energies $E_{\mathrm{r}}$ (see Methods) is reached ${ }^{11}$. This value of $V_{\mathrm{A}}$ is chosen so that the system is still completely in the superfluid regime ${ }^{16}$. We then rapidly increase the lattice potential depth to a value $V_{\mathrm{B}}$ of up to $35 E_{\mathrm{r}}$ within a time of $50 \mu \mathrm{~s}$ so that the tunne coupling between neighbouring potential wells becomes negligible The timescale for the jump in the potential depth is chosen such that it is fast compared with the tunnelling time between neighbouring potential wells, but sufficiently slow to ensure that all atoms remain in the vibrational ground state of each well. In this way, we preserve the atom number distribution of the potential depth $V_{\mathrm{A}}$ at the potential depth $V_{\mathrm{B}}$

We follow the dynamical evolution of the matter wave field after jumping to the potential depth $V_{\mathrm{B}}$ by holding the atoms in the optical lattice for different times $t$. After these hold times, we suddenly turn off the confining optical and magnetic trapping potentials and observe the resulting multiple matter wave interference pattern after a time-of-flight period of 16 ms . An example of such an evolution can be seen in Fig. 2, which shows the collapse and revival of the interference pattern over a time of $550 \mu \mathrm{~s}$. This collapse and revival of the interference pattern is directly related to the collapses and revivals of the individual coherent matter wave field in each potential well. It is important to note a crucial difference between the outcome of a collapse and revival experiment in a double-well system and our multiple-well system. In a double-wel system, a perfect interference pattern would be observed in each single realization of the experiment for all times. However, when the matter wave fields have collapsed in both wells, this interference pattern would alternate randomly for each realization. Averaging


Figure 3 Number of coherent atoms relative to the total number of atoms monitored ove time for the same experimental sequence as in Fig. 2. The solid line is a fit to the data assuming a sum of gaussians with constant widths and constant time separations, including an exponential damping and a linear background. The damping is mainly due to the following process: after jumping to a potential depth $V_{\mathrm{B}}$ and thereby abruptly changing the external confinement and the on-site matrix element $U$, we obtain a parabolic profile of the chemical potential over the cloud of atoms in the optical lattice, which leads to a broadening of the interference peaks over time. When the interference peaks become broader than the rectangular area in which they are counted, we cannot determine $N_{\text {col }}$ correctly any more, which explains the rather abrupt damping that can be seen-for example, between the third and fourth revival in the above figure. Furthermore, the difference in $U$ of $\sim 3 \%$ over the cloud of atoms contributes to the damping of $N_{\text {cooh }} / N_{\text {tot }}$ over time. The finite contrast in $N_{\text {coh }} / N_{\text {tot }}$ of initially $60 \%$ can be attributed to atoms in higher-order momentum peaks ( $\sim 10 \%$ of the total atom number), $s$-wave scattering spheres created during the expansion ${ }^{14}$, a quantum depletion of the condensate for the initial potential depth of $V_{\mathrm{A}}=8 E_{\mathrm{r}}$, and a finite condensate fraction due to the finite temperature of the system.
over several single realizations would then yield the ensemble average value $\psi=0$ that indicates the randomness of the interference pattern associated with the collapse of the matter wave fields. For the multiple-well set-up used here, however, the interference pattern in a single realization of the experiment can only be observed if the matter wave fields in each potential well have constant relative phase to each other, which requires that $\psi \neq 0$. The matter wave field $\psi$ is therefore directly connected to the visibility of the multiple matter wave interference pattern in a single realization of the experiment.

In order to analyse quantitatively the temporal evolution of the interference pattern, we evaluate the number of atoms in the first and central order interference peaks $N_{\text {coh }}$ versus the total number of atoms $N_{\text {tot }}$ in the time-of-flight images. In the optical lattice, the matter wave field in each potential well $\psi_{i}(t)=\left\langle\phi_{i}(t)\right| \hat{a}_{i}\left|\phi_{i}(t)\right\rangle$ collapses and revives owing to the nonlinear dynamics discussed above. In order to relate the time evolution of the global fraction of coherent atoms $N_{\text {coh }} / N_{\text {tot }}$ to such a single-site time evolution $\psi_{i}(t)$ with $\bar{n}_{i}$ atoms on average on this lattice site, we sum the coherent fraction in each well over all $M$ lattice sites: $N_{\text {coh }} / N_{\text {tot }}=$ $1 / N_{\text {tot }} \sum_{i=1}^{M}\left|\psi_{i}(t)\right|^{2}$. This sum can be converted into an integral using the classical probability distribution $W(\bar{n})$ which describes the probability of finding a lattice site with an average number of $\bar{n}$ atoms. If the single-site dynamics is given by $\psi\left(t, \bar{n},(U / J)_{\mathrm{A}}, U_{\mathrm{B}}\right)$, then the total number of coherent atoms can be determined by $N_{\text {coh }}=\int W(\bar{n})\left|\psi\left(t, \bar{n},(U / J)_{\mathrm{A}}, U_{\mathrm{B}}\right)\right|^{2} \mathrm{~d} \bar{n}$. Using the Bose-Hubbard model and assuming a homogenous system, we are able to numerically calculate the initial atom number statistics on a single lattice site for finite $U / J$ up to $U / J \approx 20$ and small $\bar{n}$ using a Gutzwiller ansatz ${ }^{13,17}$. This allows us to predict the dynamical evolution of the matter wave field on a single lattice site $\psi\left(t, \bar{n},(U / J)_{\mathrm{A}}, U_{\mathrm{B}}\right)$. Figure 3 shows the experimentally determined evolution of $N_{\text {coh }} / N_{\text {tot }}$ over time after jumping to the potential depth $V_{\mathrm{B}}$. Up to five revivals are visible, after which a damping of the signal prevents further detection of revivals.
The revival of the matter wave field in each potential well is expected to occur at times that are multiples of $h / U$, independent of the atom number statistics in each well. Therefore, in our inhomogeneous system, the macroscopic interference pattern should revive at the same times on all sites. As the on-site matrix element $U$ increases for greater potential depths, we expect the revival time to decrease as $V_{\mathrm{B}}$ increases. This is shown in Fig. 4, where we have measured the revival period for different final potential depths $V_{\mathrm{B}}$. We find excellent agreement between an ab initio calculation of $h / U$


Figure 4 Revival period in the dynamical evolution of the interference pattern after jumping to different potential depths $V_{B}$ from a potential depth of $V_{A}=5.5 E_{\mathrm{r}}$. The solid line is an ab initio calculation of $h / U$ with no adjustable parameters based on a band structure calculation. In addition to the statistical uncertainties shown in the revival times, the experimental data points have a systematic uncertainty of $15 \%$ in the values for the potential depth.
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from a band structure calculation and our data points. The revivals also directly prove the quantization of the underlying Bose field, and provide experimental proof that collisions between atoms lead to a fully coherent collisional phase $U n(n-1) t / 2 \hbar$ of the $|n\rangle$-particle state over time, even on the level of individual pairs of atoms.
As we increase our initial lattice potential depth $V_{\mathrm{A}}$, we expect the atom number distribution in each well to become markedly subpoissonian owing to the increasing importance of the interactions as U/J increases. This in turn should lead to an increase of the collapse time, which depends on the variance of the superimposed number states. We have verified this by measuring the collapse time for different values of $V_{\mathrm{A}}$ (Fig. 5a). We can clearly observe a significant increase in the collapse time, when jumping from greater potential depths. For example, when jumping from $V_{\mathrm{A}}=11 E_{\mathrm{r}}, t_{\mathrm{c}} / t_{\text {rev }}$ is more than $50 \%$ larger than when jumping from $V_{\mathrm{A}}=4 E_{\mathrm{r}}$. This indicates that the atom number distribution in each potential well has indeed become subpoissonian, because for our experimental parameters the average atom number per lattice site, $\bar{n}_{i}$ remains almost constant when $V_{\mathrm{A}}$ is increased. A comparison of the collapse time for different initial potential depths $V_{\mathrm{A}}$ to a theoretical prediction is shown in Fig. 5b.
The observed collapse and revival of the macroscopic matter wave field of a Bose-Einstein condensate directly demonstrate behaviour of ultracold matter beyond mean-field theories. Furthermore, the


Figure 5 Influence of the atom number statistics on the collapse time. a, First revival observed in the ratio $N_{\text {con }} / N_{\text {tot }}$ after jumping from different initial potential depths $V_{\mathrm{A}}=$ $4 E_{\mathrm{r}}$ (filled circles) and $V_{\mathrm{A}}=11 E_{\mathrm{r}}$ (open circles) to a potential depth of $V_{\mathrm{B}}=20 E_{\mathrm{r}}$. The data have been scaled to the same height in order to compare the widths of the collapse times, where the contrast of the curve at $V_{A}=11 E_{r}$ was $20 \%$ smaller than that for $V_{\mathrm{A}}=4 E_{\mathrm{r}}$. The solid and dashed line are fits to the data assuming a sum of two gaussians with constant widths $t_{\mathrm{c}}$ (measured as the $1 / \mathrm{e}$ half width of the gaussian), spaced by the corresponding revival time $t_{\text {rev }}$ for the potential depth $V_{B}=20 E_{\mathrm{r}}$. b, Collapse time $t_{\mathrm{c}}$ relative to the revival time $t_{\text {rev }}$ after jumping from different potential depths $V_{A}$ to a potential depth $V_{\mathrm{B}}=20 E_{\mathrm{r}}$. The solid line is an ab initio theoretical prediction based on the averaged time-evolution of the matter wave fields in each lattice potential well described in the text. Considering the systematic experimental uncertainties in the determination of the potential depths $V_{A}$ of $\sim 15 \%$ and an uncertainty in the total atom number of $\sim 20 \%$, we find a reasonable agreement between both the experimental data and the theoretical prediction. a.u., arbitrary units.
collapse times can serve as an independent, efficient probe of the atom number statistics in each potential well. It would be interesting to start from a Mott insulating state and use the coherent collisions between single atoms, which have been demonstrated here, to create a many-atom entangled state ${ }^{18-20}$. This highly entangled state could then serve as a promising starting point for quantum computing with neutral atoms ${ }^{19,21}$.

## Methods

## Optical lattices

A three-dimensional array of microscopic potential wells is created by overlapping three orthogonal optical standing waves at the position of the Bose-Einstein condensate. The atoms are then trapped in the intensity maxima of the standing-wave light field owing to the resulting dipole force. The laser beams for the periodic potential are operated at a wavelength of $\lambda=838 \mathrm{~nm}$ with beam waists of $\sim 125 \mu \mathrm{~m}$ at the position of the BoseEinstein condensate. This gaussian laser beam profile leads to an additional isotropic harmonic confinement of the atoms with trapping frequencies of 60 Hz for lattice potential depths of $20 E_{\mathrm{r}}$. Here $E_{\mathrm{r}}$ denotes the recoil energy $E_{\mathrm{r}}=\hbar^{2} k^{2} / 2 m$, with $k=2 \pi / \lambda$ being the wavevector of the laser light and $m$ the mass of a single atom. In this configuration, we populate almost 150,000 lattice sites with an average atom number per lattice site of up to 2.5 in the centre of the lattice. The lattice structure is of simple cubic type, with a lattice spacing of $\lambda / 2$ and oscillation frequencies in each lattice potential well
of $\sim 30 \mathrm{kHz}$ for a potential depth of $20 E_{\mathrm{r}}$. of $\sim 30 \mathrm{kHz}$ for a potential depth of $20 E_{\mathrm{r}}$.
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# Coherent Transport of Neutral Atoms in Spin-Dependent Optical Lattice Potentials 
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We demonstrate the controlled coherent transport and splitting of atomic wave packets in spindependent optical lattice potentials. Such experiments open intriguing possibilities for quantum state engineering of many body states. After first preparing localized atomic wave functions in an optical lattice through a Mott insulating phase, we place each atom in a superposition of two internal spin states. Then state selective optical potentials are used to split the wave function of a single atom and transport the corresponding wave packets in two opposite directions. Coherence between the wave packets of an atom delocalized over up to seven lattice sites is demonstrated.

Over the past few years Bose-Einstein condensates (BEC's) in optical lattices have opened fascinating new experimental possibilities in condensed matter physics, atomic physics, quantum optics, and quantum information processing. Already now the study of Josephson junction-like effects [1,2], the formation of strongly correlated quantum phases [3-5], and the observation of the collapse and revival of the matter wave field of a BEC [6] have shown some of these diverse applications. In an optical lattice, neutral atoms can be trapped in the intensity maxima (or minima) of a standing wave light field due to the optical dipole force $[7,8]$. So far the optical potentials used have been mostly independent of the internal ground state of the atom. However, it has been suggested that by using spin-dependent periodic potentials one could bring atoms on different lattice sites into contact and thereby realize fundamental quantum gates [ $9-12$ ], create large scale entanglement [13,14], excite spin waves [15,16], study quantum random walks [17], or form a universal quantum simulator to simulate fundamental complex condensed matter physics Hamiltonians [18]. Here we report on the realization of a coherent spin-dependent transport of neutral atoms in optical lattices [19,20]. We show how the wave packet of an atom that is initially localized to a single lattice site can be split and delocalized in a controlled and coherent way over a defined number of lattice sites.
In order to realize a spin-dependent transport for neutral atoms in optical lattices, a standing wave configuration formed by two counterpropagating laser beams with linear polarization vectors enclosing an angle $\theta$ has been proposed [9,13]. Such a standing wave light field can be decomposed into a superposition of a $\sigma^{+}$and $\sigma^{-}$polarized standing wave laser field, giving rise to lattice potentials $V_{+}(x, \theta)=V_{\max } \cos ^{2}(k x+\theta / 2)$ and $V_{-}(x, \theta)=$ $V_{\max } \cos ^{2}(k x-\theta / 2)$. Here $k$ is the wave vector of the laser light used for the standing wave and $V_{\text {max }}$ is the potential depth of the lattice. By changing the polarization angle $\theta$ one can thereby control the separation between the two
potentials $\Delta x=\theta / 180^{\circ} \cdot \lambda_{x} / 2$. When increasing $\theta$, both potentials shift in opposite directions and overlap again when $\theta=n \cdot 180^{\circ}$, with $n$ being an integer. For a spindependent transfer two internal spin states of the atom should be used, where one spin state dominantly experiences the $V_{+}(x, \theta)$ potential and the other spin state mainly experiences the $V_{-}(x, \theta)$ dipole force potential. Such a situation can be realized in rubidium by tuning the wavelength of the optical lattice laser to a value of $\lambda_{x}=$ 785 nm between the fine structure splitting of the rubidium $D 1$ and $D 2$ transitions. Then the dipole potential experienced by an atom in, e.g., the $|1\rangle \equiv \mid F=2, m_{F}=$ $-2\rangle$ state is given by $V_{1}(x, \theta)=V_{-}(x, \theta)$ and that for an atom in the $|0\rangle \equiv\left|F=1, m_{F}=-1\right\rangle$ state is given by $V_{0}(x, \theta)=3 / 4 V_{+}(x, \theta)+1 / 4 V_{-}(x, \theta)$. If an atom is now first placed in a coherent superposition of both internal states $1 / \sqrt{2}(|0\rangle+i|1\rangle)$ and the polarization angle $\theta$ is continuously increased, the spatial wave packet of the atom is split with both components moving in opposite directions.

As in our previous experiments, Bose-Einstein condensates of up to $3 \times 10^{5}$ atoms are created in the $\mid F=1$, $\left.m_{F}=-1\right\rangle$ hyperfine state in a harmonic magnetic trap with almost isotropic oscillation frequencies of $\omega=$ $2 \pi \times 16 \mathrm{~Hz}$. A three dimensional lattice potential is then superimposed on the Bose-Einstein condensate and the intensity raised in order to drive the system into a Mott insulating phase [5]. The atoms are thereby localized to individual lattice sites with no long range phase coherence. Tunneling between neighboring lattice sites is suppressed and irrelevant for the observed dynamics of the experiment. Two of the three orthogonal standing wave light fields forming the lattice potential are operated at a wavelength of $\lambda_{y, z}=840 \mathrm{~nm}$. For the third standing wave field along the horizontal $x$ direction a laser at a wavelength of $\lambda_{x}=785 \mathrm{~nm}$ is used. Along this axis a quarter wave plate and an electro-optical modulator (EOM) allow us to dynamically rotate the polarization vector of the retroreflected laser beam through an angle $\theta$
by applying an appropriate voltage to the EOM (see Fig. 1). Initially the polarization angle $\theta$ is set to a lin $\|$ lin polarization configuration. After reaching the Mott insulating phase we completely turn off the harmonic magnetic trapping potential but maintain a 1 G homogeneous magnetic field along the $x$ direction in order to preserve the spin polarization of the atoms. This homogeneous field is actively stabilized to an accuracy of $\approx 1 \mathrm{mG}$. Shortly before moving the atoms along this standing wave direction we adiabatically turn off the lattice potentials along the $y$ and $z$ directions. This is done in order to reduce the interaction energy, which strongly depends on the confinement of the atoms at a single lattice site. We can thereby study the transport process itself at a singleparticle level, without having to take into account the phase shifts in the many body state that result from a coherent collisional interaction between atoms.

By using microwave radiation around 6.8 GHz we are able to drive Rabi oscillations between the $|0\rangle$ and the $|1\rangle$ state with resonant Rabi frequencies of $\Omega=2 \pi \times$ 40 kHz , such that, e.g., a $\pi$ pulse can be achieved in a time of $12.5 \mu \mathrm{~s}$. The microwave field therefore allows us to place the atom into an arbitrary superposition of the two internal states $|0\rangle$ or $|1\rangle$.

During the shifting process of the atoms it is crucial to avoid unwanted vibrational excitations, especially if the shifting process would be repeated frequently. We therefore analyze the time scale for such a movement process in the following way. First the atom is placed either in state $|0\rangle$ or state $|1\rangle$ by using microwave pulses in a standing wave lin $\|$ lin polarization configuration. Then we rotate the polarization to an angle $\theta=180^{\circ}$ in a linear ramp within a time $\tau$, such that again a lin $|\mid$ lin polarization configuration is achieved. However, during this process the atoms will have moved by a distance $\pm \lambda_{x} / 4$ depending on their internal state. In order to determine whether any higher lying vibrational states have been populated, we adiabatically turn off the lattice potential within a time of $500 \mu \mathrm{~s}$. The population of the energy bands is then mapped onto the population of the corresponding Brillouin zones [21,22]. By counting the num-


FIG. 1 (color online). Schematic experimental setup. A one dimensional optical standing wave laser field is formed by two counterpropagating laser beams with linear polarizations. The polarization angle of the returning laser beam can be adjusted through an electro-optical modulator. The dashed lines indicate the principal axes of the wave plate and the EOM.
ber of atoms outside of the first Brillouin zone of the system relative to the total number of atoms we are able to determine the fraction of vibrationally excited atoms after the shifting of the lattice potential (see Fig. 2). For a perfectly linear ramp with infinite acceleration at the beginning and ending of the ramp one would expect the fraction of atoms in the first vibrational state to be given by $\left|c_{1}(\tau)\right|^{2}=2 v^{2} /\left(a_{0} \omega\right)^{2} \sin ^{2}(\omega \tau / 2)$, where $v=\lambda_{x} /(4 \tau)$ is the shift velocity, $a_{0}$ is the size of the ground state harmonic oscillator wave function, and $\omega$ is the vibrational frequency on each lattice site.
We have measured the vibrational frequencies on a lattice site for different polarization angles $\theta$ by slightly modulating the lattice position and observing a resonant transfer of atoms to the first excited vibrational state. For atoms in the $|1\rangle$ state the vibrational frequencies remain constant for different polarization angles $\theta$ as the lattice potential depth $V_{1}(x, \theta)$ remains constant. However, for atoms in the $|0\rangle$ state the lattice potential depth $V_{0}(x, \theta)$ decreases to $50 \%$ in a lin $\perp$ lin configuration. In order to reduce this effect we tilt the EOM by $3^{\circ}$ and thereby decrease the strength of the $\sigma^{-}$standing wave but increase the strength of the $\sigma^{+}$standing wave in such a polarization configuration. Then both trapping frequencies for the $|0\rangle$ and the $|1\rangle$ state decrease to approximately $85 \%$ in a lin $\perp$ lin configuration relative to their initial value of $\omega=2 \pi \times 45 \mathrm{kHz}$ in a lin $\|$ lin standing wave configuration. For such trapping frequencies of $\approx 45 \mathrm{kHz}$ during the transport process, the excitation probability should remain below $5 \%$ for shifting times longer than $\approx 2 \pi / \omega_{x}$, taking into account the finite bandwidth of our


FIG. 2. Fraction of atoms in excited vibrational states after moving the lattice potential in a time $\tau$ over a distance of $\lambda_{x} / 4$. Filled (hollow) circles denote atoms in the $|1\rangle(|0\rangle)$ state. The images show the population of the Brillouin zones when the lattice potential was adiabatically ramped down after the shifting process. These absorption images correspond to the $|1\rangle$ state and were taken after a time of flight period of 14 ms . The white dashed lines in the images denote the borders of the first Brillouin zone. Atoms within this Brillouin zone correspond to atoms in the vibrational ground state on each lattice site.


FIG. 3 (color online). General interferometer sequence used to delocalize an atom over an arbitrary number of lattice sites. Initially an atom is localized to the $j$ th lattice site. The graph on the left indicates the EOM voltage and the sequence of $\pi / 2$ and $\pi$ microwave pulses that are applied over time (see text).
high voltage amplifier. This finite bandwidth smooths the edges of our linear voltage ramp and thereby efficiently suppresses the oscillatory structure in the calculated excitation probability (see Fig. 2).
In order to verify the coherence of the spin-dependent transport we use the interferometer sequence of Fig. 3. Let us first consider the case of a single atom being initially localized to the $j$ th lattice site. First, the atom is placed in a coherent superposition of the two internal states $|0\rangle_{j}$ and $|1\rangle_{j}$ with a $\pi / 2$ microwave pulse (here the index denotes the position in the lattice). Then the polarization angle $\theta$ is rotated to $180^{\circ}$, such that the spatial wave packet of an atom in the $|0\rangle$ and the $|1\rangle$ state are transported in opposite directions. The final state after such a movement process is then given by $1 / \sqrt{2}\left(|0\rangle_{j}+i \exp (i \beta)|1\rangle_{j+1}\right)$, where the wave function of an atom has been delocalized over the $j$ th and the $(j+1)$ th lattice site. The phase $\beta$ between the two wave packets depends on the accumulated kinetic and potential energy phases in the transport process and in general will be nonzero. In order to reveal the coherence between the two wave packets, we apply a final $\pi / 2$ microwave pulse that erases the which way information encoded in the hyperfine states. We then release the atoms from the confining potential by suddenly turning off the standing wave optical potential and observe the momentum distribution of the trapped atoms in the $|1\rangle$ state with absorption imaging after a time of flight period. As a result of the above sequence, the spatial wave packet of an atom in the $|0\rangle(|1\rangle)$ state is delocalized over two lattice sites resulting in a double slit momentum distribution $w(p) \propto \exp \left[-p^{2} /\left(\hbar / \sigma_{x}\right)^{2}\right] \cdot \cos ^{2}\left(p \delta x_{0} / 2 \hbar+\right.$ $\beta / 2$ ) [see Fig. 4(a)], where $\delta x_{0}$ denotes the separation between the two wave packets and $\sigma_{x}$ is the spatial extension of the Gaussian ground state wave function on each lattice site. In order to increase the separation be-


FIG. 4. Observed interference patterns in state $|1\rangle$ after initially localized atoms have been delocalized over (a) two, (b) three, (c) four, (d) five, (e) six, and (f) seven lattice sites using the interferometer sequence of Fig. 3. The time of flight period before taking the images was 14 ms and the horizontal size of each image is $880 \mu \mathrm{~m}$. The shift time for this experiment was $50 \mu \mathrm{~s}$.
tween the two wave packets further, one could increase the polarization angle $\theta$ to further integer multiples of $180^{\circ}$. In practice, such an approach is, however, limited by the finite maximum voltage that can be applied to the EOM. In order to circumvent this limitation we apply a microwave $\pi$ pulse after the polarization has been rotated to $\theta=+180^{\circ}$, thereby swapping the role of the two hyperfine states. By then returning the polarization vector to $\theta=0^{\circ}$, we do not bring the two wave packets of an atom back to their original site but rather further increase the separation between the wave packets (see Fig. 3). The interlaced $\pi$ pulse provides a further advantage of canceling inhomogeneous phase shifts acquired in the single-particle phase $\beta$ in a spin-echo-like sequence. With increasing separation between the two wave packets the fringe spacing of the interference pattern further decreases (see Fig. 4). We have been able to observe such interference patterns for two wave packets delocalized over up to seven lattice sites [see Fig. 4(f)]. When


FIG. 5. Profile of the interference pattern obtained after delocalizing atoms over three lattice sites with a $\pi / 2-\pi-\pi / 2$ microwave pulse sequence. The solid line is a fit to the interference pattern with a sinusoidal modulation, a finite visibility ( $\approx 60 \%$ ), and a Gaussian envelope. The time of flight period was 15 ms .


FIG. 6. Phase of the interference pattern vs the phase $\alpha$ of the final microwave $\pi / 2$ pulse in a $\pi / 2-\pi-\pi / 2$ delocalization sequence (see Fig. 3). The absorption images show the measured interference pattern for $\alpha=0^{\circ}$ and $\alpha=180^{\circ}$ after a time of flight period of 15 ms . The solid line is a linear fit to the data with unity slope and a variable offset. The dashed lines in the images correspond to the center of the envelope of the interference pattern.
moving the atoms over up to three lattice sites, the visibility of the interference pattern remains rather high with up to $60 \%$ (see Fig. 5). These high contrast interference patterns directly prove the coherence of the transport process and also show that the single-particle phase $\beta$ acquired for each atom is almost constant throughout the cloud of atoms in our system. If the movement process is repeated more often, inhomogeneously acquired phase shifts over the cloud of atoms significantly decrease the visibility.
For many further applications of the coherent spindependent transport it will also be crucial that the single-particle phase $\beta$ is not only constant throughout the cloud of atoms within a single run of the experiment but is also reproducible between different sets of experiments. We have verified this by varying the phase $\alpha$ of the final microwave $\pi / 2$ pulse in a sequence where an atom is delocalized over three lattice sites. In Fig. 6 we plot the experimentally measured phase of the interference pattern vs the phase $\alpha$ of the final microwave pulse obtained in different runs of the experiment. We find a high correlation between the detected phase of the interference pattern vs the phase of the applied microwave pulse which proves that indeed the single-particle phase is constant between different experiments and can be canceled via the phase of the final microwave pulse.
In conclusion we have demonstrated the coherent spindependent transport of neutral atoms in optical lattices, thereby showing an essential level of coherent control for many future applications. The method demonstrated here, e.g., provides a simple way to continuously tune the interspecies interactions by controlling the overlap of
the two ground state wave functions for the two spin states. Furthermore, if such a transport is carried out in a three dimensional lattice, where the on-site interaction energy between atoms is large, one could induce interactions between almost any two atoms on different lattice sites in a controlled way. Such controlled interactions of Ising or Heisenberg type could then be used to simulate the behavior of quantum magnets [15], to realize quantum gates between different atoms [9-12], or to generate highly entangled cluster states $[10,13]$ that could form the basis of a one-way quantum computer [11].
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## Controlled collisions for multiparticle entanglement of optically trapped atoms

## Olaf Mandel, Markus Greiner, Artur Widera, Tim Rom,

 Theodor W. Hänsch \& Immanuel BlochSektion Physik, Ludwig-Maximilians-Universität, Schellingstrasse 4/III, D-80799 Munich, Germany, and the Max-Planck-Institut für Quantenoptik, D-85748 Garching, Germany
Entanglement lies at the heart of quantum mechanics, and in recent years has been identified as an essential resource for quantum information processing and computation ${ }^{1-4}$. The experimentally challenging production of highly entangled multi-particle states is therefore important for investigating both fundamental physics and practical applications. Here we report the creation of highly entangled states of neutral atoms trapped in the periodic potential of an optical lattice. Controlled collisions between individual neighbouring atoms are used to realize an array of quantum gates, with massively paralle operation. We observe a coherent entangling-disentangling evolution in the many-body system, depending on the phase shift acquired during the collision between neighbouring atoms. Such dynamics are indicative of highly entangled many-body states; moreover, these are formed in a single operational step, independent of the size of the system ${ }^{5,6}$.
Bose-Einstein condensates have been loaded into the periodic dipole force potential of a standing-wave laser field-a so-called optical lattice. In these systems, it has been possible to probe fundamental many-body quantum mechanics in an unprecedented way, with experiments ranging from Josephson junction tunne arrays ${ }^{7,8}$ to the observation of a Mott insulating state of quantum gases ${ }^{9,10}$. Important applications of atoms in a Mott insulating state in quantum information processing were envisaged early on. The Mott state itself, with one atom per lattice site, could act as a huge quantum memory, in which information would be stored in atoms at different lattice sites. Going beyond these ideas, it has been suggested that controlled interactions between atoms on neigh bouring lattice sites could be used to realize a massively parallel array of neutral-atom quantum gates ${ }^{5,11-14}$, with which a large multi particle system could be highly entangled ${ }^{6}$ in a single operational step. Furthermore, the repeated application of the quantum gate array could form the basis for a universal quantum simulator along the original ideas of Feynman for a quantum computer as a simulator of quantum dynamics ${ }^{15-17}$
The basic requirement for such control over the quantum state of a many-body system, including its entanglement, is the precise microscopic control of the interactions between atoms on differen lattice sites. To illustrate this, let us consider the case of two neighbouring atoms, initially in state $|\Psi\rangle=|0\rangle_{j}|0\rangle_{j+1}$ placed on the $j$ th and $(j+1)$ th lattice site of the periodic potential in the spinstate $|0\rangle$. First, both atoms are brought into a superposition of two internal states $|0\rangle$ and $|1\rangle$, using a $\pi / 2$ pulse such that $|\Psi\rangle=$ $\left(|0\rangle_{j}+|1\rangle_{j}\right)\left(|0\rangle_{j+1}+|1\rangle_{j+1}\right) / 2$. Then, a spin-dependent transport ${ }^{18}$ splits the spatial wave packet of each atom such that the wave packet of the atom in state $|0\rangle$ moves to the left, whereas the wave packet of the atom in state $|1\rangle$ moves to the right. The two wave packets are separated by a distance $\Delta x=\lambda / 2$, such that now $|\Psi\rangle=\left(|0\rangle_{j}|0\rangle_{j+1}+\right.$ $\left.|0\rangle_{j}|1\rangle_{j+2}+|1\rangle_{j+1}|0\rangle_{j+1}+|1\rangle_{j+1}|1\rangle_{j+2}\right) / 2$, where in the notation atoms in state $|0\rangle$ have retained their original lattice site index and $\lambda$ is the wavelength of the laser forming the optical periodic potential. The collisional interaction between the atoms ${ }^{5,12,19}$ over a time $t_{\text {hold }}$ will lead to a distinct phase shift $\varphi=U_{01} t_{\text {hold }} / \hbar$, when
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both atoms occupy the same lattice site $j+1$ resulting in: $|\Psi\rangle=$ $\left(|0\rangle_{j}|0\rangle_{j+1}+|0\rangle_{j}|1\rangle_{j+2}+\mathrm{e}^{-i \varphi}|1\rangle_{j+1}|0\rangle_{j+1}+|1\rangle_{j+1}|1\rangle_{j+2}\right) / 2$. Here $U_{01}$ is the onsite-interaction matrix element that characterizes the interaction energy when an atom in state $|0\rangle$ and an atom in state $|1\rangle$ are placed at the same lattice site and $\hbar$ is Planck's constant divided by $2 \pi$. Alternatively, a dipole-dipole interaction has been proposed ${ }^{11}$ for generating a state-dependent phase shift $\varphi$. The final many-body state after bringing the atoms back to their original site and applying a last $\pi / 2$ pulse can be expressed as $|\Psi\rangle=$ $\frac{1+\mathrm{e}^{-i \varphi}}{2}|1\rangle_{j}|1\rangle_{j+1}+\frac{1-e^{-i \varphi}}{2}|\mathrm{BELL}\rangle$. Here $|\mathrm{BELL}\rangle$ denotes the Belllike state corresponding to $\left(|0\rangle_{j}\left(|0\rangle_{j+1}-|1\rangle_{j+1}\right)+|1\rangle_{j}\left(|0\rangle_{j+1}+\right.\right.$ $\left.\left.|1\rangle_{j+1}\right)\right) / 2$.

This scheme can be generalized when more than two particles are placed next to each other, starting from a Mott insulating state of matter ${ }^{9,10}$. In such a Mott insulating state, atoms are localized to lattice sites, with a fixed number of atoms per site. For three particles for example, one can show that if $\varphi=(2 n+1) \pi$ (with $n$ being an integer), so-called maximally entangled Greenberger-HorneZeilinger (GHZ) states ${ }^{20}$ are realized. For a string of $N>3$ atoms, where each atom interacts with its left- and right-hand neighbour (see Fig. 1), the entire string of atoms can be entangled to form socalled cluster states in a single operational step ${ }^{5,6}$. The controlled interactions described above can be viewed as being equivalent to an ensemble of quantum gates acting in parallel ${ }^{3,5}$.

The experimental set-up used to load Bose-Einstein condensates into the three-dimensional optical lattice potential (see Methods section) is similar to our previous work ${ }^{10,19}$. Briefly, we start with a quasi-pure Bose-Einstein condensate of $10^{5}{ }^{87} \mathrm{Rb}$ atoms in the $\left|F=1, m_{F}=-1\right\rangle$ state in a harmonic magnetic trapping potential with isotropic trapping frequencies of $\omega=2 \pi \times 14 \mathrm{~Hz}$. Here $F$ and $m_{F}$ denote the total angular momentum and the magnetic quantum number of the atom's hyperfine state. The three-dimensional periodic potential of an optical lattice is then ramped up over a period of 80 ms to a potential depth of $25 E_{\mathrm{r}}$, such that the BoseEinstein condensate is converted into a Mott insulating state. Here

b


Figure 1 Schematic multiple quantum gate sequences based on controlled interactions. a, A chain of neutral atoms on different lattice sites is first placed in a coherent superposition of two spin-states $|0\rangle$ (red) and $|1\rangle$ (blue) with a $\pi / 2$ microwave pulse. Then a spin-dependent transport is used to split the spatial wave packet of an atom, and move these two components along two opposite directions depending on their spin-state. The wave packets are separated by a lattice period such that each atom is brought into contact with its neighbouring atom. Owing to the collisional interaction between the atoms, a phase shift $\varphi$ is acquired during a time $t_{\text {hold }}$ that the atoms are held on a common lattice site depending on the spin-state of the atoms. After such a controlled collisional interaction, the wave packets of the individual atoms are returned to their original site and a final microwave $\pi / 2$ pulse is applied to all atoms. This multiple quantum gate sequence can be equivalently described as a controllable quantum Ising interaction ${ }^{6,12}$. b, In a slight modification of such a sequence, the atoms are not returned to their original lattice site $j+1$ but rather delocalized further over the $j$ th and $(j+2)$ th lattice site after the controlled collisional interaction. The small arrows indicate the different paths that a single atom will follow during the multiple quantum gate sequence. Both sequences can be viewed as multi-particle interferometers, where the many-body output state of the interferometer can in general not be expressed as a product state of single-particle wavefunctions.
$E_{\mathrm{r}}$ denotes the recoil energy $E_{\mathrm{r}}=\hbar^{2} k^{2} / 2 m$, with $k=2 \pi / \lambda$ being the wavevector of the laser light and $m$ the mass of a single atom. For our experimental parameters of atom number and harmonic confinement, such a Mott insulator should consist mainly of a central core with $n=1$ atoms per lattice site ${ }^{9,21,22}$. The magnetic trapping potential is then rapidly switched off, but an actively stabilized magnetic offset field of 1 G along the transport direction is maintained to preserve the spin polarization of the atoms. With the optical standing wave along this direction, we are able to realize a spin-dependent transport of the atoms. After turning off the magnetic trapping field, we wait another 40 ms for the electronics to stabilize the magnetic offset field. Thereafter, 3.5 ms before the quantum gate sequence is initiated, we adiabatically increase the lattice depth along this axis to $34 E_{\mathrm{r}}$ such that atoms remain in the vibrational ground state, are tightly confined and can be moved as fast as possible without excitations to higher vibrational states

In the experiment, the two hyperfine states $\left|F=1, m_{F}=-1\right\rangle \equiv$ $|0\rangle$ and $\left|F=2, m_{F}=-2\right\rangle \equiv|1\rangle$ form the logical basis of a singleatom qubit at each lattice site. These two states can be coupled


Figure 2 Experimentally measured Ramsey fringes for different hold times $t_{\text {hold }}$ during which atoms undergo a controlled collisional interaction with their neighbouring atoms. The experimental sequence used is similar to the one in Fig. 1a, where atoms are returned to their original lattice site after the controlled interaction. The hold times $t_{\text {hold }}$ are $\mathbf{a}$, $30 \mu \mathrm{~s}, \mathbf{b}, 210 \mu \mathrm{~s}$ and $\mathbf{c}, 450 \mu \mathrm{~s}$. The relative number of atoms $N_{\text {rel }}=N_{1} / N_{\text {tot }}$ in the |1 $\rangle$ state versus the phase $\alpha$ of the final microwave $\pi / 2$ pulse is measured. A state-selective absorption imaging of the atom cloud is used to obtain $N_{1}$ after a time-of-flight period of 12 ms , and $110 \mu \mathrm{~s}$ thereafter the total atom number is measured to yield $N_{\text {tot }}$. The solid line indicates a fit of a sinusoidal function with variable amplitude and an offset to the data from which the visibility of the Ramsey fringe is extracted. The change in the phase of the Ramsey fringes for different hold times is mainly caused by the different exposure times of the two spin-states of an atom to differential light shifts of the optical lattice that are not perfectly cancelled in the spin-echo sequence.


Figure $\mathbf{3}$ Visibility of Ramsey fringes versus hold times on neighbouring lattice sites for the experimental sequence similar to the one displayed in Fig. 1a. The solid line is a sinusoidal fit to the data including an offset and a finite amplitude. Such a sinusoidal behaviour of the visibility versus the collisional phase shift (determined by the hold time $t_{\text {hold }}$ ) is expected for a Mott insulating state with an occupancy of $n=1$ atom per lattice site ${ }^{23}$. The maximum observed visibility is limited to $55 \%$ by inhomogeneities and time-dependent fluctuations of the lattice potentials throughout the cloud of atoms that are not perfectly compensated by the applied spin-echo sequence (see text).
coherently using resonant microwave radiation around 6.8 GHz . A $\pi / 2$ pulse allows us to place the atom in a coherent superposition of the two states within a time of $6 \mu \mathrm{~s}$. After creating such a coherent superposition, we use a spin-dependent transfer to split and move the spatial wavefunction of the atom over half a lattice spacing in two opposite directions depending on its internal state (see Fig. 1). Such a movement process is carried out within a time of $40 \mu \mathrm{~s}$ in order to avoid any vibrational excitations ${ }^{18}$ (the probability for excitations into higher-lying vibrational states was measured to be less than 3\%). Atoms on neighbouring sites then interact for a variable amount of time $t_{\text {hold }}$. After half of the hold time, a microwave $\pi$ pulse is applied. This spin-echo type $\pi$ pulse is mainly used to cancel unwanted single-particle phase shifts, due, for example, to inhomogeneities in the trapping potentials. It does not, however, affect the non-trivial and crucial collisional phase shift due to the interactions between the atoms. After such a controlled collision, the atoms are moved back to their original site. Then a final $\pi / 2$ microwave pulse with variable phase $\alpha$ is applied, and the atom number in state $|1\rangle$ relative to the total atom number is recorded
The Ramsey fringes obtained in this way are shown in Fig. 2 for some different hold times $t_{\text {hold }}$, and for a wider range of hold times their visibility is plotted in Fig. 3. For short hold times, where no significant collisional phase shift is acquired, a Ramsey fringe with a
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visibility of approximately $50 \%$ is recorded. For longer hold times we notice a strong reduction in the visibility of the Ramsey fringe with an almost vanishing visibility of approximately $5 \%$ for a hold time of $210 \mu \mathrm{~s}$ (Fig. 2b). This hold time corresponds to an acquired collisional phase shift of $\varphi=\pi$ for which we expect a minimum visibility if the system is becoming entangled.

For such an entangled state the probability for finding atoms in state $|1\rangle$ becomes independent of the phase $\alpha$ corresponding to a vanishing Ramsey fringe. This can be seen, for example, for the twoparticle case: when the phase $\alpha$ of the last pulse is kept variable, the maximally entangled state for a collisional phase $\varphi=(2 n+1) \pi$ can be expressed as: $|\Psi(\varphi=\pi)\rangle=\frac{1}{\sqrt{2}}(|0\rangle|-, \alpha\rangle+|1\rangle|+, \alpha\rangle)$, where $|-, \alpha\rangle \equiv \frac{1}{\sqrt{2}}\left(c_{\mathrm{c}}^{-}|0\rangle-c_{\mathrm{s}}^{-}|1\rangle\right)$ and $|+, \alpha\rangle \equiv \frac{1}{\sqrt{2}}\left(c_{\mathrm{s}}^{+}|0\rangle+c_{\mathrm{c}}^{+}|1\rangle\right)$ with $c_{\mathrm{c}}^{ \pm} \equiv \mathrm{e}^{ \pm i \alpha} \cos \alpha$ and $c_{\mathrm{s}}^{ \pm} \equiv-( \pm i \sin \alpha-1)$. Here the probability for finding an atom in either spin-state, for example, $P(|1\rangle)$, is independent of $\alpha$ and equal to $1 / 2: P(|1\rangle)=\frac{1}{8}\left\{\left|c_{\mathrm{s}}^{+}\right|^{2}+\left|c_{\mathrm{s}}^{-}\right|^{2}+2\left|c_{\mathrm{c}}^{+}\right|^{2}\right\}=\frac{1}{2}$. This indicates that no single-particle operation can place all atoms in either spin-state when a maximally entangled state has been created. The disappearance of the Ramsey fringe has been shown to occur not only for a two-particle system, but is a general feature for an arbitrary $N$-particle array of atoms that have been highly entangled with the above experimental sequence ${ }^{3,23}$. A vanishing Ramsey fringe can therefore in principle not distinguish between two-particle or multi-particle entanglement.

For longer hold times, the visibility of the Ramsey fringe increases again reaching a maximum of $55 \%$ for a hold time of $450 \mu \mathrm{~s}$. Here the system becomes disentangled again, as the collisional phase shift is close to $\varphi=2 \pi$ and the Ramsey fringe is restored with maximum visibility.

The coherent 'entanglement oscillations' of the many-body system $^{6}$ are recorded for longer hold times by using the multiparticle interferometer sequence of Fig. 1b, where the atoms are not brought back to their original site but are rather kept delocalized ${ }^{18}$. This allows us to observe the Ramsey fringe of the previous sequence as a spatial interference pattern in a single run of the experiment in analogy to a double-slit interference experiment, when a stateselective time-of-flight detection is used. Images of such an interference pattern can be seen in Fig. 4 for different hold times $t_{\text {hold }}$. The coherent evolution again indicates the entangling-disentangling dynamics that the system undergoes for different collisional phase shifts $\varphi$ (see Fig. 5).

Although the observed coherent dynamics in the vanishing and re-emergence of the Ramsey fringe does not provide a rigorous proof of a highly entangled multi-particle state, it is very indicative of such a state. So far, we cannot employ single-atom measurement techniques to detect correlations between individual atoms in the cluster that would provide a quantitative measurement for the size


Figure 4 Spatial interference patterns recorded after applying the multiple quantum gate sequence of Fig. 1b for different collisional interaction times $t_{\text {hold }}$. The different hold times ( $\mu . \mathrm{s}$ ) of $30(\mathbf{a}), 90(\mathbf{b}), 150(\mathbf{c}), 210(\mathbf{d}), 270(\mathbf{e}), 330(\mathbf{f}), 390(\mathbf{g})$ and $450(\mathbf{h})$ lead to different collisional phase shifts $\varphi$, ranging from $\varphi \approx 0(\mathbf{a})$ to just over $\varphi \approx 2 \pi(\mathbf{h})$. The

vanishing and reappearance of the interference pattern is caused by the coherent entangling-disentangling dynamics in the many-body system due to the controlled collisions between neighbouring atoms. The state-selective absorption images were obtained after a time-of-flight period of 11 ms .
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Figure 5 Visibility of the spatial interference patterns versus different collisional interaction times $t_{\text {hold }}$. We have been able to observe up to four entangling-disentangling cycles in the experiment. The reduced visibility for longer hold times is mainly caused by a dephasing over the trapped cloud of atoms due to inhomogeneities in the external potentials.
of the entangled many-body state. It is clear, however, that the minimum visibility observed in the Ramsey fringes is dependent on the quality of our initial Mott insulating state and the fidelity of the quantum gate operations. In an ideal experimental situation with perfect fidelity for the multi-particle quantum gates and a defectfree Mott insulating state, this visibility should vanish for a phase shift of $\varphi=(2 n+1) \pi$. For a finite fidelity of the quantum gates, caused, for example, by a $5 \%$ fractional error in the pulse areas of the microwave pulses, the minimum visibility would already increase to $\sim 2 \%$. If defects are present in the initial quantum state of the Mott insulator-for example, vacant lattice sites-then the entangled cluster state will not extend beyond this vacancy and the visibility of the Ramsey fringe will become non-zero owing to isolated atoms in the lattice. We have noticed, for example, that the quality of the Mott insulating state deteriorates owing to its prolonged uncompensated exposure to the potential gradient of gravity after the magnetic trapping potential is turned off. In addition to an imperfect creation of the Mott state, such vacancies could be caused by the superfluid shell of atoms surrounding the Mott insulating core ${ }^{9,21,22}$ or spontaneous emission due to the laser light, which leads to excitations of approximately $5 \%$ of the atoms for our total experimental sequence times.

In our one-dimensional lattice shift the system is very susceptible to vacant lattice sites, as a defect will immediately limit the size of the cluster. However, the scheme can be extended to two or three dimensions by using two additional lattice shift operations along the remaining orthogonal lattice axes. As long as the filling factor of lattice sites exceeds the percolation threshold (31\% for a threedimensional simple cubic lattice system ${ }^{24}$ ) a large entangled cluster should be formed, making massive entanglement of 100,000 atoms possible in only three operational steps. For some of the applications of such a highly entangled state it will, however, be crucial to locate the position of the defects in the lattice.

In the future, it will be interesting to explore schemes for quantum computing that are based only on single-particle operations and measurements on such a cluster state ${ }^{2}$. Here the large amount of entanglement in a cluster state can be viewed as a resource for quantum computations. But now, even without the possibility of manipulating single atoms in the periodic potential, a quantum computer based on the controlled collisions demonstrated here could be able simulate a wide class of complex hamiltonians of condensed-matter physics that are translationally invariant ${ }^{12,17} . \square$

## Methods

## Optical lattices

A three-dimensional array of microscopic potential wells is created by overlapping three hogonal optical standing waves at the position of the Bose-Einstein condensate. In our
case the atoms are trapped in the intensity maxima of the standing-wave light field owing to the resulting dipole force ${ }^{25,26}$. The laser beams for two of the periodic potentials are operated at a wavelength of $\lambda=820 \mathrm{~nm}$ with beam waists of approximately $210 \mu \mathrm{~m}$ at the position of the Bose-Einstein condensate. This gaussian laser beam profile leads to an additional isotropic harmonic confinement of the atoms with trapping frequencies of 40 Hz for lattice potential depths of $25 E_{\mathrm{r}}$ In this configuration, we populate almost 100,000 lattice sites with an average atom number per lattice site of up to 1 in the centre of oscillation frequencies in each lattice potential well of approximately 30 kHz for a potential osciliation frequer
depth of $25 E_{\mathrm{r}}$.

## State-dependent lattice potentials

Along a third orthogonal direction a standing-wave potential at a wavelength of $\lambda_{x}=785 \mathrm{~nm}$ is used, formed by two counter-propagating laser beams with linear polarization vectors ${ }^{5,1,1,18}$. The angle $\theta$ between these polarization vectors can be dynamically adjusted through an electro-optical modulator and additional polarization optics. Such a lin-angle-lin polarization configuration can be decomposed into a $\sigma^{+}$and a $\sigma^{-}$polarized standing-wave laser field, giving rise to potentials $V_{+}(x, \theta)=V_{0} \cos ^{2}\left(k_{x} x+\right.$ $\theta / 2)$ and $V_{-}(x, \theta)=V_{0} \cos ^{2}\left(k_{x} x-\theta / 2\right)$. Here $V_{0}$ is the potential depth of the lattice. By changing the polarization angle $\theta$ one can control the separation $\Delta x=(\theta / \pi)\left(\lambda_{x} / 2\right)$ and overlap again for $\theta=n \pi$. For our experimental conditions, the dipole potential experienced by atoms in the $|1\rangle$ state is given by $V_{-}(x, \theta)$ and for atoms in the $|0\rangle$ state experienced by atoms in the $|1\rangle$ state is given by $V-(x, \theta)$ and for atoms in the $\mid 0$ state, it is
dominated by the $V_{+}(x, \theta)$ potential ${ }^{15}$. For these laser beams, a waist of $150 \mu \mathrm{~m}$ has been used, resulting in a maximum potential depth of $34 E_{\mathrm{r}}$ and corresponding maximum vibrational trapping frequencies of 39 kHz .
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## C. Data on Rubidium

Relevant ${ }^{87} \mathrm{Rb}$ data taken from ref. [99]. Scattering lengths taken directly from references::

| Description | Symbol | Value |  |
| :---: | :---: | :---: | :---: |
| Natural abundance | $\eta\left({ }^{87} \mathrm{Rb}\right)$ | 27.83(2) \% | [100] |
| Atomic mass | $m$ | $86.909180520(15) \mathrm{u}$ $1.44316060(11) \times 10^{-22} \mathrm{~g}$ | [101] |
| Nuclear spin | I | 3/2 |  |
| Landé g-factor | $g_{J}\left(5^{2} \mathrm{~S}_{1 / 2}\right)$ | $2.00233113(20)$ | [102] |
|  | $g_{J}\left(5^{2} \mathrm{P}_{1 / 2}\right)$ | 0.666 | [99] |
|  | $g_{J}\left(5^{2} \mathrm{P}_{3 / 2}\right)$ | 1.3362(13) | [102] |
| Nuclear g-factor | $g_{I}$ | -0.000 $9951414(10)$ | [102] |
| Wavelength (Vacuum) | $\lambda_{\text {D1 }}$ | 794.9788509 (8) nm | [103] |
|  | $\lambda_{\text {D1 }}$ | $780.241209686(13) \mathrm{nm}$ | [103] |
| Lifetime P-states | $\tau_{1 / 2}$ | 27.70(4) ns | [104] |
|  | $\tau_{3 / 2}$ | 26.24(4) ns | [104] |
| Natural line width | $\Gamma_{\text {D1 }}$ | $\begin{aligned} & 36.10(5) \times 10^{6} \mathrm{~s}^{-1} \\ & 2 \pi \times 5.746(8) \mathrm{MHz} \end{aligned}$ |  |
|  | $\Gamma_{\text {D2 }}$ | $\begin{aligned} & \hline 38.11(6) \times 10^{6} \mathrm{~s}^{-1} \\ & 2 \pi \times 6.065(9) \mathrm{MHz} \end{aligned}$ |  |
| Saturation intensity $\|\mathrm{F}=2\rangle \rightarrow\left\|\mathrm{F}^{\prime}=3\right\rangle$ <br> cycling | $I_{\text {sat }}$ | $1.669(9) \mathrm{mW} / \mathrm{cm}^{2}$ | [99] |
| Scattering lengths: <br> Triplet, Singlet $\left\|\mathrm{F}=1, m_{\mathrm{F}}=-1\right\rangle$ | $a_{T}$ | $106 \pm 4 a_{0}$ | [105] |
|  | $a_{S}$ | $90 \pm 1 a_{0}$ | [105] |
|  | $a$ | $103 \pm 5 a_{0}$ | [106] |



Figure C.1.: ${ }^{87} \mathrm{Rb}$ levelscheme.


Figure C.2.: ${ }^{87} \mathrm{Rb}$ groundstate versus magnetic field. Plotted is the energy of the groundstate levels in frequency units. The $m_{\mathrm{F}}$ quantum numbers are given for each curve.

## D. List of abbreviations

## AOM Acusto-Optical Modulator

In a non-linear crystal, a high-frequency acoustic wave creates a lattice in the optical density. A laser beam passing through the AOM is shifted in its frequency by $\pm$ the frequency of the sonic wave.

## BCS Bardeen-Cooper-Schrieffer

The theory to explain superconductivity was published by Bardeen, Cooper and Schrieffer, hence BCS. It uses a state, in which fermions form bosonic pairs, that then condense into a BEC. Here, the term is used in BCS transition, meaning the quantum phase transition into or out of this state.

BEC Bose-Einstein-Condensate
A Bose-Einstein-Condensate consists of cold bosons, that macroscopically occupy the trap ground state. All atoms in a BEC share a common wave function and are thus superfluid. For further properties of BECs, see [16].

CCD Charge Coupled Device
The light sensitive part of many modern cameras or shorthand for such a camera itself. A CCD (chip) consists of a two-dimensional array of light-sensitive pixels, that convert photons to electric charges. These are stored at the pixel, until after the exposure. Then, in a readout-row, the charges are shifted one pixel at a time into a readout-amplifier. After one row has been read completely, the image-field is shifted one line down, so that the next row of pixels can be read out.

## CPU Central Processing Unit

The core of every modern computer, this chip is capable of conducting an arbitrary list of operations from a set of implemented functions. The commands, that control which operation is performed when and on which operand define the calculation the Central Processing Unit (CPU) performs, not the basic design of the chip.

EOM Electro-Optical Modulator
A material (often $\mathrm{LiNbO}_{3}$ or $\mathrm{KH}_{2} \mathrm{PO}_{4}(\mathrm{KDP})$ ) with a high electro optic constants is submitted to a high electric field. The refractive index along certain crystal axis changes with the applied voltage. Depending on the geometry of applied field, beam polarisation and crystal orientation, the EOM can be used as a phase modulator or variable $\lambda / 2$ plate.

FPGA Field Programmable Gate Array
Used for micro-chips that are divided into a large array of computation cells and interconnects. During initialisation of the chip, the function of each cell gets defined and the interconnects are routed according to an editable circuit description. A modern FPGA can contain over 200,000 logic cells and nearly 6 MBits of RAM (e.g. Xilinx 4VLX200).

GHZ Greenberger-Horne-Zeilinger
The GHZ state is an entangled state of $n=3$ qubits (generalized GHZ for $n \geq 3$ ) that can be written as $|00 \ldots 0\rangle+|11 \ldots 1\rangle$ in some basis. This state is maximally entangled, but very fragile against measurements.

MOSFET Metal Oxide Semiconductor Field Effect Transistor
A solid state device comprised of a channel whose conductivity can be modulated by applying a voltage to a capacitor in the device. In our experiment, they are used as fast switches for large currents (several 100 A ).

MOT Magneto-Optical Trap
The Magneto-Optical Trap has become the most common source for ultra-cold atoms in labs around the world. A combination of magnetic field gradients and laser-fields tuned slightly below an atomic resonance trap over $10^{11}$ atoms and cool them to temperatures of typically $10-100 \mu \mathrm{~K}$. For more details on MOTs, see [25].

MI Mott-Insulator
In a Mott-Insulator, atoms distribute over a regular array of lattice sites such that interaction energy is minimized. This results in each lattice site having a single atom-number state, for the experiments considered here usually exactly one atom. This means, that a MIstate does not have a phase, as this requires a superposition of atom number states.

QUIC Quadrupole-Ioffe-Configuration
A Ioffe-Pritchard type magnetic trap made of three coils [38]. It works on small currents of $\approx 40 \mathrm{~A}$. The aspect-ratio of this trap is $\approx 10$.

RF Radio-Frequency
An electromagnetic wave in the high kHz to MHz frequency range.

## SF Superfluid

A Superfluid is a state featuring a defined phase, where the matter behaves like a wave. The BEC is a SF.

TA Tapered Amplifier
A laser, where a comparatively weak master laser is coupled into a trapezoid laser diode, where it is amplified in a single pass. The shape of the amplifier-chip guaranties spatial coherence of the emitted light, while at the same time keeping the energy-density on the chip-surface below the destruction limit.

## TOF Time-of-Flight

Before taking an absorption image of an atom cloud, all trapping potentials are switched off and the cloud is allowed to expand in free flight for a Time-of-Flight. This scales the features of the system up for easier imaging while at the same time Fourier-converting the image. So our experimental images show the momentum-space, not the real space.

## UHV Ultra-High-Vacuum

In our apparatus, two vacuum chambers are operated at pressures of $10^{-9} \mathrm{mbar}$ and $10^{-11} \mathrm{mbar}$, respectively.
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