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Abstract

In this study, some of the important properties of the states of qubit pairs are
reviewed. They are specified by 15 numerical parameters that are naturally
regarded as the components of two 3-vectors and 3 × 3-dyadic. There are six
classes of families of locally equivalent states in a straightforward scheme for
classifying all 2-qubit states; four of the classes consist of two subclasses each.
Easy-to-use criteria enable one to check whether a given pair of 3-vectors plus
3 × 3-dyadic specify a 2-qubit state that is separable or not. The properties of
Lewenstein-Sanpera decompositions are employed to split a given state into its
optimal separable and pure parts. A number of examples for which the optimal
decomposition is known explicitly are reported. A criterion is introduced to
decide if a given decomposition is the optimal one or not. Two inequalities are
obeyed if the decomposition in question is the optimal one and are violated if it
is not. An alternative presentation of the IBM and Oxford purification protocols
is obtained. Employing the properties of the characteristic values of the cross
dyadic makes the Oxford protocol much faster.
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Chapter 1

Introduction

In the past few years, we have seen the beginnings of a new field in physics and
information theory, the physics of quantum information, as a result of discovering
the phenomenon of quantum entanglement, the origin of nonclassical correlations
between the outcomes of local measurements performed on two particles. The
great importance of quantum entanglement is known since 1935, when Einstein,
Podolsky, and Rosen (EPR) considered a quantum system consisting of two par-
ticles which interacted with each other at some initial time and then moved off
in opposite directions. Finally, the particles enter a measurement device to de-
termine some classical properties of each of them independently. EPR insisted
that a measurement on the first particle cannot have any actual influence on the
second particle (the locality condition), thus the properties of the second particle
must be independent of the measurements performed on the first one. The pres-
ence of nonclassical correlations – a well established experimental fact as tests of
Bell’s inequality demonstrated that it is violated – is incomprehensible from this
point of view.

The recent development of quantum information theory shows that entangle-
ment can have important practical applications. In particular it turned out that
entanglement can be used as a resource for communication of quantum states in
an astonishing process called quantum teleportation [1,2,3], and also for quantum
coding, [4] and for cloning [5,6]. Quantum entanglement is not only a fundamen-
tal resource in quantum communication, but also can be viewed as a resource in
quantum computation [7], and quantum cryptography [8, 9].

It is clear that the entanglement is very important for all quantum infor-
mation tasks, so there arises naturally the question of how it can be quantified
and manipulated. Attempts have been made to find meaningful measures of en-
tanglement, such as the entanglement of formation [10, 11], negativity [52], and
relative entropy of entanglement [12] have been proposed. Moreover, some of the
tasks of quantum information require maximally entangled states, so entangle-
ment purification and distillation [13, 14, 15], namely the process of extracting
maximally entangled states from input states, are very important manipulations
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for quantum systems. They extract some more strongly entangled states from an
ensemble of weakly entangled ones.

A qubit is, in general terms, a binary quantum alternative, for which there
are many different physical realizations. Familiar examples include the binary
alternatives of a Stern-Gerlach experiment (“spin up” or “spin down”); of a
photon’s helicity (“left handed” or “right handed”); of two-level atoms (“in the
upper state” or “in the lower one”); of Young’s double-slit set-up (“through
this slit” or “through that slit”); of Mach-Zehnder interferometers (“reflected at
the entry beam splitter” or “transmitted at it”); and of Ramsey interferometers
(“transition in the first zone” or “in the second zone”).

The actual physical nature of the qubits in question is irrelevant, however, for
the issues dealt with here. We are remarking on entangled states of two qubits,
and as far as the somewhat abstract mathematical properties are concerned, all
qubits are equal. In particular, the two qubits under consideration could be of
quite different kinds, one the spin-1

2
degree of freedom of a silver atom, say, the

other a photon’s helicity. It is even possible, and of experimental relevance [16,
17, 18], that both qubits are carried by the same physical object: the which-way
alternative of an atom (photon, neutron, . . . ) passing through an interferometer
could represent one qubit, for instance, while its polarization (or another internal
degree of freedom) is the other.

Entangled qubits are exploited in most schemes proposed for quantum com-
munication purposes, for quantum information processing, or for the secure key
distribution procedures known as quantum cryptography. The basic units are en-
tangled qubit pairs. Obviously then, a thorough understanding of the properties
of 2-qubit states is desirable. Although there has been considerable progress in
this matter recently, the situation is still not fully satisfactory.

Whereas the possible states of a single qubit are easily classified with the aid
of a 3-vector (the Bloch vector in one physical context, the Poincaré vector in
another, and analogs of both in general — we shall speak of Pauli vectors), the
classification of the states of entangled qubit pairs has not been fully achieved as
yet. The obvious reason is the richness of the state space, which is parameterized
by two 3-vectors, one for each qubit, and a 3×3-dyadic that represents expectation
values of joint observables, so that 15 real numbers are necessary to specify an
arbitrary 2-qubit state.

The qubit pairs that we are concerning ourselves with are the simplest inter-
twined quantum systems. As such they are prototypical for more complicated
systems, much like the hydrogen atom is the prototype of all atoms and molecules.
Of course, constituting the simplest system conceivable, qubit pairs do not ex-
hibit all the features that can be found in larger systems. In fact, the simplicity
of a 2-qubit system is due to the fact that it consists of two parts only, and each
part is a qubit.



1.1 Overview of the thesis 5

1.1 Overview of the thesis

The aim of this study is to understand the properties of those most basic entan-
gled states that consist of two qubits. In the rest of this chapter some algebraic
notations, the separability of 2-qubits, and the Peres-Horodeccy criterion are
introduced.

Chapter Two is studying the kinematics of 2-qubit states. The representation
of 2-qubit states in a Hilbert space is introduced, where they are specified by
15 real numbers; 6 of them represent the components of the two Pauli vectors,
one for each qubit, and a 3 × 3 dyadic represents the expectation values for the
joint observables. A generic form for a 2-qubit pure state is obtained as well as
a generic form for a general 2-qubit state. The behavior of a 2-qubit state under
some local transformation is studied, where there are 9 independent combinations
of the 15 numbers that are invariant under local transformations. There are six
classes of families of locally equivalent states which classify all 2-qubit states.

Chapter Three gives a criterion to check if a given 2-qubit state is separable
or not. This criterion depends on three numbers which are invariant under local
transformations. If these values obey a certain set of three inequalities then the
state in question is separable, if one or more of those inequalities are violated,
then the state is non-separable. The two largest characteristic values of the 3× 3
dyadic are employed as a test if a 2-qubit state obeys or violates the Clauser-
Horne-Shimony-Holt (CHSH) inequality. This chapter ends with two examples
showing how these procedures work.

For a finer distinction between non-separable states that shall enable us to tell
the more useful states from the less useful ones for quantum communications, one
asks for the degree of separability as a numerical measure for this usefullness. This
is the aim of Chapter Four . The degree of separability is a part of the so called
optimal Lewenstein-Sanpera decomposition (LSD) of a 2-qubit state. The general
properties of this decomposition are studied, and the optimal decompositions are
known for a number of relevant types of states. The relation between the degree
of separability and what is called concurrence is investigated.

It is always possible to obtain a LSD, but it may be very difficult to decide if
this decomposition is the optimal one. Chapter Five gives a criterion for the opti-
mal decomposition. Two inequalities are obeyed if the decomposition in question
is the optimal one and are violated if it is not.

In Chapter Six, the dynamical variables are used to describe the IBM and
Oxford protocols for purification. An improved version of the Oxford protocol
is described, in which local unitary transformations optimize each step. This
alternative of the Oxford protocol is applied to an ensemble using imperfect
operations. The degree of separability is introduced as a purity parameter, where
the purified state has a smaller degree of separability than the initial one.

Finally, provided for reference, in Appendix A, I review some criteria of sepa-
rability for pure and mixed states. Some popular entanglement measures for pure
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and mixed states are given in Appendix B. The optimality criteria is obtained by
the infinitesimal changes in the 15 parameters for any 2-qubit state. Appendix
C gives these changes for the particular Werner states and also for any two-qubit
state.

1.2 Some algebraic notations

Analogs of Pauli’s spin operators are, as usual, used for the description of the
individual qubits: the hermitian set σx, σy, σz for the first qubit, and τx, τy, τz
for the second. Upon introducing corresponding sets of three-dimensional unit
vectors —

→
ex,

→
ey,

→
ez and

→
nx,

→
ny,

→
nz, respectively, each set orthonormal and

right-handed — we form the vector operators

→
σ =

∑
α=x,y,z

σα
→
eα = (σx, σy, σz)

 →
ex
→
ey
→
ez

 ,

→
τ =

∑
β=x,y,z

τβ
→
nβ = (τx, τy, τz)

 →
nx
→
ny
→
nz

 . (1.1)

We emphasize that the two three-dimensional vector spaces thus introduced are
unrelated and they may have nothing to do with the physical space. Even if the
qubits should consist of the spin-1

2
degrees of freedom of two electrons, say, so

that an identification with the physical space would be natural, we could still
define the x, y, and z directions independently for both qubits.

As in [19, 20], we employ a self-explaining notation that distinguishes row
vectors from column vectors, related to each other by transposition, as illustrated
by

σ
↓

=
→
σ

T
,

→
τ = τ

↓T
, (1.2)

for example. Scalar and vector products — denoted by a dot · and a cross ×,
respectively — such as the ones appearing in the basic algebraic relations

→
a1 · σ

↓ →
a2 · σ

↓
=

→
a1 · a

↓
2 + i

(→
a1 ×

→
a2

)
· σ↓ ,

→
b1 · τ

↓ →
b2 · τ

↓
=

→
b1 · b

↓
2 + i

(→
b1 ×

→
b2

)
· τ ↓ ,

→
a · σ↓

→
b · τ ↓ =

→
b · τ ↓ →a · σ↓ , (1.3)

where
→
a1,

→
a2,

→
a and

→
b1,

→
b2,

→
b are arbitrary numerical vectors, involve rows and

columns of the same type, that is: two of e-type or two of n-type. Numerical
summands in operator equations, such as

→
a1 · a↓2 in the first statement of (1.3),

are to be read as multiples of the identity operator.
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Products of the “column times row” kind are dyadics, for which σ
↓→
τ is an

important example; it is a column of e-type combined with a row of n-type. The
transpose of such a en-dyadic is a ne-dyadic; there are also ee-dyadics and nn-
dyadics. Suppose that

↓−→
A and

↓−→
B are two en-dyadics, so that their transposes

↓−→
A

T
,
↓−→
B

T
are ne-dyadics. Then

↓−→
A

T
· ↓
−→
B , for example, is a nn-dyadic and

↓−→
B · ↓

−→
A

T

is of ee-type. Yet another product of
↓−→
A and

↓−→
B is the symmetric two-fold vector

product
{
↓−→
A,

↓−→
B
}

=
{
↓−→
B ,

↓−→
A
}

, which is the en-dyadic defined by1

1

2

(
→
σ · ↓

−→
A · τ ↓→σ · ↓

−→
B · τ ↓ +

→
σ · ↓

−→
B · τ ↓→σ · ↓

−→
A · τ ↓

)
= Sp

{
↓−→
A

T
· ↓
−→
B
}

+
→
σ ·
{
↓−→
A,

↓−→
B
}
· τ ↓ . (1.4)

All properties of
{
↓−→
A,

↓−→
B
}

follow from its linearity in both
↓−→
A and

↓−→
B in conjunc-

tion with {
a
↓
1

→
b1, a

↓
2

→
b2

}
= a

↓
1 × a

↓
2

→
b2 ×

→
b1 , (1.5)

where a
↓
1, a

↓
2 are any two columns of e-type and

→
b1,

→
b2 are any two rows of n-type.

In particular, we have {
↓−→
A,

↓−→
A
}

= −2
↓−→
A sub (1.6)

and
↓−→
A

T
·
{
↓−→
A,

↓−→
A
}

= −2 det
{
↓−→
A
}
↓−→
1 nn , (1.7)

where the en-dyadic
↓−→
A sub consists of the signed sub-determinants, the cofactors,

of
↓−→
A , and

↓−→
1 nn is the unit dyadic of nn-type. The implied identities(

↓−→
A sub

)
sub

=
↓−→
A det

{
↓−→
A
}

(1.8)

and

2 Sp
{
↓−→
A

T

sub ·
↓−→
A sub

}
=
(
Sp
{
↓−→
A

T
· ↓
−→
A
})2

− Sp

{(
↓−→
A

T
· ↓
−→
A
)2
}

(1.9)

are worth remembering.

As an immediate consequence of (1.3) all functions of
→
σ and

→
τ are linear in

these Pauli vector operators. An arbitrary 2-qubit state is therefore specified by
a statistical operator of the form

ρ =
1

4

(
1 +

→
σ · s↓ +

→
t · τ ↓ +

→
σ · ↓

−→
C · τ ↓

)
; (1.10)

1We write Sp { } for the trace of a dyadic and tr { } for the quantum mechanical operator
trace.
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it determines the expectation values
〈
f(

→
σ,

→
τ )
〉

of all operator functions f(
→
σ,

→
τ )

in accordance with
〈
f(

→
σ,

→
τ )
〉

= tr
{
f(

→
σ,

→
τ )ρ
}
. Rather than distinguishing pedan-

tically between a 2-qubit state and its statistical operator ρ, we’ll simply speak
of “the state ρ.” It involves the real cross dyadic

↓−→
C ,

↓−→
C =

〈
σ
↓→
τ
〉

= (e
↓
x, e

↓
y, e

↓
z)

 Cxx Cxy Cxz
Cyx Cyy Cyz
Czx Czy Czz

 →
nx
→
ny
→
nz

 , (1.11)

in addition to the two real Pauli vectors s
↓

and
→
t ,

s
↓

=
〈
σ
↓〉

=
(
e
↓
x, e

↓
y, e

↓
z

) sx
sy
sz

 ,
→
t =

〈→
τ
〉

= (tx, ty, tz)

 →
nx
→
ny
→
nz

 . (1.12)

Note that ρ is properly normalized to unit trace by construction, but restrictions
apply to

→
s, t

↓
, and

↓−→
C to ensure its positivity, ρ ≥ 0.

In addition to the pre-chosen xyz coordinate systems, we also need to consider
123 coordinate systems that are adapted to the 2-qubit state of interest. Then

→
σ = (σ1, σ2, σ3)

 →
e1
→
e2
→
e3

 , τ
↓

=
(
n
↓
1, n

↓
2, n

↓
3

) τ1
τ2
τ3

 (1.13)

are the respective parameterizations of
→
σ and τ

↓
, and

↓−→
C is represented by the 9

numbers
→
ej ·

↓−→
C · n↓k with j, k = 1, 2, 3.

For 2-qubit states, there are two much used bases in the Hilbert space. One of
them is the disentangled basis which consists of common eigenkets (or eigenbras)
of σz and τz. The other basis is called entangled basis, it is also known as Bell
basis. Hill and Wootters, [21, 22] call it the magic basic. It consists of common
eigenstates of σ1τ1, σ2τ2, and σ3τ3 as in Table 1.1. One can use this basis to write

ket Bell Basis Magic Basis σ1τ1 σ2τ2 σ3τ3∣∣++
〉

= 1
2
(
∣∣10
〉

+
∣∣01
〉

−i
∣∣ψ+

〉 ∣∣e3〉 1 1 1∣∣+−〉 = 1
2
(
∣∣11
〉

+
∣∣00
〉
)

∣∣φ+
〉 ∣∣e1〉 1 −1 1∣∣−+

〉
= i

2
(
∣∣11
〉
−
∣∣00
〉
) −i

∣∣φ−〉 ∣∣e2〉 −1 1 1∣∣−−〉 = i
2
(
∣∣10
〉
−
∣∣01
〉
) −i

∣∣ψ−〉 ∣∣e4〉 −1 −1 −1

Table 1.1: Entanglement basis.
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a given operator in matrix form. A 4× 4-matrix representation of the operators
has imaginary antisymmetric matrices for the Pauli operators,

→
σ · s↓ +

→
t · τ ↓ =̂


0 −i(s1 + t1) i(s2 + t2) −i(s3 − t3)

i(s1 + t1) 0 i(s3 + t3) i(s2 − t2
−i(s2 + t2) −i(s3 + t3) 0 i(s1 − t1)
i(s3 − t3) −i(s2 − t3) −i(s1 − t3) 0

 , (1.14)

and real symmetric matrices for their products,

→
σ · ↓

−→
C · τ ↓

=̂


c11 + c22 − c33 c23 + c32 c13 + c31 −c12 + c21

c23 + c32 c11 − c22 + c33 −c12 − c21 −c13 + c31

c13 + c31 −c12 − c21 −c11 + c22 + c33 c23 − c32

−c12 + c21 −c13 + c31 c23 − c32 −c11 − c22 − c33

 .
(1.15)

Now, if the state ρ is represented by a 4 × 4 matrix of this kind, then the
transposed matrix represents the related state

ρT =
1

4

(
1− →

σ · s↓ −
→
t · τ ↓ +

→
σ · ↓

−→
C · τ ↓

)
, (1.16)

the so-called the (total) transpose of ρ. Although the transformation

→
σ → −→

σ , τ
↓ → −τ ↓ (1.17)

is not unitary, the two states ρ and ρT have the same eigenvalues and are, there-
fore, unitary equivalent, but the unitary operator U that effects ρ→ U−1ρU = ρT

is not universal, it depends on the particular ρ under consideration. Equivalently,
we can think of ρ→ ρT as resulting from

s
↓ → −s↓ ,

→
t → −

→
t ,

↓−→
C → ↓−→

C . (1.18)

Consistent with its definition in terms of transposed matrices, but also as implied
by the two-fold Pauli algebra specified by (1.3), the total transpose of a product
ρ1ρ2 is given by ρT

2 ρ
T
1 .

This natural property of a transposition is not possessed by the two kinds of
partial transposition introduced by

ρ→ ρT1 =
1

4

(
1− →

σ · s↓ +
→
t · τ ↓ − →

σ · ↓
−→
C · τ ↓

)
,

that is:
→
σ → −→

σ , τ
↓ → τ

↓

or, equivalently, s
↓ → −s↓ ,

→
t →

→
t ,

↓−→
C → −↓

−→
C

or, compactly, ρ→ ρT1 =
1

2

(→
σ · ρσ↓ − ρ

)
(1.19)
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for the first qubit and analogously for the second qubit by

ρ→ ρT2 =
1

2

(→
τ · ρτ ↓ − ρ

)
or s

↓ → s
↓
,

→
t → −

→
t ,

↓−→
C → −↓

−→
C . (1.20)

As the two compact versions emphasize, these partially transposed states are
weighted sums of 4 unitarily equivalent states with three weights of +1

2
and one

weight of −1
2
. As a rule, therefore, the common eigenvalues of ρT1 and ρT2 are

different from the common eigenvalues of ρ and ρT, and the partial transposes
of a given ρ are not assuredly positive, they are not guaranteed to be states
themselves.

Although (ρ1ρ2)
T1 = ρT1

2 ρ
T1
1 does not hold in general, traces of products do

behave benignly inasmuch as

tr
{
ρ1ρ

T
2

}
= tr

{
ρT

1 ρ2

}
= tr

{
ρT1

1 ρ
T2
2

}
= tr

{
ρT2

1 ρ
T1
2

}
(1.21)

is true for all 2-qubit states ρ1, ρ2. In this context the positivity of ρ1 and ρ2 is not

essential. With s
↓
1,
→
t 1,

↓−→
C 1 and s

↓
2,
→
t 2,

↓−→
C 2 parameterizing ρ1 and ρ2, respectively,

we have, for example,

tr
{
ρ1ρ2

}
=

1

4

(
1 +

→
s1 · s

↓
2 +

→
t 1 · t

↓
2 + Sp

{
↓−→
C

T

1 ·
↓−→
C 2

})
,

tr
{
ρT1

1 ρ2

}
=

1

4

(
1− →

s1 · s
↓
2 +

→
t 1 · t

↓
2 − Sp

{
↓−→
C

T

1 ·
↓−→
C 2

})
,

tr
{
ρT

1 ρ2

}
=

1

4

(
1− →

s1 · s
↓
2 −

→
t 1 · t

↓
2 + Sp

{
↓−→
C

T

1 ·
↓−→
C 2

})
, (1.22)

as explicit numerical statements about such traces.
Further we note these properties of transpositions, all of which are immediate

consequences of (1.16)–(1.20): they are linear, trace-conserving mappings; the
adjoint of a transpose is the transpose of the adjoint; partially transposing the
first qubit and the second, in either order, amounts to a total transposition; two
successive transpositions of the same kind compensate for each other; and, in a
sequence of successive transpositions, the order in which they are executed does
not matter.

Following Hill and Wootters [21,22], we associate a non-negative concurrence
C with each 2-qubit state ρ. It is given by

C(ρ) = max

{
0, 2 max

k
{hk} −

∑
k

hk

}
, (1.23)

where h1, h2, h3, h4 are the four non-negative eigenvalues of√
ρT
√
ρ =

√√
ρ ρT

√
ρ . (1.24)
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Roughly speaking, the concurrence vanishes unless one of these eigenvalues is
exceedingly large. The roles of ρ and ρT can be interchanged in this definition of
C; thus the concurrence of ρT is equal to the concurrence of ρ. It is of practical
importance that h2

1, . . . , h
2
4 are the eigenvalues of the products ρTρ and ρρT which,

as a rule, are not hermitian themselves. Its convexity,

C
(
xρ1 + (1− x)ρ2

)
≤ xC(ρ1) + (1− x)C(ρ2) for 0 ≤ x ≤ 1 , (1.25)

is a particularly important property of the Hill–Wootters concurrence.

The two product dyadics
↓−→
C · ↓

−→
C

T
and

↓−→
C

T
· ↓
−→
C are symmetric and possess the

same eigenvalues which are denoted by c21, c
2
2 and c23. The non-negative numbers

c1, c2, and c3 are the characteristic values of the dyadic
↓−→
C . By convention they

are ordered as c1 ≥ c2 ≥ c3 ≥ 0. There is a special role played by the two largest

characteristic values of the
↓−→
C , the sum of their square sets the bounds in the two

sided inequality,

−2
√
c21 + c22 ≤

→
a1 ·

↓−→
C ·b↓1−

→
a1 ·

↓−→
C ·b↓2 +

→
a2 ·

↓−→
C ·b↓1 +

→
a2 ·

↓−→
C ·b↓2 ≤ 2

√
c21 + c22, (1.26)

where
→
a1,

→
a2 and b

↓
1, b

↓
2 are four unit vectors.

1.3 Separable and entangled 2-qubit states

An arbitrary 2-qubit state is described by the density operator (1.10). If the cross

dyadic is a product,
↓−→
C = s

↓→
t , then the two-qubit state is of product form

ρ =
1

2
(1 +

→
s · σ↓)1

2
(1 +

→
τ · t↓), (1.27)

so that results of measurements on the first qubit show no correlations whatso-
ever with measurement results concerning the second qubit. Under these circum-

stances the 2-qubit system is not entangled. Entangled qubit pairs,
↓−→
C 6= s

↓→
t ,

may be in a mixed state blended from disentangled ingredients,

ρ =
∑
n

wn
1

2

(
1 +

→
σ · s↓n

) 1

2

(
1 +

→
tn · τ

↓
)

with wn > 0 ,
∑
n

wn = 1 ; (1.28)

then all correlations found in the measurement data can be understood classically.
States of this kind are called separable. The decomposition (1.28) of a separable
state into the convex sum of product states is not unique; if one wishes one can
always use pure product states for this purpose. More generally, as demonstrated
by Wootters [22], one can always write a given ρ as a mixture of four or fewer
pure states with the same concurrence as ρ.
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By construction, the subspace of separable states is convex and compact.
As Hill and Wootters have shown [21, 22], the concurrence of a separable state
vanishes, and non-separable states have truly positive concurrences. Correlations
of a genuine quantum character require a non-separable state ρ.

One of the important mathematical problems in quantum information theory
is the characterization of separable states. A condition that is satisfied by all
separable states and is violated by some non-separable states can serve as a sepa-
rability criterion. If a separability criterion is violated by a state, the state must
be entangled. In the following section I review one of the most popular criteria
of separability, called Peres-Horodeccy Criterion, which is used throughout this
thesis. In Appendix A, I review some other important criteria.

1.4 Peres-Horodeccy criterion

A state is called separable, if it can be prepared by two parties Alice and Bob
in a “classical” way, that is, by agreeing over the phone on the local preparation
of states. A density matrix that has been created in this way can only contain
classical correlations. Mathematically this means: a state ρ can be written as a
decomposition of the form (1.28). Finding such a decomposition for a given state
ρ or proving that it does not exist, is a non-trivial task. So, one needs criteria
that are easier to test.

An important forward step was taken by Peres [23], when he derived a simple
necessary criterion to test the separability of a given state. This criterion is called
“positive partial transposition (PPT) criterion”. It is based on the positivity of
the operator obtained after partially transposing the given density operator.

Definition: A state ρ is separable if all eigenvalues of its partial transpose, ρT2

are non negative.

The Peres criterion, PPT, is distinguished from the earlier ones by its structure.
It does not say that some scalar function of a state satisfies some inequalities,
but it imposes constraints on the structure of the operator resulting from partial
transposition. As an example the 2-qubit state (1.10) is separable if all the
eigenvalues of ρT2

ρT2 =
1

4

(
1 +

→
σ · s↓ −

→
t · τ ↓ − →

σ · ↓
−→
C · τ ↓

)
; (1.29)

are non-negative.
M., P., and R. Horodecki [24], proved that the positivity of the partial transpo-

sition criterion (Peres-Horodeccy criterion) is a necessary and sufficient condition
for the separability of systems 2×2 and 2×3. Their study of separability focuses
on positive maps.
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Definition: A map Λ is called positive if for every non-negative operator O the
operator O′ = Λ(O) is again a non-negative operator.

If tr {O′} = tr {O} for every O, then the map Λ is called a trace-preserving map.
These kinds of maps are important in quantum mechanics, since they transform
the set of density operators to itself.

Theorem: A state ρ that acts on the Hilbert space HA⊗HB is separable if and
only if for any positive map Λ, the operator I ⊗ Λρ ≥ 0.

The most famous and physically relevant example of a non-unitary positive map
is the matrix transposition. So we can write the Peres-Horodeccy criterion as
I ⊗ Tρ ≥ 0 [24,25].

For high-dimensional states, the Peres-Horodeccy criterion is only necessary.
P. Horodecki [26] has constructed some classes of families of inseparable states
with positive partial transposition for 3×3 and 2×4 systems. States of this kind
are said to possess bound entanglement (BE). More details for the separability
of high-dimensional states are given in Appendix A.
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Chapter 2

Kinematics of qubit pairs

2.1 Representation of statistical operators

For any general matrix N × N , the complex matrix is specified by 2N2 real
parameters. If this matrix is a hermitian operator the number is reduced by a
factor 2, and the unit trace reduces it by one more, leaving N2−1 real parameters.
So, one needs N + 1 measurements to determine the state uniquely [27].

For the 2-qubit state (1.10), the components of the two Bloch vectors
→
s,

→
t

and the elements cij for the crosses dyadic
↓−→
C are given by:

si = tr {ρσi} = 〈σi〉 , ti = tr {ρτi} = 〈τi〉 ,
Cij = tr {ρ(σiτj)} = 〈σiτj〉 , i, j, k = 1, 2, 3. (2.1)

we can see that there are 15 expectation values that constitute
→
s,

→
t and

↓−→
C . They

can be obtained be measuring 5 well chosen 2-qubit observables such as the ones
specified in Table 2.1. These 5 observables are pairwise complementary and thus
represent an optimal set. Performing the partial trace of the second subsystem,
one obtains the reduced density operator for the first one, ρ1. Also, the reduced
density operator ρ2 for the second subsystems is calculated in an analogous way,
namely,

ρ1 = tr2 {ρ} , ρ2 = tr1 {ρ} . (2.2)

If the direct product of the reduced density operators of the subsystems ρ1 and
ρ2 gives ρ, i.e, ρ = ρ1ρ2, then we are dealing with disentangled qubits, if not,
then:

ρ = ρ1ρ2 +
1

4
→
σ · ↓

−→
E · τ ↓ (2.3)

where
↓−→
E is called entanglement dyadic. It is related to the Bloch vectors and the

cross dyadic by,
↓−→
E =

↓−→
C − s

↓→
t =

〈
σ
↓→
τ
〉
−
〈
σ
↓〉 〈→

τ
〉
. (2.4)
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The 2-qubit observable
which identifies determines the

the joint eigenstates of three expectation values
σx and τx

〈
σx
〉
,
〈
τx
〉
,
〈
σxτx

〉
σy and τy

〈
σy
〉
,
〈
τy
〉
,
〈
σyτy

〉
σz and τz

〈
σz
〉
,
〈
τz
〉
,
〈
σzτz

〉
σxτy and σyτz

〈
σxτy

〉
,
〈
σyτz

〉
,
〈
σzτx

〉
σyτx and σzτy

〈
σyτx

〉
,
〈
σzτy

〉
,
〈
σxτz

〉
Table 2.1: A minimal set of five 2-qubit observables whose measurement supplies
all 15 parameters that characterize the state ρ of (1.10).

Here are some examples for simple 2-qubit states. All projectors to the members
of the disentangled basis have the entanglement dyadic

↓−→
E = 0. All projectors to

members of the entangled basis, Table 1.1, have vanishing Bloch vectors, so that
↓−→
C =

↓−→
E . Another example, for the hydrogen atom filtered through a strong-field

Stern-Gerlach device, the component with electron spin-up and proton spin-down

is characterised by
→
s along the z direction and

→
t along the -z direction [28]. The

density matrix of the system is,

ρ =
1

4
(1 + σz)(1− τz) (2.5)

which is disentangled.

2.2 Invariants under local transformations

Unitary transformations that affect only one of the qubits or both qubits indepen-
dently are local transformations. Geometrically speaking, local transformations
rotate

→
σ and τ

↓
,

→
σ → →

σ · ↓
−→
Oee , τ

↓ → ↓−→
Onn · τ

↓
, (2.6)

where
↓−→
Oee is a unimodular, orthogonal ee-dyadic, and

↓−→
Onn is one of nn-type.

Equivalently, one can think of rotating the Pauli vectors and the cross dyadic,

s
↓ → ↓−→

Oee · s
↓
,

→
t →

→
t · ↓

−→
Onn ,

↓−→
C → ↓−→

Oee ·
↓−→
C · ↓

−→
Onn , (2.7)

where,

↓−→
O ee = e

↓
1
→
ex + e

↓
2
→
ey + e

↓
3
→
ez,

↓−→
O nn = n

↓
1
→
nx + n

↓
2
→
ny + n

↓
3
→
nz, . (2.8)

These dyadics relate the x, y, z description to the 1, 2, 3 one. The freedom to
choose e

↓
x, e

↓
y, e

↓
z and

→
nx,

→
ny,

→
nz turns a given ρ into a physically equivalent
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one [19]. It is clearly that each of them needs 3 parameters for its specification,

so there are 9 independent combinations of
→
s, t

↓
, and

↓−→
C that are invariant under

the transformations (2.7),

a
(2)
1 = Sp

{
↓−→
C

T
· ↓
−→
C
}
, a

(2)
2 =

→
s · s↓, a

(2)
3 =

→
t · t↓,

a
(3)
1 = det

{
↓−→
C
}
, a

(3)
2 =

→
s · ↓

−→
C · t↓,

a
(4)
1 = Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}
, a

(4)
2 =

→
s · ↓

−→
C sub · t

↓

a
(4)
3 =

→
s · ↓

−→
C · ↓

−→
C

T
· s↓, a

(4)
4 =

→
t · ↓

−→
C

T
· ↓
−→
C · t↓. (2.9)

As an important example consider the determinant of the entanglement dyadic,

det
{
↓−→
E
}

= det
{
↓−→
C
}
−→
s · ↓

−→
C sub · t

↓
= a

(3)
1 − a

(4)
2 . (2.10)

2.3 Generic form of a pure state

The statistical operators ρp =
∣∣ψ〉〈ψ∣∣ that project to arbitrary 2-qubit ket vectors∣∣ψ〉 make up classes of unitarily equivalent states characteristic by a parameter,

say, p, which is equal to the common length of the Bloch vectors,

p2 =
→
s · s↓ =

→
t · t↓. (2.11)

If one uses the property of the pure states ρ2
p = ρp, then the following equalities

hold

→
s =

↓−→
C · t↓,

→
t =

→
s · ↓

−→
C ,

→
s · ↓

−→
C · t↓ = p2,

s
↓→
t =

↓−→
C +

↓−→
C sub or

↓−→
E = −↓

−→
C sub,

Sp
{
↓−→
C

T↓−→
C
}

= 1− 2 det
{
↓−→
C
}
, Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}

= 1 + 2 det
{
↓−→
C

T
· ↓
−→
C
}
.

(2.12)

The characteristic values of the cross dyadic
↓−→
C are

c1 = 1, c2 = c3 =
√

1− p2 = q. (2.13)

As a consequence, a general 2-qubit pure state ρp is,

ρp =
1

4

(
1 + p(σ1 − τ1)− σ1τ1 − q(σ2τ2 + σ3τ3)

)
(2.14)

where σj =
→
σ · e↓j and τj =

→
τ · n↓j for j = 1, 2, 3. The components of the Pauli

vector operators in the characteristic basis of the cross dyadic
↓−→
C are specified by

s
↓

= pe
↓
1,

→
t = −p→n1, (2.15)
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and the cross dyadic and the entanglement dyadic appear as

↓−→
C = −e↓1

→
n1 − q(e

↓
2
→
n2 + e

↓
3
→
n3),

↓−→
E = −q2e

↓
1
→
n1 − q(e

↓
2
→
n2 + e

↓
3
→
n3). (2.16)

A pure state is converted into another one with the same value of p by a
reorientation of the two characteristic bases that consist of the e

↓
j ’s and the

→
nj’s.

The reorientations are achieved by rotations, one for each qubit. So, the pure
states with the same p are related to each other by local unitary transformation
for example:

(e
↓
1, e

↓
2, e

↓
3) → (−e↓1,−e

↓
2, e

↓
3),

 →
n1
→
n2
→
n3

→

 −→
n1

−→
n2
→
n3

 (2.17)

These unitary transformations effectively reverse the sign of p in (2.15), (2.16).
Thus, any pure 2-qubit state is essentially characterized by the common length

p of its Pauli vectors or by its concurrence q, available as q2 = tr
{
ρT

pρp

}
. For

p = 0, q = 1 we have the family of Bell states (frequently called “maximally
entangled states”),

ρBell = 1
4
(1− σ1τ1 − σ2τ2 − σ3τ3) , (2.18)

Local unitary transformations turn the generic Bell state (2.18) into any other
Bell state. Accordingly, the general form of a Bell state is given by

ρBell =
1

4

(
1− →

σ · ↓
−→
Oen · τ

↓
)
, (2.19)

where
↓−→
Oen is any unimodular, orthogonal en-dyadic.

Since ρT
p is obtained from ρp of (2.14) by p → −p, the local transformation

(σ1, σ2, σ3; τ1, τ2, τ3) → (−σ1,−σ2, σ3;−τ1,−τ2, τ3) turns them into each other.
Therefore, ρp and ρT

p belong to the same family of pure states. The same unitary
transformation relates the two partial transposes. Their spectral decompositions
are given by

ρT1
p

ρT2
p

}
=

1± p

2
ρ(1)

p +
1∓ p

2
ρ(2)

p +
q

2
ρ(3)

p − q

2
ρ(4)

p , (2.20)

where ρ
(1)
p , ρ

(2)
p are product states and ρ

(3)
p , ρ

(4)
p are Bell states,

ρ
(1)
p

ρ
(2)
p

}
= 1

4
(1∓ σ1)(1∓ τ1) ,

ρ
(3)
p

ρ
(4)
p

}
= 1

4
(1− σ1τ1 ± σ2τ2 ± σ3τ3) . (2.21)
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Matters are particularly simple for Bell states for which we have

ρT
Bell = ρBell , ρT1

Bell = ρT2
Bell = 1

2
− ρBell . (2.22)

We learn here — what has been noted by Sanpera, Tarrach, and Vidal [29], for
instance — that the partial transpose of a pure state with positive concurrence
q has three positive and one negative eigenvalue and that, in particular, the
eigenstate associated with the negative eigenvalue is a Bell state. More generally,
the common eigenstates of ρT1

p and ρT2
p to the eigenvalue pair ±1

2
q are Bell states.

These are their one negative eigenvalue and the middle one of their three positive
eigenvalues.

While we are at it, let us note that

tr {ρpρBell} ≤ 1
2
(1 + q) = 1

2
+ 1

2

(
tr
{
ρT

pρp

}) 1
2 (2.23)

for any pure state (2.14) and all Bell states (2.19). If q > 0, the equality holds

only for the Bell state ρ
(4)
p in (2.20).

2.4 Generic form of a 2-qubit state

The general form for a 2-qubit state is given by (1.10), which involves the cross

dyadic
↓−→
C (1.11), in addition to the Pauli vectors (1.12). Our aim is transforming

the given state (1.10) to a generic form. To perform this, one has to bring the

dyadic
↓−→
C to its diagonal form [30, 31]. The eigenrows (

→
e1,

→
e2,

→
e3) are obtained

by evaluating the eigenvalues and the eigenrows of the dyadic
↓−→
C · ↓

−→
C

T
. In this

case, the basis states
→
ni are:

→
ek ·

↓−→
C = ±ck

→
nk, k = 1, 2, 3, where

→
nj ·n

↓
k = δjk and

→
n1×

→
n2 =

→
n3. (2.24)

One can also start with evaluating the eigenvalues and the eigenrows (
→
n1,

→
n2,

→
n3)

of
↓−→
C

T
· ↓
−→
C . Then the

→
ek states are obtained as

↓−→
C · n↓k = ±cke

↓
k, where

→
ej · e

↓
k = δjk and

→
e1 ×

→
e2 =

→
e3.

(2.25)

Using the
→
ek and

→
nk basis, one can rewrite

↓−→
C as

↓−→
C = ±

(
e
↓
1c1

→
n1 + e

↓
2c2

→
n2 + e

↓
3c3

→
n3

)
for

 det
{
↓−→
C
}
≥ 0 ,

det
{
↓−→
C
}
< 0 .

(2.26)

with its characteristic values ordered in accordance with

c1 ≥ c2 ≥ c3 ≥ 0 , (2.27)
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In this case the unimodular orthogonal en-dyadic

↓−→
Oen = e

↓
1
→
n1 + e

↓
2
→
n2 + e

↓
3
→
n3 =

(
e
↓
1, e

↓
2, e

↓
3

) →
n1
→
n2
→
n3

 (2.28)

turns the two 123 bases into each other. It also appears in

↓−→
C = ±↓

−→
Oen ·

↓−→
C = ± ↓−→

C
T
· ↓
−→
Oen , (2.29)

which relate the cross dyadic
↓−→
C to its modulus

↓−→
C =

√
↓−→
C

T
· ↓
−→
C = n

↓
1c1

→
n1 + n

↓
2c2

→
n2 + n

↓
3c3

→
n3 (2.30)

(a nn-dyadic) and to the modulus of
↓−→
C

T
(a ee-dyadic).

The sign in (2.26) and the values of the ck’s are determined by the three local
invariants

a
(2)
1 = Sp

{
↓−→
C

T
· ↓
−→
C
}
, a

(3)
1 = det

{
↓−→
C
}
, a

(4)
1 = Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}
. (2.31)

The 123 bases are not uniquely specified by (2.26), however, because the simulta-

neous replacements (2.17), for example, do not change the sign of the dyadic
↓−→
C of

(2.26). The resulting freedom in choosing e
↓
1, e

↓
2, e

↓
3 is used to enforce conventions

imposed on the coefficients in

s
↓

=
〈
σ
↓〉

=
(
e
↓
1, e

↓
2, e

↓
3

) s1

s2

s3

 ,
→
t =

〈→
τ
〉

= (t1, t2, t3)

 →
n1
→
n2
→
n3

 . (2.32)

of the 15 parameters associated with the Pauli vectors and the cross dyadic
in (1.10) or with the expectation values in Table 2.1, six are used up for the
geometrical purpose of specifying the two 123 bases relative to the a priori xyz
bases, so that nine parameters are left for the characterization of the essential
physical properties of the state ρ in question. Three of them are the characteristic

values of
↓−→
C , the other six are the coefficients of s

↓
and

→
t in the 123 bases. Since

the 123 bases are not quite unique, one can exploit this freedom of choice to make
as many as possible of these coefficients vanish and to give definite signs to as
many as possible of the remaining ones [20,32].

2.5 Families of 2-qubit states

Two density operators are in the same equivalence class if they differ only by
local unitary transformation. For example, consider the density operator for one
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qubit

ρ1 =
1

2
(1 +

→
s · σ↓) =

1

2
(1 + sσ1). (2.33)

It is clear that, the coordinate 123 system has
→
e1 in the

→
s direction. Then any

two states of the form (2.33) are called locally equivalent if their Pauli vectors
have the same length, i.e., the two states can only differ by the direction of

→
e1.

This means that the difference of two equivalent states is only in the 123 basis
that go with the generic form 1

2
(1 + sσ1).

To decide whether two given 2-qubit states belong to the same family, one has
to put them into a generic form that is uniquely fixed by convenient conventions.
For this aim, we employ the terminology and the notational conventions used
in Section 1.2. The orthonormal-right handed vectors (1.13) have nothing to do
with each other. In addition to these pre-chosen xyz coordinate systems, (1.1),
we shall consider the 123 coordinate system that are adapted to the 2-qubit state
of interest.

2.5.1 Classes of families of locally equivalent states

These classes of families depend on the characteristic values of the cross dyadic
↓−→
C [20]. These values distinguish six classes of families,

c1 = c2 = c3 = 0: class A ,
c1 = c2 = c3 > 0: class B ,
c1 > c2 = c3 = 0: class C ,
c1 > c2 = c3 > 0: class D ,

c1 = c2 > c3: class E ,
c1 > c2 > c3: class F .

(2.34)

In classes A and C the + sign in (2.26) applies, both signs can occur in classes
B, D, E, and F which, therefore, consist of two subclasses each. Using the local
invariants given in (2.31), one finds the auxiliary quantities

a =
9

4
Sp
{
↓−→
C

T
· ↓
−→
C
}

Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}
−5

4

[
Sp
{
↓−→
C

T
· ↓
−→
C
}]3

+
27

2

[
det
{
↓−→
C
}]2

,

b =
3

2
Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}
−1

2

[
Sp
{
↓−→
C

T
· ↓
−→
C
}]2

,

(2.35)
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which are subject to a2 ≤ b3. The values of a and b may be used to classify the
states

class A if a2 = b3 = 0 and det
{
↓−→
C
}

= 0 ,

class B if a2 = b3 = 0 and det
{
↓−→
C
}
6= 0 ,

class C if a2 = b3 > 0 and a > 0

and det
{
↓−→
C
}

= 0 ,

class D if a2 = b3 > 0 and a > 0

and det
{
↓−→
C
}
6= 0 ,

class E if a2 = b3 > 0 and a < 0 ,

class F if a2 < b3 . (2.36)

The generic forms for the various classes are defined as follows.
Class A: Since

↓−→
C = 0 one can choose the two sets of 123 coordinates in-

dependently, and s1 = s > 0, s2 = s3 = 0 as well as t1 = t ≥ 0, t2 = t3 = 0
specify the conventions. This class consists of a two-parametric set of families of
the generic form

ρ =
1

4
(1 + sσ1 + tτ1) with s ≥ 0, t ≥ 0. (2.37)

For s = 0, t = 0, we have the chaotic state ρchaos = 1
4

which forms a single-state
family all by itself.

Class B: Here one can choose e
↓
1, e

↓
2, e

↓
3 freely and the conventional choice is

specified by

s
↓

= e
↓
1s,

→
t = t1

→
n1 + t3

→
n3 (2.38)

with


s > 0 and t3 ≥ 0

or
s = 0 and t1 = t ≥ 0, t3 = 0

 .

Each subclass [± in (2.26)] consists of four-parametric sets of families. In passing
we note that the so-called Werner states constitute the two class-B families with
s = 0 and t = 0.

Class C: In this case the replacements (2.17) are used to enforce s1 ≥ 0 or
t1 ≥ 0. If s1=0 then s2 = 0, s3 ≥ 0 and t2 = 0, t3 ≥ 0 are achieved by suitable
rotations of e

↓
2, e

↓
3 and, independently, of

→
n1,

→
n3. This establishes

s
↓

= e
↓
1s1 + e

↓
3s3,

→
t = t1

→
n1 + t3

→
n3,

↓−→
C = e

↓
1c1

→
n1 (2.39)

with


s1 ≥ 0

or
s1 = 0 and t1 ≥ 0

 and s3 ≥ 0, t3 ≥ 0
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for the five-parametric sets of families.
Class D: In distinction from class C, the rotations in the 23 sectors are

not independent here. Thus one has to leave e
↓
1
→
n1 and e

↓
2
→
n2 + e

↓
3
→
n3 unchanged.

In other words, we make a rotation round the 1-axis, so we have the following
transformations:

e
↓
1 → e

↓
1, e

↓
2 → cosαe

↓
2 − sinαe

↓
3, e

↓
3 → sinαe

↓
2 + cosαe

↓
3,

→
n1 → →

n1,
→
n2 → cosαn

↓
2 − sinα

→
n3,

→
n3 → sinα

→
n2 + cosα

→
n3. (2.40)

Thus we get

s
↓

= e
↓
1s1 + e

↓
3s3 ,

→
t = t1

→
n1 + t2

→
n2 + t3

→
n3 ,

↓−→
C = ±

(
e
↓
1c1

→
n1 + e

↓
2c2

→
n2 + e

↓
3c2

→
n3

)
with


s1 ≥ 0

or
s1 = 0 and t1 ≥ 0

 and


s3 ≥ 0 and t2 ≥ 0

or
s3 = 0 and t2 = 0 , t3 ≥ 0

 .

(2.41)

Each subclass contains seven-parametric sets of families.
Class E: This class is very similar to class D, but now the degeneracy is in

the 12 sector as

e
↓
1 → cosαe

↓
1 − sinαe

↓
2, e

↓
2 → sinαe

↓
1 + cosαe

↓
2, e

↓
3 → e

↓
3,

→
n1 → cosαn

↓
1 − sinα

→
n2,

→
n2 → sinα

→
n1 + cosα

→
n2,

→
n3 →

→
n3. (2.42)

So we have

s
↓

= e
↓
1s1 + e

↓
3s3 ,

→
t = t1

→
n1 + t2

→
n2 + t3

→
n3 ,

↓−→
C = ±

(
e
↓
1c1

→
n1 + e

↓
2c1

→
n2 + e

↓
3c3

→
n3

)
with


s1 ≥ 0 and t2 ≥ 0

or
s1 = 0 and t1 ≥ 0 , t2 = 0

 and


s3 ≥ 0

or
s3 = 0 and t3 ≥ 0

 .

(2.43)

Here, too, each subclass is made up of seven-parametric sets of families.
Class F: The lack of degeneracy limits changes of the 123 bases to discrete

180◦ rotations as in (2.17) where the rotations are around the 3rd axes. The
generic form is defined by the choice of 123 coordinates for which as many as
possible of the coefficients s1, t1, s2, t2, s3, t3 are non-negative. Here we get, in
each subclass, sets of families specified by the full number of nine parameters, of
which five or more are non-negative.
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Arbitrary local unitary transformations turn members of a family into other
members of the same family. This, we recall, is the defining property of a family
of locally equivalent states. Also there are some local transformation that have
no effect at all, as exemplified by the local unitary transformation exp(iφσ1 +
iψτ1) acting on the class A state (2.37). If one just wants to check if two given
states are locally equivalent, without identifying the family they belong to, one
could evaluate Makhlin’s 18 polynomial invariants [33], which are minimal in this
respect; a general method for generating all polynomial invariants of any degree
has been given by Grassl, Rötteler, and Beth [34].

As an example, the pure states are of the generic form (2.14). One verifies
easily the purity condition

ρp (1− ρp) = 0 . (2.44)

For p = 0, q = 1 we have the family of Bell states,

ρBell =
1

4
(1− σ1τ1 − σ2τ2 − σ3τ3) , (2.45)

which is in class B; the p = 1, q = 0 family consists of the product states[
1
2
(1 + σ1)

1
2
(1− τ1)

]
and is in class C; and the 0 < p < 1 families belong to

class D.



Chapter 3

Positivity and separability

In this chapter, the positivity and separability in the spirit of the Peres-Horodeccy
criterion are investigated. A simple criterion for separability is obtained. The
relation between the separability and the cross dyadic is introduced.

3.1 A separability criterion

An arbitrary choice for the nine family-defining parameters plus the 123 coor-
dinate systems specifies a hermitian ρ of unit trace, but its positivity must be

ensured by imposing restrictions on the Pauli vectors s
↓
,
→
t , and the cross dyadic

↓−→
C . It is expedient to switch the emphasis from ρ to the traceless operator K
introduced by

K = 1− 4ρ = −→
σ · s↓ −

→
t · τ ↓ − →

σ · ↓
−→
C · τ ↓ , (3.1)

so that ρ = 1
4
(1−K) ≥ 0 requires

K ≤ 1 . (3.2)

Convex sums of two states correspond to weighted sums of their K’s. Admixing
ρchaos to a given ρ amounts to multiplying its K by a factor.

One could, of course, check the positivity criterion (3.2) by calculating the
eigenvalues of K, possibly with the aid of the 4 × 4-matrices (1.14) and (1.15).
But precise knowledge of the actual eigenvalues of K is not needed if we only
want to verify (3.2).

Since K is traceless, its eigenvalues κj (j = 1, 2, 3, 4) have a vanishing sum
and solve a quartic equation without a cubic term,

κ4 − A2κ
2 + A1κ− A0 = 0 , (3.3)

where

A2 = 1
2
tr {K2} , A1 = −1

3
tr {K3} ,

A0 = 1
4
tr {K4} − 1

8
[tr {K2}]2 . (3.4)
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These three numbers are invariant under arbitrary (local or not) unitary trans-
formations, they are three independent global invariants of the given ρ.

Upon establishing

K2 = Sp
{
↓−→
C

T
· ↓
−→
C
}

+
→
s · s↓ +

→
t · t↓

+ 2
→
σ · ↓

−→
C · t↓ + 2

→
s · ↓

−→
C · τ ↓ + 2

→
σ ·
(
s
↓→
t − ↓−→

C sub

)
· τ ↓ (3.5)

with the aid of (1.4) and (1.6), it is easy to evaluate the traces in (3.4) and express

A2, A1, A0 in terms of s
↓
,
→
t , and

↓−→
C . Explicitly they read

A2 = 2 Sp
{
↓−→
C

T
· ↓
−→
C
}

+ 2
→
s · s↓ + 2

→
t · t↓ ,

A1 = 8
→
s · ↓

−→
C · t↓ − 8 det

{
↓−→
C
}
,

A0 =
(
Sp
{
↓−→
C

T
· ↓
−→
C
})2

− 2 Sp
{(

↓−→
C

T
· ↓
−→
C
)2}

− 2
(→
s · s↓ +

→
t · t↓

)
Sp
{
↓−→
C

T
· ↓
−→
C
}
−
(→
s · s↓ −

→
t · t↓

)2
+ 4

→
s · ↓

−→
C · ↓

−→
C

T
· s↓ + 4

→
t · ↓

−→
C

T
· ↓
−→
C · t↓ − 8

→
s · ↓

−→
C sub · t

↓
, (3.6)

One can express those three numbers as a functions of the invariants a
(n)
m in (2.9),

A2 = 2(a
(2)
1 + a

(2)
2 + a

(2)
3 ),

A1 = 8(a
(3)
2 − a

(3)
1 ),

A0 =
(
a

(2)
1

)2

− 2a
(2)
1

(
a

(2)
2 + a

(3)
2

)
−
(
a

(2)
2 − a

(2)
3

)2

− 2a
(4)
1 − 8a

(4)
2 + 4a

(4)
3 + 4a

(4)
4 . (3.7)

All solutions of the quartic equation (3.3) are real by construction — it is, after
all, the characteristic polynomial of a hermitian operator. Then, if all solutions
are in the range κ ≤ 1, this polynomial and its derivatives must be non-negative
for κ ≥ 1. Consequently, the positivity requirement (3.2) implies

A2 − A1 + A0 ≤ 1 , 2A2 − A1 ≤ 4 , A2 ≤ 6 . (3.8)

It is reasonably obvious, and can be demonstrated in a rather simple manner [19],
that the converse is also true: If these three inequalities are obeyed, the four real
solutions of (3.3) are in the range κ ≤ 1, so that K ≤ 1 and ρ ≥ 0. In other

words, the restrictions on s
↓
,
→
t , and

↓−→
C alluded to at the beginning of this section

are just the inequalities (3.8).
Correlations of a genuine quantum character require a non-separable state ρ.

Peres [23] observed that the partial transposes of a separable ρ are non-negative,
that they are 2-qubit states themselves, and his conjecture of the converse, namely
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that ρ is separable if ρT1 ≥ 0 was proven by M., P., and R. Horodecki [24]. This
profound insight is the very important

Peres–Horodeccy criterion
A 2-qubit state ρ is separable if its partial trans-
pose ρT1 is non-negative, and only then. (3.9)

As a matter of record we remark that Peres actually considered a partial transpose
of the form ρ → σyρ

T1σy rather than ρ → ρT1 . Inasmuch as the sandwiching by
the two σy’s is a local unitary transformation, it is irrelevant for the separability
criterion (3.9). Equivalently, one could single out the x or z components of

→
σ or

any other one, but ρ → ρT1 , which treats all components on equal footing, has
its obvious advantages.

To decide whether a given 2-qubit state is separable or not, we could calculate
its Hill–Wootters concurrence or employ the Peres–Horodeccy criterion. The
latter is easier to use in practice because the positivity of ρT1 , or

1− 4ρT1 = KT1 =
1

2

(→
σ ·Kσ↓ −K

)
≤ 1 , (3.10)

can be checked analogously to the positivity of ρ. The quartic equation solved by
the common eigenvalues of KT1 and KT2 is obtained from (3.3) by the replace-
ments

A1 → A1 + 16 det
{
↓−→
C
}
, A0 → A0 + 16

→
s · ↓

−→
C sub · t

↓
. (3.11)

With the aid of the identity

det
{
↓−→
A − ↓−→

B
}

= det
{
↓−→
A
}
− det

{
↓−→
B
}

+ Sp
{
↓−→
A

T
· ↓
−→
B sub

}
− Sp

{
↓−→
B

T
· ↓
−→
A sub

}
, (3.12)

an implication of (1.6), here used for
↓−→
A =

↓−→
C and

↓−→
B = s

↓→
t , we thus find that

A2 − A1 + A0 ≤ 1 + 16 det
{
↓−→
E
}
, 2A2 − A1 ≤ 4 + 16 det

{
↓−→
C
}

(3.13)

are equivalent to (3.10); the third inequality, A2 ≤ 6, is always obeyed by a
positive ρ. So, a non-separable state must violate either the first or the second
inequality in (3.13), or both. The equal sign holds in the first inequality if the
partial transposes of the given ρ have a zero eigenvalue; both are equalities, if they
have two zero eigenvalues. Accordingly, the partial transposes of a non-separable
ρ can at most have one zero eigenvalue and thus must be of rank 3 or 4 [29].

Thus the separability of a given ρ is checked as easily as its positivity. Neither
test requires actual knowledge of the solutions of (3.3) or the quartic equation
resulting from the replacements (3.11). They could, of course, be stated ana-
lytically but these explicit expressions are not very transparent unless special
relations exist among the coefficients of the quartic equations.
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As a simple application of the Peres–Horodeccy criterion, in the form of the

inequalities (3.13), we note that a state ρ with det
{
↓−→
C
}
≥ 0 and det

{
↓−→
E
}
≥ 0

is surely separable. Therefore, for example, all states in classes A and C are
separable.

3.2 Separability and the cross dyadic

It is known that the violation of the Bell’s inequalities [35], or of the more ap-
propriate CHSH inequality, is an indication that the state ρ in question is not
separable [36], but the converse is not true because there are non-separable states
that obey the CHSH inequality [37]. Here the largest values of the characteristic

values of the cross dyadic
↓−→
C are employed to decide if the given state obeys or

violates the CHSH inequality.
A measurement on one of the qubits determines the component of the spin

vector along a chosen direction. The probability for finding the first qubit’s spin

vector in the
→
a direction and the second qubit in

→
b direction are given by:

P1(
→
a) =

1

2
(1 +

→
a · s↓), P2(

→
b) =

1

2
(1 +

→
b · t↓), (3.14)

where
→
a and

→
b are unit vectors. The joint probability for finding the first qubit

along
→
a and the second along

→
b is

P12(
→
a,

→
b) =

1

4
(1 +

→
a · s↓ +

→
b · t↓ +

→
a · ↓

−→
C · b↓). (3.15)

Using (3.15), one can rewrite P1(
→
a) and P2(

→
b) as

P1(
→
a) = P12(

→
a,

→
b) + P12(

→
a,−

→
b),

P2(
→
b) = P12(

→
a,

→
b) + P12(−

→
a,

→
b). (3.16)

The difference between the joint probability P12(
→
a,

→
b) and the product of the

individual probabilities P1(
→
a) and P1(

→
b), involves the entanglement dyadic

↓−→
E

P12(
→
a,

→
b)− P1(

→
a)P2(

→
b) =

1

4
→
a · ↓

−→
E · b↓ (3.17)

Now, the CHSH inequality [35,38,39,40] is

−1 ≤ P12(
→
a1,

→
b1)−P12(

→
a1,

→
b2) +P12(

→
a2,

→
b1) +P12(

→
a2,

→
b2)−P1(

→
a2)−P2(

→
b1) ≤ 0.

(3.18)

Using (3.15), (3.16) one obtains CHSH inequality in terms of the cross dyadic
↓−→
C

−2 ≤ →
a1 ·

↓−→
C · b↓1 −

→
a1 ·

↓−→
C · b↓2 +

→
a2 ·

↓−→
C · b↓1 +

→
a2 ·

↓−→
C · b↓2 ≤ 2. (3.19)
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In view of what is said at (1.26), one observes that the two largest characteristic

values of the cross dyadic
↓−→
C decide whether the CHSH inequality is obeyed or

not,

CHSH is


obeyed if c21 + c22 ≤ 1,

violated if c21 + c22 > 1.
(3.20)

There is another important application of the characteristic values for the
cross dyadic in the field of quantum purification and teleportation. According
to the proposition 1 in [24], any mixed spin-1

2
state is useful for teleportation iff

Sp
{

↓−→
C
}
> 1. Bennett et.al [14] have introduced a purification protocol known

as IBM or BBPSSW protocol. It produces Bell states from mixed states. The

value of Sp
{

↓−→
C
}

determines if the given states could be purified or not. It is

possible if Sp
{

↓−→
C
}
> 1. For Sp

{
↓−→
C
}
≤ 1, however, the BBPSSW protocol

does not work.

3.3 Examples

1. Let us consider the simple Werner state [41], which could be written as

ρw =
1

4
(1− x

→
σ · ↓

−→
O en · τ

↓
). (3.21)

By using (3.6), the three numbers A2, A1, and A0 are,

A2 = 6x2, A1 = −8x3, A0 = 3x4, det
{
↓−→
C
}

= det
{
↓−→
E
}

= −x3.

(3.22)
The separability inequalities (3.13) are fulfilled for x ∈ [−1

3
, 1

3
]. This means

that the state (3.21), is non-separable if 1
3
< x ≤ 1. Note that a violation of

the CHSH inequality would require x > 1/
√

2, so that Werner states with
1
3
< x ≤ 1/

√
2 are not separable and obey the CHSH inequality.

2. Consider the generic pure state (2.14). In this case,

A2 = 6, A1 = 8, A0 = 3, det
{
↓−→
C
}

= −q2, and det
{
↓−→
E
}

= −(pq)2.

(3.23)
The conditions of separability (3.6) show that the state (2.14) is separable
for p = 1. Also, this arbitrary projector obeys the CHSH inequality only
for p = 1 and violates it for any other values.
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Chapter 4

Lewenstein-Sanpera
Decompositions

According to the findings of Lewenstein and Sanpera [42], any 2-qubit state ρ can
be written as a mixture of a separable state ρs and a non-separable pure state
ρp,

ρ = λρs + (1− λ)ρp with 0 ≤ λ ≤ 1. (4.1)

Rare exceptions aside, the Lewenstein-Sanpera decomposition (LSD) of a given
(non-separable) ρ is not unique, there is usually a continuum of LSDs to choose
from. Among them is the optimal LSD, the one with the largest value of λ,

ρ = S%s + (1− S)% with S = max
{
λ
}
. (4.2)

The number S measures to which extent the correlations associated with ρ are
classical; in rough terms, a state ρ is the more useful for quantum communication
purposes, the smaller its degree of separability. Therefore, we would like to
express S and % in terms of the Pauli vectors

→
s, t

↓
and the cross dyadic

↓−→
C that

specify the state ρ. We are still searching for the general answer, but for a number
of important special cases the problem is solved already. Whereas it is relatively
easy to find LSDs for a given state ρ, it is usually rather difficult to check whether
a certain decomposition is the optimal one. Just like its concurrence, the degree
of separability is not an individual property of a 2-qubit state. It is a family
property, locally equivalent states have the same value of S. Here, then, is the
challenge:

Find an analytical method that determines the op-
timal LSD of any given 2-qubit state ρ. (4.3)

By “analytical” we mean that the answer is surely known after a finite number
of steps. There is, of course, the option of using iterative methods which produce
a series of LSDs that converge toward the optimal LSD. Such methods are not
regarded as analytical, unless they assuredly give the answer after a finite number
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of iterations. Incidentally, the first ρ considered by Lewenstein and Sanpera as
an illustrating example [42], one for which the optimal LSD is now known analyt-
ically [19], was then decomposed by a numerical iteration of the non-analytical
kind.

The complete solution of this problem is not known as yet. But there has
been considerable progress, and the optimal LSDs are known for a variety of 2-
qubit states. Before turning to these matters in detail, let us offer a few general
remarks.

The mapping ρ→ S is concave,

S(xρ1 + (1− x)ρ2) ≥ xS(ρ1) + (1− x)S(ρ2) for 0 ≤ x ≤ 1 . (4.4)

Unless x = 0 or x = 1, the equal sign only holds if the same pure state shows up
in the optimal LSDs of both ρ1 and ρ2. Otherwise the convex sum of the two %’s
is a rank-2 state that has LSDs of its own and a non-zero degree of separability.

In the Introduction, we introduced a quantity called concurrence, for a two
qubit state it is given by (1.23). To evaluate this value, Hill and Wootters [21],
considered the transformation (1.20). One can notice that the replacement

(s
↓
,
→
t ,
↓−→
C ) → (−s↓,−

→
t ,
↓−→
C ) has no effect on the invariants A2, A1, A0 of (3.7), thus

ρT has the same eigenvalues as ρ, therefore ρT is unitarily equivalent to ρ. On the
other hand the quantity C ∈ [0, 1], so that one can look at the concurrence C as a
measure of entanglement. For separable states, one has λmax = 1 and C = 0, and
for the non-separable states, S < 1 and C > 0. This suggests that there might be
a close relation between the degree of separability and the concurrence. Since the
concurrence of a separable state vanishes, applying the convexity property (1.25)
to (4.2) implies

C ≤ (1− S)q ≤ 1− S, (4.5)

where C and q are the concurrences of ρ and %, respectively. The concurrence of
a 2-qubit state thus sets an upper bound on its degree of separability. Eisert and
Briegel [50] have observed that S is a separability monotone. Also as is noted by
Wellens and Kuś, Karnas and Lewenstein [49], the product (1 − S)q possesses
the most crucial ones of the properties that Vedral et.al. [51, 52] require from a
good entanglement measure.

The spectral decomposition of the partial transpose of a pure state (2.14) is
of the generic form (2.20). Therefore, the partial transpose of any 2-qubit state
ρ can be written as

ρT1 = (1 + x)ρ′ − xρBell , 0 ≤ x ≤ 1
2
(1− S) (4.6)

with some state ρ′ and a Bell state ρBell. As a consequence, ρT1 and ρT2 can have
at most one negative eigenvalue.

Since ρ′ is a mixture of four or fewer pure states (4.6) shows that the partial
transpose of a non-separable state is a pseudo-mixture of up to five pure states
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with one negative weight only, carried by a Bell state. There is a very similar
observation by Sanpera et al. [29] about ρ itself: It can always be presented as a
pseudo-mixture of four or five separable pure states; as an immediate consequence
its partial transpose is also such a pseudo-mixture.

4.1 Basic properties of optimal LSDs

The optimal LSD (4.2) has a number of properties that help in decomposing
given states in the optimal way. Here are some particularly important ones:

Existence: The degree of separability S is really the maximum of all possible
λ values in (4.1), not just their supremum, because the subset of separable states
is compact. Therefore, a LSD with λ = S does exist.

Uniqueness: It is clear that the LSD is not unique, there is usually a contin-
uum of LSDs to choose from, among them one of the optimal LSD (4.2), the one
with the largest value of λ. To show the uniqueness of the optimal LSD, assume
that we have a two different LSD’s with the same nonzero λ,

ρ = λρ(1)
s + (1− λ)ρ(1)

p = λρ(2)
s + (1− λ)ρ(2)

p . (4.7)

The symmetric convex sum of the two LSDs is also equal to the given ρ. It
contains the convex sum of the two different ρs’s which is separable, and the
convex sum of the two pure ρp states, which has a LSD of its own,

ρ =
λ

2
(ρ(1)

s + ρ(2)
s ) +

1− λ

2
(ρ(1)

p + ρ(2)
p ). (4.8)

Another time one splits 1
2
(ρ

(1)
p + ρ

(2)
p ) to its pure and separable parts as

1

2
(ρ(1)

p + ρ(2)
p ) = λ(12)ρ(12)

s + (1− λ(12))ρ(12)
p . (4.9)

Finally, the density operator ρ could be written as

ρ = λnewρnew
s + (1− λnew)ρnew

p , (4.10)

with

λnew = λ+ λ(12) − λλ(12),

ρnew
s =

1

λnew

[
λ

2
(ρ(1)

s + ρ(12)
s ) + (1− λ)λ(12)ρ(12)

p

]
,

ρnew
p = ρ(12)

p . (4.11)

So, we obtain a new LSD of ρ with a larger λ value, consequently the common
λ of the original two LSDs is not maximal. As a formal statement we thus note
that

%s + (1/S − 1)(%− ρp)
is either non-positive or non-separable for
each ρp 6= %. (4.12)
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This does not imply that one can always find another LSD with the same λ value
if λ < S. There are states with a continuum of LSDs in which each value of
λ occurs only once. Examples are the rank-2 states (4.91) that obey inequality
(4.108) below.

%s is barely separable: Consider the optimal LSD of some non-separable
state ρ and a parameter ε in the range of 0 < ε ≤ 1− S then,

ρ = (S + ε)

[
S

S + ε
%s +

ε

S + ε
%

]
+ (1− S − ε)%. (4.13)

It is clear that the convex sum in the square brackets is surely non-negative, but
it cannot be separable, because if it were separable, then we would have found a
LSD with λ > S. Therefore,

the state ρε = (1 + ε)−1(%s + ε%)
is non-separable for ε > 0. (4.14)

Thus, ρT1
ε has a negative eigenvalue for ε > 0, but none for ε = 0. Since the

eigenvalues are continuous functions of ε, it follows that %T1
s and %T2

s must have
at least one zero eigenvalue. Formally,

%T1
s , %

T2
s ≥ 0 but not %T1

s , %
T2
s > 0 ; (4.15)

for %s, the equal sign holds in the first inequality of (3.13). A useful terminology
calls %s barely separable with respect to %.

When searching for the optimal LSD of a given ρ it is, therefore, sufficient
to consider LSDs with ρs’s that are barely separable with respect to the ρp with
which they are paired in (4.1). If the ρs of some LSD does not have this property,
one adds the appropriate amount of the respective ρp to it (in the sense of a
convex sum, of course) and gets a barely separable ρs.

Pairing property: Since the infinitesimal neighbourhoods of %s and % are
critical in (4.12) and (4.14), the actual value of S is irrelevant and, as a conse-
quence, we note the pairing property :

If ρλ = λρs + (1 − λ)ρp is the optimal LSD for
one value of λ in the range 0 < λ < 1, then it is
optimal also for all other λ values. (4.16)

It is also implied by the concavity (4.4). Obviously, a systematic method for
identifying all ρs’s that pair with a given ρp, or vice versa, would be quite helpful,
but we are not aware of one.

Local invariance is passed on: Suppose that the given ρ is invariant under
some local unitary transformation, i.e.

U †
locρUloc = ρ. (4.17)
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Then its %s and % must be invariant under this local transformation as well,
otherwise we could apply it to the optimal LSD and get another LSD with the
same value λ, in conflict with the uniqueness of the optimal LSD. This argument
builds on the elementary observation that local transformations do not affect the
purity and separability of a state. The limitations resulting from this “inheritance
of local invariance” can facilitate the search for the optimal LSD substantially.
The optimal decompositions of some states were found this way.

Swapping invariance is passed on: Similarly one finds that %s and % of ρ
that is invariant under the swapping transformation

σk ↔ τk for k = 1, 2, 3 (4.18)

or, more generally,

σ
↓ → ↓−→

Oen · τ
↓
,

→
τ → →

σ · ↓
−→
Oen (4.19)

must be invariant themselves because swapping does not affect the separability
or the purity of a state. Clearly this swapping invariance is only possible if the

Pauli vectors s
↓

and
→
t are of equal length.

Orthogonality is passed on: If the state ρ in question is orthogonal to a
certain other state ρ⊥, i.e tr {ρρ⊥} = 0, then the ρs’s and ρp’s of all LSD’s of ρ
are also orthogonal to ρ⊥ because both traces in

0 = λtr {ρsρ⊥}+ (1− λ)tr {ρpρ⊥} (4.20)

must be non-negative, so both must vanish. In particular, the %s and % of ρ must
have this orthogonality property.

No locally optimal LSDs: Suppose that ρ = λρs + (1− λ)ρp is a non-
optimal LSD of ρ. Then, if ρs is not barely separable with respect to ρp, there is
a range of positive ε values such that λ→ (1 + ε)λ and ρs → (1 + ε)−1(ρs + ερp)
specify other LSDs with a continuum of larger λ values. If, however, ρs is barely
separable with respect to ρp, then ρp 6= % and the convex sums of the optimal
LSD and the non-optimal LSD give further, different LSDs upon decomposing
the rank-2 state formed by the convex sum of % and ρp. In all of these new
LSDs, the separable parts carry weights that are larger than λ and less than S.
Therefore, the given non-optimal LSD is not only globally non-optimal, it is also
locally non-optimal. There must be neighbouring LSDs with larger λ values.

4.2 Optimal LSDs of truly positive states

Since any state ρ can be regarded as the 0 < x → 0 limit of the rank-4 states
xρchaos + (1− x)ρ, the generic situation is that of ρ > 0, rather than ρ ≥ 0, as it
is the case for the rank-2 states in Section 4.3.3 or the rank-3 states in Section
4.3.5. Accordingly, we shall assume throughout this Section that ρ > 0. The
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following results are excerpts from recent work by Karnas and Lewenstein [43]
and, in particular, by Wellens and Kuś [44].

So we consider a non-separable ρ of rank 4. The separable state %s of its
optimal LSD is then either of rank 3 or rank 4, and its partial transposes %T1

s , %T2
s

are of rank 3, as follows from (4.15). The unique pure states ρ1 and ρ2 that are
associated with the non-degenerate null eigenvalue of %T1

s and %T2
s , respectively,

%T1
s ρ1 = ρ1%

T1
s = 0 , %T2

s ρ2 = ρ2%
T2
s = 0 , (4.21)

are related to each other by transposition,

ρT
1 = ρ2 , ρT

2 = ρ1 , ρT1
1 = ρT2

2 . (4.22)

Now, for ε > 0, the “barely separable” condition (4.14) requires the existence of

a pure state ρ
(ε)
pure such that

tr
{
(%s + ε%)T1ρ(ε)

pure

}
< 0 , (4.23)

and since the eigenvalues and eigenstates of (%s + ε%)T1 depend continuously on

ε, we have ρ
(ε)
pure → ρ1 as ε→ 0 and get

tr
{
%T1ρ1

}
≤ 0 or tr

{
%ρT1

1

}
= tr

{
%ρT2

2

}
≤ 0 (4.24)

in this limit.
Next, we exploit the uniqueness condition (4.12) where we put

∆ερ = %− ρpure = %− e−iεG%eiεG = iε[G, %] +O(ε2) (4.25)

with a hermitian generator G that does not commute with %. Then, for ε 6= 0,
there exists either a pure state ρ

(ε)
pure such that

tr
{[
%s + (1/S − 1)∆ερ

]
ρ(ε)

pure

}
< 0 (4.26)

or a pure state ρ(ε)
pure such that

tr
{[
%s + (1/S − 1)∆ερ

]T1ρ(ε)
pure

}
< 0 . (4.27)

In the limit ε → 0, the positivity violation (4.26) can only occur if %s is of rank
3.

4.2.1 The separable part has full rank

Let us, therefore, first deal with the situation in which %s has full rank, %s > 0, so
that the separability violation (4.27) must be the case. Here, too, the eigenvalues
and eigenstates of [· · · ]T1 depend continuously on ε, and ρ(ε)

pure → ρ1 obtains as
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ε → 0. But, in marked contrast to the reasoning that took us from (4.23) to
(4.24), ε is not restricted to positive values here (alternatively, if G is a permissible
generator, so is −G), and so we get

tr
{

i
[
G, %

]T1ρ1

}
= 0 or tr

{[
ρT1

1 , %
]
G
}

= 0 . (4.28)

This must hold for all G’s that do not commute with %, and since it’s always
true for those that do, it must in fact hold for all hermitian G’s. Therefore, %
commutes with ρT1

1 , it is an eigenstate of ρT1
1 = ρT2

2 ,

ρT1
1 % = %ρT1

1 = −1

2
q% with q =

√
tr
{
ρT

1 ρ1

}
=
√

tr {ρ1ρ2} . (4.29)

That the eigenvalue is related in this way to the concurrence q of the family of
pure states to which ρ1 and ρ2 belong, follows from (2.20) in conjunction with
(4.24).

Taking the trace in (4.21), tr
{
%T1

s ρ1

}
= tr

{
%sρ

T1
1

}
= 0, tells us that ρT1

1 6≥ 0,

since %s > 0. Accordingly, q > 0 and % is the Bell state ρ
(4)
p that (2.20) and (2.21)

associate with ρ1, and

tr {ρ1%} = 1
2
(1 + q) , %T1 = %T2 = 1

2
− % (4.30)

follow immediately. Then, partially transposing the optimal LSD of ρ establishes

ρT1 = S%T1
s − (1− S)%+ 1

2
(1− S) , (4.31)

so that
tr
{
ρT1ρp

}
≥ 1

2
(1− S)− (1− S)tr {%ρp} (4.32)

for all pure states ρp, with the equal sign holding only for ρp = ρ1, and since % is
a Bell state, (2.23) implies

tr
{
ρT1ρp

}
≥ −1

2
(1− S)

√
tr
{
ρT

pρp

}
with “=” only for ρp = ρ1 = ρT

2 . (4.33)

Accordingly, for ρp = eiεGρ1e
−iεG with any hermitian generator G, the first-order

terms must take care of each other, so that

tr
{
ρT1 i
[
G, ρ1

]}
= −1− S

2q
tr
{
ρ2i
[
G, ρ1]

}
(4.34)

for all G, and therefore ρ1 is an eigenstate of ρT1 + (2q)−1(1− S)ρ2,(
ρT1 +

1− S
2q

ρ2

)
ρ1 = 0 . (4.35)
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That the eigenvalue is 0 follows from the vanishing trace of the left-hand side as
required by the “=” case of (4.33). Equally well, we could have employed partial
transposition of the second qubit in this line of reasoning, so that(

ρT2 +
1− S

2q
ρ1

)
ρ2 = 0 (4.36)

must hold as well. Indeed, total transposition turns one of the equations into the
other. Jointly they state

ρT2ρT1ρ1 = 1
4
(1− S)2ρ1 or ρT1ρT2ρ2 = 1

4
(1− S)2ρ2 , (4.37)

where ρ1ρ2ρ1 = q2ρ1 and ρ2ρ1ρ2 = q2ρ2 have entered.
In summary, then, the problem of finding the optimal LSD of a given rank-4

ρ is reduced to solving (either one of) these eigenstate equations, because as soon
as ρ1 = ρT

2 is known, the pure state % of the optimal LSD is available. Further
we note that 1

4
(1 − S)2 is the smallest eigenvalue of ρT1ρT2 and that 1 − S = C

relates it to C, the concurrence of ρ [which is to say that here both “=” signs
hold in (4.5)]; see [44] for the technical details justifying these two assertions.

To complete the argument, we must convince ourselves that (4.37) in conjuc-
tion with (4.30) et cetera are not only necessarily obeyed by the ingredients of
the optimal LSD, but are indeed sufficient to determine it. Suppose, then, that
we have solved these equations and thus identified %s, %, and S, and assume that
there is another LSD with λ = S + ε > S. So, the first decomposition in

ρ = S%s + (1− S)% = (S + ε)ρ(ε)
s + (1− S − ε)ρ(ε)

p (4.38)

is obtained from (4.37) and (4.30), and the second is better (ε > 0) by assumption.
Since there are no locally optimal LSDs, there must then be a continuum of
“better” LSDs, such that ρ

(ε)
s → %s and ρ

(ε)
p → % as ε→ 0. Upon setting

ρ(ε)
p = %+ iε

[
%,G

]
+O(ε2) (4.39)

with some hermitian generator G and recalling (4.21), (4.28), and (4.30), we
conclude that

(S + ε) tr
{
ρ(ε)

s

T1
ρ1

}
= S tr

{
%T1

s ρ1

}
+ ε tr

{
%T1ρ1

}
− (1− S)ε tr

{
i
[
%,G]T1ρ1

}
+O(ε2)

= − 1
2
εq +O(ε2) . (4.40)

But q > 0, so that this right-hand side is negative for sufficiently small positive ε
values. Accordingly, ρ

(ε)
s is not separable after all, and we arrive at a contradic-

tion.
All of this is, however, only true if the separable remainder %s of the optimal

LSD is of rank 4, about which one has no prior knowledge. Nevertheless, we can
accept %s > 0 as a working hypothesis, determine % in accordance with (4.29),
and then check whether the resulting %s = S−1

[
ρ− (1−S)%

]
is truly positive and

separable. If it is, we have found the optimal LSD with %s of full rank and % a
Bell state. Otherwise, we learn that the actual %s is of rank 3.
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4.2.2 The separable part has reduced rank

In this case, there is a pure state ρ0 associated with the null eigenvalue of %s,

%sρ0 = ρ0%s = 0 . (4.41)

But ρ0 is not orthogonal to %,

tr {%ρ0} > 0 , (4.42)

because ρ is of rank 4.

In the limit ε→ 0, we must have ρ
(ε)
pure → ρ0 in the positivity criterion (4.26)

and, as before, ρ(ε)
pure → ρ1 in the separability criterion (4.27). Looking at the

terms linear in ε, we find that

either (i) tr
{
i
[
G, %

]
ρ0

}
≥ 0 and tr

{
i
[
G, %

]T1ρ1

}
≤ 0

or (ii) tr
{
i
[
G, %

]
ρ0

}
≤ 0 and tr

{
i
[
G, %

]T1ρ1

}
≥ 0 (4.43)

must be the case. There is no other possibility: if, for instance, both traces were
negative, so that ε > 0 would be all right with the generator G considered, then
ε→ −ε (or, equivalently, G→ −G) would lead to the contradictory situation in
which neither (4.26) nor (4.27) holds.

Again, any hermitian G is permitted in (4.43), which implies[
ρT1

1 , %
]

= −y
[
ρ0, %

]
with y ≥ 0 . (4.44)

We conclude that % is an eigenvalue of ρT1
1 + yρ0 = ρT2

2 + yρ0,(
ρT1

1 + yρ0

)
% = −µ% , (4.45)

which turns into (4.29) for y = 0, µ = 1
2
q. This feeds the expectation that µ ≥ 0,

and this is indeed the case, as Wellens and Kuś have shown [44] with a continuity
argument that exploits the known optimal LSD of a state of the form (4.63) [19]
and an observation by Karnas and Lewenstein [43], namely that there is a pure
product state orthogonal to ρ0 with its partial transpose orthogonal to ρ1 (or ρ2

if the second qubit is transposed).

As it stands, the eigenstate equation (4.45) is of little use because it in-
volves ρ0, which is unknown as yet. We determine it with an argument from the
Lewenstein–Sanpera paper [42]. For any positive operator A, we note this ap-
plication of the Cauchy–Schwarz inequality (actually a particular case of a more
general statement):

tr
{
A%
}

= tr
{(
ρ

1
2Aρ

1
2

)(
ρ−

1
2%ρ−

1
2

)}
≤ tr

{
Aρ
}
tr
{
ρ−1%

}
, (4.46)
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or

tr
{(

tr
{
ρ−1%

}
ρ− %

)
A
}
≥ 0

with “=” only for A ∝ ρ−1%ρ−1 , (4.47)

so that tr {ρ−1%} ρ − % is a positive operator of rank 3. This operator is a
linear combination of %s and % and, as a consequence of (4.42), it must be just a
multiple of %s because if it had a non-zero contribution from % it would be either
non-positive or of rank 4. Consistency then requires that

tr
{
ρ−1%

}
(1− S) = 1 , (4.48)

and the “=” case of (4.47) tells us that

ρ0 =
ρ−1%ρ−1

tr {ρ−2%}
. (4.49)

So, with y = ν tr {ρ−2%} (1− S), the eigenstate equation (4.45) becomes(
ρT1

1 + νρ−1
)
% = −µ% . (4.50)

We supplement it with the eigenstate equation for ρ1,(
tr
{
ρ−1%

}
ρ− %

)T1 ρ1 = 0 , (4.51)

which is (4.21) after expressing %s in terms of ρ and % with the aid of (4.48) and
(4.1). The equation pair (4.50), (4.51) determines % and ρ1 for the given ρ. As
Wellens and Kuś remark, there may be several solutions, but there is only one
with µ, ν ≥ 0 that gives a positive and separable %s; see [44] for the technical
details justifying this uniqueness assertion.

Here, too, one can show that these equations are not only necessary but
sufficient to determine the optimal LSD. We do not reproduce the argument
though. It exploits the insights gained when demonstrating that µ ≥ 0 in (4.45)
and is technically more involved than the argument given above for the case that
%s is of rank 4 [44].

Presently we are not aware of an analytical method for solving (4.50), (4.51).
But they certainly enable one to design a rapidly converging numerical scheme.

4.2.3 Summary

In summary: For a 2-qubit state ρ of full rank, ρ > 0, the optimal LSD has either
(i) a separable state %s of rank 4 or (ii) one of rank 3; in case (i) the pure state
% is a Bell state. There is an analytical procedure to decide which is the actual
situation, and if (i) is the case, then the optimal LSD is available analytically. In
case (ii), however, we do not have, as yet, an analytical method to determine the
optimal LSD.
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4.3 Examples

In this section we present a couple of special examples for which the optimal LSD
is known. The optimal LSDs in Section 4.3.1-4.3.3 were first reported in [19] in
a very concise manner; here we give all the details necessary for understanding
how the results were obtained.

These examples have a feature in common that helps enormously, namely that
the search can be limited to a one-parametric set of LSDs. The optimal one must
be contained in this set and can thus be identified straightforwardly.

4.3.1 Self-transposed states

If both Pauli vectors vanish, s
↓

= 0 and
→
t = 0, the 2-qubit state ρ is equal to

its total transpose ρT, it is self-transposed. In view of (2.22), all Bell states are
of this kind, and so are all convex sums of Bell states. The converse is also true:
All self-transposed states are convex sums of Bell states. Indeed, the eigenstates
of a self-transposed ρ are Bell states. Put differently, the pure states ρ

(k)
p in the

spectral decomposition

ρ =
4∑

k=1

rkρ
(k)
p (4.52)

are Bell states if ρ = ρT.1 To be more explicit about these matters, we invoke
the generic form of a self-transposed state,

ρ = ρT =
1

4

(
1 +

→
σ · ↓

−→
C · τ ↓

)
=

1

4

[
1± (c1σ1τ1 + c2σ2τ2 + c3σ3τ3)

]
, (4.53)

where c1, c2, c3 are the characteristic values of
↓−→
C and, as in (2.26), the upper sign

applies for det
{
↓−→
C
}
≥ 0, the lower for det

{
↓−→
C
}
< 0. Since σ3τ3 = −(σ1τ1)(σ2τ2),

the eigenstates of ρ are the common eigenstates of σ1τ1, σ2τ2, and σ3τ3, the four
Bell states

ρ
(++−)
Bell = 1

4
(1 + σ1τ1 + σ2τ2 − σ3τ3) ,

ρ
(+−+)
Bell = 1

4
(1 + σ1τ1 − σ2τ2 + σ3τ3) ,

ρ
(−++)
Bell = 1

4
(1− σ1τ1 + σ2τ2 + σ3τ3) ,

ρ
(−−−)
Bell = 1

4
(1− σ1τ1 − σ2τ2 − σ3τ3) , (4.54)

which are mutually orthogonal.

The superscripts refer to the ±1 eigenvalues of σ1τ1, σ2τ2, σ3τ3. The corre-
sponding eigenvalues of ρ are given in Table 4.1. The positivity of ρ imposes the

1For this reason, self-transposed states are sometimes called “Bell-diagonal states.”
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eigenvalues of monotonic order for
σ1τ1 σ2τ2 σ3τ3

eigenvalues of ρ
“≥ 0” “< 0”

1 1 −1 1
4
[1± (c1 + c2 − c3)] r1 r4

1 −1 1 1
4
[1± (c1 − c2 + c3)] r2 r3

−1 1 1 1
4
[1∓ (c1 − c2 − c3)] r3 r2

−1 −1 −1 1
4
[1∓ (c1 + c2 + c3)] r4 r1

Table 4.1: Eigenvalues of self-transposed 2-qubit states. The upper and lower
signs correspond to the two cases of (4.53). The last two columns report the re-
spective ordered assignment required by the standardized spectral decomposition
(4.52) for the two cases.

restriction r4 ≥ 0, that is:

c1 + c2 ≤ 1− c3 for det
{
↓−→
C
}
≥ 0 ,

and c1 + c2 ≤ 1 + c3 for det
{
↓−→
C
}
< 0 , (4.55)

which require that the triplet (c1, c2, c3) — which is not a 3-vector — is inside
the tetrahedron that R. and M. Horodecki speak of in [46].

In the “≥ 0” case, then, the largest eigenvalue of ρ cannot exceed 1
2
,

det
{
↓−→
C
}
≥ 0 : r1 = 1

4
(1 + c1 + c2 − c3) ≤ 1

2
− 1

2
c3 , (4.56)

so that ρT1 = ρT2 = 1
2
− ρ ≥ 0 here, and the Peres–Horodeccy criterion (3.9) says

that ρ is separable. In the “< 0” case, however, we have

det
{
↓−→
C
}
< 0 : r1 = 1

4
(1 + c1 + c2 + c3) =

1

4
+

1

4
Sp
{

↓−→
C
}
, (4.57)

so that r1 >
1
2

and tr
{
ρT1ρ

(−−−)
Bell

}
= 1

2
− r1 < 0 if Sp

{
↓−→
C
}
> 1. Accordingly,

the self-transposed state (4.53) is

separable if det
{
↓−→
C
}
≥ 0 or Sp

{
↓−→
C
}
≤ 1 ;

non-separable if det
{
↓−→
C
}
< 0 and Sp

{
↓−→
C
}
> 1 . (4.58)

Rather than exploiting the Peres–Horodeccy criterion, we could have arrived
at this observation by evaluating the Hill–Wootters concurrence of ρ. Here√

ρT√ρ = ρ, and so the hk’s of (1.23) are identical with the rk’s of Table
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4.1, and we get

C = max {0, r1 − r2 − r3 − r4} = max {0, 2r1 − 1}

=


0 if det

{
↓−→
C
}
≥ 0 or Sp

{
↓−→
C
}
≤ 1 ;

1

2
Sp
{

↓−→
C
}
−1

2
if det

{
↓−→
C
}
< 0 and Sp

{
↓−→
C
}
> 1 .

(4.59)

The search for the optimal LSD of a non-separable self-transposed state is
facilitated by the intrinsic symmetry of (4.53). In particular, ρ is invariant under
the local transformations effected by the unitary operators σ1τ1, σ2τ2, σ3τ3; it
is also invariant under the swapping transformation (4.18). Therefore, the pure
state % of the optimal LSD must also be invariant under these transformations,
and so it must be one of the Bell states in (4.54), namely the one associated with

the largest eigenvalue r1, that is ρ
(−−−)
Bell . Thus we arrive at

S =


1 if det

{
↓−→
C
}
≥ 0 or Sp

{
↓−→
C
}
≤ 1

3

2
− 1

2
Sp
{

↓−→
C
}

if det
{
↓−→
C
}
< 0 and Sp

{
↓−→
C
}
> 1

 = 1−C (4.60)

We remark that the concavity (4.4) — applied, for x = 1
2
, to ρ1 = ρ and

ρ2 = ρT with an arbitrary 2-qubit state ρ — tells us that

S
(

1
2
(ρ+ ρT)

)
≥ 1

2
S(ρ) + 1

2
S(ρT) = S(ρ) . (4.61)

Since 1
2
(ρ+ρT) is self-transposed by construction, the S value of (4.60), evaluated

for the cross dyadic
↓−→
C of the arbitrary ρ considered, sets an upper bound on S(ρ).

Another remark concerns the degenerate situation of c1 = c2 = c3 = x ≥ 0.
Then the self-transposed state (4.53) takes the form of Werner states (3.21) where,

ρw = ρT
w =

1

4

(
1− x

→
σ · ↓

−→
Oen · τ

↓
)

with − 1
3
≤ x ≤ 1 . (4.62)

For x ≤ 1
3

they are separable, and for x > 1
3

their degree of separability is 3
2
(1−x)

and their concurrence is 1
2
(3x− 1).

4.3.2 Generalized Werner states

The generic form for these states is

ρgw =
1 + 3x

4
ρp +

1− x

4
(1− ρp)

=
1

4
(1 + xp(σ1 − τ1)− xσ1τ1 − xq(σ2τ2 + σ3τ3)), (4.63)
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where ρp is any arbitrary pure state (2.14).
To study the positivity of this state, one could calculate the corresponding

three numbers A2, A1 and A0,

A2 = 6x2 , A1 = 8x3 , A0 = 3x4 (4.64)

for the generalized Werner states (4.63), the particular values of p and q being
irrelevant here. They are crucial in

det
{
↓−→
C
}

= −x3q2 , det
{
↓−→
E
}

= −x3q2(1− xp2) , (4.65)

however, which we can use in (3.13) to establish that the state (4.63) is separable
if (1 + 2q)x ≤ 1, and non-separable otherwise. Equivalently, we can determine
the hk’s of (1.23),

h1 = h2 = 1
4
(1− x) ;

h3

h4

}
=

1

4

√
(1 + x)2 − 4x2p2 ∓ 1

2
xq , (4.66)

and then the concurrence

C = max
{
0, 1

2
(1 + 2q)x− 1

2

}
, (4.67)

with the same conclusion concerning the separability of ρ. Or, perhaps simplest,
we recall (2.20) and note that the smallest eigenvalue of ρT1 is

1
4
(1− x)− 1

2
xq = 1

4
− 1

4
(1 + 2q)x (4.68)

and learn once more that the sign of (1 + 2q)x− 1 decides whether a generalized
Werner state (4.63) is separable or not.

The local unitary transformations generated by σ1 + τ1, the only local gener-
ator in (4.135), leave the state (4.63) unchanged. When looking for the optimal
LSD, it is therefore sufficient to consider only those LSDs in which the separable
and pure parts commute with σ1 + τ1 as well. This is, in particular, the case for
(4.64), which is one of the many LSDs of ρ.

Accordingly, the pure state of the optimal LSD must be of the form

% = 1
4

[
1 + p0(σ1 − τ1)− σ1τ1 − q0(σ2τ2 + σ3τ3)

]
(4.69)

with p2
0 + q2

0 = 1, and the separable part must have the structure

%s = 1
4

[
1 + s(σ1 − τ1)− c1σ1τ1 − c2(σ2τ2 + σ3τ3)

]
. (4.70)

Now, this %s is positive if c1 ≤ 1 and 2
√
c22 + s2 ≤ 1 + c1, and it is separable if

c1 + 2 c2 ≤ 1 and 2 s ≤ 1 + c1. Accordingly, the restrictions

c1 + 2 c2 ≤ 1 and 2
√
c22 + s2 ≤ 1 + c1 (4.71)
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apply. Since %s is barely separable with respect to %, its partial transpose has at
least one zero eigenvalue, so that the equal sign has to hold in the left inequality
of (4.71). Further, since q and p are positive by convention, it will suffice to
consider non-negative values for q0, p0.

Writing then c ≡ c2 ≥ 0, c1 = 1− 2c, the right inequality of (4.71) insists on

s2 ≤ 1− 2c , (4.72)

and (4.2) is equivalent to the set of equations

xp = Ss+ (1− S)p0 ,

x = Sc1 + (1− S) = 1− 2Sc ,
xq = Sc2 + (1− S)q0 = Sc+ (1− S)q0 . (4.73)

These are three equations for four unknowns: s, c, q0 =
√

1− p2
0, and S. Each

solution consistent with (4.72) would give one LSD (with a barely separable ρs),
but we are only interested in the optimal LSD, the solution with the largest value
of S. It is expedient to regard q0, the concurrence of %, as the basic parameter
and the others as functions of q0. Equations (4.73) supply

s = p0 +
xp− p0

S
and c =

1− x

2S
(4.74)

with

S = 1− (1 + 2q)x− 1

2q0
. (4.75)

This tells us that the largest value of q0 allowed by (4.72) specifies the optimal
LSD.

Having expressed s and c in terms of q0, we note that (4.72) restricts q0 by

1 + x− 2xpp0

q0
≤
(
qx− 1− x

2

)
+

(
qx− 1− x

2

)−1

(x− x2p2) , (4.76)

which gives q0 > q for x < 1 and q0 → q in the limit x→ 1. We are now ready to
ask the crucial question: Under which circumstances is (4.76) obeyed by q0=1?
In other words: Under which circumstances is % a Bell state? Well, for q0 = 1,
p0 = 0 inequality (4.76) reads

2(2qx− 1)2 ≥ 5x2 − 2x− 1 or
(

3
2
x−1 − 2q + 1

2

)2 ≥ 2(1− q)(2 + q) , (4.77)

and one verifies easily that there are cases, such as x = q = 0.8, for which these
equivalent inequalities are violated, so that q0 = 1 is not possible and the largest
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Figure 4.1: Optimal LSDs of generalized Werner states. Top: Lines of constant
q0 in the x, q plane. Bottom: Degree of separability S as a function of x for
various values of q. Both plots cover 1

5
≤ x ≤ 1, the more interesting part of the

full range −1
3
≤ x ≤ 1.
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q0 value consistent with (4.76) must be really less than 1. More explicitly, the
optimal LSD has

q0 = 1 if x ≤ 3

2

[
2q − 1

2
+
√

2(1− q)(2 + q)

]−1

,

q0 < 1 if x >
3

2

[
2q − 1

2
+
√

2(1− q)(2 + q)

]−1

, (4.78)

In the latter case, one finds q0 from the quadratic equation obtained by equating
the two sides of (4.76).

A graphical summary of these observations is presented in Figure 4.1. The
two solid lines show where the equal sign holds in (4.77); it is the border line
between the two cases of (4.78). The crosses mark the point with x = 1

5
(
√

6+1),

q = 1
2
(
√

6− 1), S = 1
10

(9−
√

6), where q0 = 1, 2qx = 1, and S = 1− 1
2
x. — The

top figure displays the lines of constant q0. The solid line separates the regions
q0 = 1 from q0 < 1. The dash-dotted line separates the separable states (S = 1)
from the non-separable ones (S < 1). The dashed lines indicate where q0 = 0.9,
0.8, 0.6, 0.4, and 0.2, respectively. — The bottom figure shows S as a function
of x. To the left of the solid line one has q0 = 1 and S depends linearly on x,
to the right one has q0 < 0 and S is a non-linear function of x. The dash-dotted
line corresponds to the standard Werner states (q = 1); the dashed lines indicate
q = 0.8, 0.6, 0.4, 0.2, and 0.1, respectively.

If the equal sign holds in (4.76), then it holds in (4.72), which is to say that
%s is of rank 3. The two cases of (4.78) thus illustrate the observation of Karnas
and Lewenstein [43] that a state of full rank, here exemplified by the generalized
Werner state (4.63), has an optimal LSD with either %s of rank 4 and % a Bell
state (the q0 = 1 case) or with %s of rank 3 (the q0 < 1 case).

4.3.3 States of rank 2

States for which the equal signs hold in the first and the second inequality of
(3.8), but not in the third, are states of rank 2. When we write their eigenvalues
as

r1 = 1
2
(1 + x) , r2 = 1

2
(1− x) , r3 = r4 = 0 with 0 ≤ x < 1 , (4.79)

the coefficients of the characteristic polynomial (3.3) are

A2 = 4x2 + 2 , A1 = 8x2 , A0 = 4x2 − 1 . (4.80)

In the following steps a technique for obtaining the optimal LSD is given:

1. Express the projectors of the eigenkets and eigenbars of ρrk2 in terms of the
given ρrk2 and construct the projector to the 2D-subspace associated with
ρrk2.
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2. Find the subset of parameter values that specify separable ρrk2.

3. Write the given ρrk2 in the desired form as:

ρrk2 = λmaxρs + (1− λmax)ρp.

(1) Projectors: For 0 < x < 1, we want to determine the projectors, ρ1 =∣∣ψ(1)
〉〈
ψ(1)

∣∣ and ρ2 =
∣∣ψ(2)

〉〈
ψ(2)

∣∣. To perform this task consider the following
forms for the statistical operator ρrk2 and ρ1

ρrk2 = yρ1 + (1− y)ρ2,

ρ1 = αρrk2 + βρ2
rk2. (4.81)

In terms of ρrk2 one can rewrite ρ1 as

ρ1 =
1

y(1− 2y)

[
yρrk2 + ρrk2(ρrk2 − 1)

]
,

with α =
1− y

y(1− 2y)
, β = − 1

y(1− 2y)
. (4.82)

Similarly one can obtains ρ2. For y = 1+x
2

we have,

ρ1 =
1

x(1 + x)

[
xρrk2 + ρrk2

(
ρrk2 − 1

)]
,

ρ2 =
1

x(1− x)

[
xρrk2 − ρrk2

(
ρrk2 − 1

)]
. (4.83)

The Pauli vectors and the cross dyadics of the two projector ρ1 and ρ2 are func-
tions

→
s, t

↓
, and

↓−→
C of the given ρrk2,

s
↓(j)

=
1

x(1± x)

(
xs

↓ ± ↓−→
C · t↓

)
,

→
t

(j)
=

1

x(1± x)

(
x
→
t ± →

s · ↓
−→
C
)
,

↓−→
C

(j)
=

1

x(1± x)

(
x
↓−→
C − s

↓→
t +

↓−→
C sub

)
, j = 1, 2. (4.84)

As we have seen in Chapter 2, a pure state satisfies relations (2.12). In our case
ρj, j = 1, 2 are projectors by construction. This supplies three more relations

among s
↓
,
→
t , and

↓−→
C namely

→
s ·
(
↓−→
C +

↓−→
C sub

)
=

→
t ·
[
↓−→
C

T
· ↓
−→
C + (s2 − x2)

↓−→
1
]
,(

↓−→
C +

↓−→
C sub

)
· t↓ =

[
↓−→
C · ↓

−→
C

T
+ (t2 − x2)

↓−→
1
]
· s↓,

s
↓→
t −

(
Sp
{
↓−→
C

T
· ↓
−→
C
}
−x2

)
↓−→
C =

↓−→
C · t↓

→
t + s

↓→
s · ↓

−→
C +

↓−→
E sub −

↓−→
C · ↓

−→
C

T
· ↓
−→
C .

(4.85)
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The parameter x which appears in (4.84), could be written as a function of s
↓
,
→
t ,

and
↓−→
C ,

x2 =
→
s · ↓

−→
C · t↓ − det

{
↓−→
C
}
,

=
1

2

(
Sp
{
↓−→
C

T
· ↓
−→
C
}

+s2 + t2 − 1
)
. (4.86)

Finally, the projector ρ(2D) to the 2D subspace of ρ(2D) is

ρ(2D) =
2

1− x2
ρrk2(1− ρrk2),

=
1

2
(1 +

→
u · σ↓ +

→
v · τ ↓ +

→
σ · ↓

−→
Z · τ ↓), (4.87)

where
→
u,

→
v and

↓−→
Z are the Pauli vectors and the cross dyadic for ρ

(2D)
pure . They are

connected with those for ρrk2 through the following relations

u
↓

=
1

1− x2

(
s
↓ − ↓−→

C · t↓
)
,

→
v =

1

1− x2

(
→
t − →

s · ↓
−→
C
)
,

↓−→
Z =

1

1− x2

(
↓−→
C +

↓−→
C sub − s

↓→
t
)
. (4.88)

(2) A generic form of a projector of rank 2: It could be written as

Σ0 = 1
2
(1 + uσ3 + vτ3 + z1σ1τ1 + z2σ2τ2) (4.89)

with the non-negative parameters u, v, z1, z2 restricted by z1 ≥ z2 as well as
uv = z1z2 and u2 + v2 + z2

1 + z2
2 = 1, and

u = cos γ1 cos γ2 , v = sin γ1 sin γ2 ,

z1 = sin γ1 cos γ2 , z2 = cos γ1 sin γ2 ,

with 1
2
π ≥ γ1 ≥ γ2 ≥ 0 (4.90)

is a convenient, unambiguous way of writing them. The projector property Σ0(1−
Σ0) = 0 is easily verified, and tr

{
Σ0

}
= 2 is immediate. Clearly, ρ = 1

2
Σ0 has

the properties of a 2-qubit state; its concurrence is z2, which cannot exceed 1
2
,

the value it acquires for γ1 = γ2 = π/4.
Since the subspace specified by Σ0 is kinematically equivalent to the state

space of a single qubit, the general state in this subspace must be of the 3-
parametric form

ρrk2 = 1
2
(Σ0 + x1Σ1 + x2Σ2 + x3Σ3) with x2

1 + x2
2 + x2

3 ≤ 1 , (4.91)



50 Chapter 4. Lewenstein-Sanpera Decompositions

where Σ1,2,3 are analogs of Pauli’s spin operators, traceless hermitian operators
with the basic algebraic properties

Σ0Σk = Σk for k = 0, 1, 2, 3 ,

ΣjΣk = δjkΣ0 + i
3∑
l=1

εjklΣl for j, k = 1, 2, 3 . (4.92)

The choice

Σ1 = 1
2
(sin γ1 σ1 + cos γ2 τ1 + sin γ2 σ1τ3 + cos γ1 σ3τ1) ,

Σ2 = 1
2
(sin γ2 σ2 + cos γ1 τ2 + sin γ1 σ2τ3 + cos γ2 σ3τ2) ,

Σ3 = 1
2

(
vσ3 + uτ3 − z2σ1τ1 − z1σ2τ2 + σ3τ3

)
(4.93)

is particularly convenient. It is such that the limiting situations of u = 1, when
ρrk2 = 1

4
(1 + σ3)(1 + x1τ1 + x2τ2 + x3τ3), and v = 1, when ρrk2 = 1

4
(1 + x1σ1 +

x2σ2 + x3σ3)(1 + τ3), are parameterized most naturally.

(3) Barely separable: As described in Section 4.1, the %s of the optimal decom-
position, must be such that %T2

s has a zero eigenvalue. In terms of the parameters
x1, x2, x3 in the generic form (4.91) of rank-2 states ρrk2, the value of x is given
by

x =
√
x2

1 + x2
2 + x2

3 . (4.94)

Not unexpectedly, x is the distance from the center of the unit sphere x2
1+x

2
2+x

2
3 ≤

1. The surface of the sphere is composed of the pure states on the boundary of
this subspace of rank-2 states.

In view of (4.80), the (3.13) version of the Peres–Horodeccy criterion requires

det
{
E
}
≥ 0 and det

{
↓−→
C
}
≥ 0 (4.95)

for a separable rank-2 state. The first determinant,

det
{
E
}

= −
[(
z2 − z1x3

)2
+
(
1− x2

1 − x2
3

)(
z2
1 − z2

2

)]
×
[(
z2 − z1x3

)2
+ x2

2

(
z2
1 − z2

2

)]
, (4.96)

is non-positive and vanishes only if (recall that z1 ≥ z2 ≥ 0 by convention)

z1 = 0 or z1x3 = z2 and x2 = 0 , (4.97)

and then

det
{
↓−→
C
}

= x3(z1 − z2x3)(z2 − z1x3)

− z1x
2
2(z1 − z2x3)− z2x

2
1(z2 − z1x3) (4.98)

vanishes too. Now, we have the following possibilities
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1. If z1 = z2 = 0, then det
{
↓−→
E
}

= det
{
↓−→
C
}

= 0, then all ρrk2’s are separable.

In this case there are two possibilities: The first, u = 1 and v = 0, for this
limit ρrk2 is separable and defined by the product states

ρrk2 =
1

4
(1 + σ3)(1 + x1τ1 + x2τ2 + x3τ3). (4.99)

The second, u = 0 and v = 1 in this case,

ρrk2 =
1

4
(1 + x1σ1 + x2σ2 + x3σ3)(1 + τ3). (4.100)

2. For z1 > 0, the pure separable states are specified by

−
√

1− (z2/z1)2 ≤ x1 ≤
√

1− (z2/z1)2 , x2 = 0 , x3 = z2/z1 . (4.101)

Then the barely separable states are those for which (4.101) determines the
values of (x2, x3). Different values of x1 distinguish different barely separable,
states, ρbsep. Accordingly, we write

ρbsep(x0) ≡ ρrk2(x1, x2, x3)|x1=x0,x2=0,x3=z2/z1
. (4.102)

The barely separable is described by its Pauli vectors and its cross dyadic as:

s
↓
b = x0

√
v2 + z2

1e
↓
1 + (u+

z2

z1

v)e
↓
3,

→
t b = x0

√
u2 + z2

1
→
n1 + (v +

z2

z1

u)
→
n3,

↓−→
C b = (z1 −

z2
2

z1

)e
↓
1
→
n1 +

z2

z1

e
↓
3
→
n1

+ x0(
√
v2 + z2

2e
↓
1
→
n3 +

√
u2 + z2

2e
↓
3
→
n1,

(4.103)

where (e
↓
1, e

↓
2, e

↓
3) and (

→
n1,

→
n2,

→
n3) are the bases of the characteristic representation

of the dyadic
↓−→
Z .

(4) Decomposition and the degree of separability: With this visualization
it is clear that, for z1 > z2 ≥ 0, there is a one-parametric set of LSDs for each
non-separable rank-2 state. The given state corresponds to point X = (x1, x2, x3)
inside the sphere. Pick any point Xsep = (x0, 0, z2/z1) on the line of separable
states, and find the pure-state surface point Xpure = (sinϑ cosϕ, sinϑ sinϕ, cosϑ)
on the ray from Xsep through X. Then one can write the decomposition (4.1) as

ρrk2(x1, x2, x3) = λρbsep(x0) + (1− λ)ρpure(Xpure) (4.104)
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this construction produces one LSD for each Xsep. More explicitly, one needs to
solve the set of equations

x1 = λx0 + (1− λ) sinϑ cosϕ ,

x2 = (1− λ) sinϑ sinϕ ,

x3 = λ z2/z1 + (1− λ) cosϑ , (4.105)

where we regard x1, x2, x3 as given and the unknowns ϑ, ϕ, λ as functions of y.
After eliminating ϑ and ϕ, we get a single equation that relates λ to x0,

(1− λ)2 = (x1 − λx0)
2 + x2

2 + (x3 − λ z2/z1)
2 . (4.106)

For each x0 with x2
0 ≤ 1 − (z2/z1)

2 there is one λ in the range 0 ≤ λ ≤ 1, and
the degree of separability is the largest one of them. This optimum is either at
one of the boundaries of the x0 range or inside the range. In the first case, %s is a
pure state, that is: it is of reduced rank; in the second case, %s is of rank 2. Let
us consider the two cases:

(1) x0 is on the edge, i.e., x0 = ±
√

1− (z2/z1)2. From (4.106), we have

µ± =
2

1− x2
λ2
±(x1 − x0λ±) (4.107)

where µ± = ∂λ
∂x0
|x0 and λ± = S. On the boundary µ−µ+ ≥ 0, this requires that

the following inequality

x1

(
1− z2

z1

x3

)
≥
(

1− x2

2
+ x2

1

)√
1−

(
z2

z1

)2

(4.108)

holds. In this case, the degree of separability is given by

S =
(1− x2)/2

1− z2
z1
x3 − x0x1

, (4.109)

with

x0 = ±

√
1−

(
z2

z1

)2

where

{
+ for x1 > 0,
− for x1 < 0.

(4.110)

(2) x0 is in the range, i.e., −
√

1− ( z2
z1

)2 < x0 <
√

1− ( z2
z1

)2: In this case, the

inequality (4.108) is violated and the degree of separability is

S =
1

1− ( z2
z1

)2

1− x3
z2

z1

−

√(
x3 −

z2

z1

)2

− x2
2

(
1− z2

2

z2
1

)  , (4.111)
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and

x0 =
x1

S
,

Xpure =
(
x1 − x0S, x2, x3 − (z2/z1)S

)/
(1− S) , (4.112)

which tells us the coordinates of the surface point that specifies %, the pure state
of the optimal LSD. Tersely: If (4.108) is obeyed, then Xsep is the endpoint closest
to X on the x2 = 0, x3 = z2/z1 line of Xsep’s; if it is violated, then Xpure is the
x1 = 0 point closest to X on the circumference of the circular cross section that
the sphere x ≤ 1 has with the plane defined by the point X and the line of Xsep’s.
These matters are illustrated in Figure 4.2

Note that this exemplifies the pairing property (4.16). The pure states with
x1 = 0 are paired with all separable states, those with x1 ≷ 0 are paired only
with the product states specified by x1 = ±

√
1− (z2/z1)2, x2 = 0, x3 = z2/z1,

respectively.
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Figure 4.2: Optimal LSDs of 2-qubit states of rank 2. The x2 = 0, x3 = z2/z1

line of Xsep’s (thick horizontal line) and the point X = (x1, x2, x3) corresponding
to the given non-separable state (indicated by ⊗ for two different examples)
define a plane that has a circular cross section with the sphere x2

1 + x2
2 + x2

3 ≤ 1.
Vertical lines have constant x1; horizontal lines have constant x2 and x3. The
direction normal to the plane is (0, z2 − z1x3, x2) ∝ (0,− sin θ, cos θ) where θ
is the tilt angle relative to the plane x3 = 0. The center of the circle is at
(z2/z1) cos θ(0,− sin θ, cos θ); its radius is

√
1− [(z2/z1) cos θ]2. The concurrence

of a rank-2 state is proportional to the distance of its cross ⊗ from the thick
line of separable states. Left: Different LSDs for the two exemplary states are
indicated by the dotted lines that connect a separable state with a pure state
through the ⊗’s. The point ⊗ divides the lines in proportions of (1−λ) : λ. The
respective sets of pure states are marked by arcs just outside the circle. Right:
The two optimal LSDs are indicated by the dash-dotted lines. Inequality (4.108)
is violated inside the kite-shaped area bounded by the dashed lines.
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In the caption to Figure 4.2, there is a remark about the geometrical signifi-
cance of the concurrence of rank-2 states. Its calculation is straightforward, but a
bit tedious (it helps to observe that ρTρ and Σ0ρ

TΣ0ρ have the same eigenvalues),
with the outcome

C =

√(
z2
1 − z2

2

)
x2

2 +
(
z2 − z1x3

)2
. (4.113)

Geometrically speaking, this says that the points X of states with common con-
currence C constitute the surface of an elliptical cylinder, specified by(

x1, x2, x3

)
=
(
x1,
[
C/
(
z2
1 − z2

2

) 1
2
]
cosϕ, z2/z1 +

(
C/z1

)
sinϕ

)
(4.114)

with arbitrary (real) values for x1 and ϕ.
Now note that we can write the concurrence also as

C = z1Rd , (4.115)

where

R =

([
1− (z2/z1)

2]x2
2 + (x3 − z2/z1)

2

x2
2 + (x3 − z2/z1)2

)1/2

(4.116)

is the radius of the circle in Figure 4.2 and

d =
[
x2

2 + (x3 − z2/z1)
2
]1/2

(4.117)

is the Hilbert-Schmidt distance between ρ and the nearest separable state.2 In
Figure 4.2 this is simply the Euclidean distance from the point ⊗ that specifies
ρ to the thick line that represents the separable states.3 Since ⊗ divides the line
representing the optimal LSD in proportions of (1 − S) : S, the first inequality
in (4.5) is actually an equality for all rank-2 states, as it is also for the self-
transposed states of Section 4.3.1 and the generalized Werner states of Section
4.3.2. This can hardly be accidental, but we don’t know why the states of these
three kinds are particular in this respect. There is an obvious challenge here:
Find the conditions on ρ under which the equal sign holds.

The various LSDs on the left of Figure 4.2 involve pure states with a variety
of concurrences. In view of the geometrical significance of the concurrence just
noted, we observe that the pure state % of the optimal LSD is the one with the
largest concurrence. The same is clearly true for the self-transposed states and

2That is: The nearest one among the separable states in the rank-2 subspace under consid-
eration. There could be other separable states with an even smaller distance, but they cannot
show up in a LSD of ρrk2.

3The nearest separable state may or may not be equal to %s, the one that shows up in the
optimal LSD.
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also for those LSDs of the generalized Werner states that we had to consider to
find the optimal LSD. We surmise that

The concurrence of the pure state in any LSD (4.1)
cannot exceed the concurrence of %, the pure state
of the optimal LSD (4.2). (4.118)

is generally true, but presently we cannot demonstrate the case.

(5) Summary: Now, the preceding procedure could be summarized in the fol-
lowing steps,

1. Check equations (4.80), if they hold, then we are dealing with a state ρ of
rank 2 and the value of x2 is obtained from (4.86).

2. Find u
↓
,
→
v and

↓−→
Z in accordance with (4.88) and calculate the characteristic

values z1, z2 of
↓−→
Z as well as its characteristic representation.

3. If z1 = 0, the ρrk2 is separable, i.e., S = 1; otherwise one employs,

x1 =
→
e1 · s↓√
v2 + z2

1

=

→
t · n↓1√
u2 + z2

1

,

x2 =
→
e2 ·

↓−→
C · n↓3√
v2 + z2

1

=
→
e3 ·

↓−→
C · n↓2√

u2 + z2
1

.

x3 =
→
e3 ·

↓−→
C · n↓3, (4.119)

4. Now, if inequality (4.108) holds then the degree of separability is given
by (4.110), otherwise it is given by (4.111).

5. To obtain the barely separable states, by direct substitution in (4.103 ) for

the values of x0, z1 and z2, one obtains s
↓
b ,

→
t b,

↓−→
C b.

Now, we give two examples to show how this procedure works: (1) As a simple
example consider ρrk2 = 1

2
Σ0: where

1

2
Σ0 =

1

4
(1 + uσ3 + vτ3 + z1σ1τ1 + z2σ2τ2). (4.120)

Using equations (3.6) to calculate the three numbers A2, A1, A0 as well as x
from (4.86), one gets

A2 = 2, A1 = 0, A0 = −1, and x2 = 0. (4.121)

Now u
↓
,
→
v and

↓−→
Z are given by

u
↓ ∧

=

 0
0
u

 ,
→
v

∧
= (0, 0, v), and

↓−→
Z

∧
=

 z1 0 0
0 z2 0
0 0 0

 . (4.122)
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The characteristic values of
↓−→
Z are z1 ≥ z2 ≥ 0 and the characteristic representa-

tions are

(e
↓
1, e

↓
2, e

↓
3)

∧
=

 1 0 0
0 1 0
0 0 1

 ,

 →
n1
→
n2
→
n3

 ∧
=

 1 0 0
0 1 0
0 0 1

 . (4.123)

From (4.119), one obtains x1 = x2 = x3 = 0. Also we notice that x0=0 is
the value at which ∂λ

∂x0
= 0. The inequality (4.108) is violated, so the degree

of separability is obtained from (4.111). Using the value of x0 in (4.103), one
obtains the barely separable ρbsep. To obtain the corresponding pure state ρp we
evaluate Xpure from (4.112). Then we have

S =
z1

z1 + z2

ρbsep =
1

4

[
1 + (u+

z2

z1

v)σ3 + (v +
z2

z1

u)τ3 + (z1 −
z2
2

z1

)σ1τ1 +
z2

z1

σ3τ3

]
,

ρp =
1

4

[
1 + (u− v)σ3 + (v − u)τ3 + (z1 + z2)σ1τ1 + (z1 + z2)σ2τ2 − σ3τ3

]
.

(4.124)

(2) In this example, a rank-2 case is constructed from two orthogonal pure states

ρ(1)
p =

1

4
(1 + (u− v)σ3 + (v − u)τ3 + (z1 + z2)σ1τ1 + (z1 + z2)σ2τ2 − σ3τ3),

ρ(2)
p =

1

4
(1− (u+ v)σ3 − (v + u)τ3 − (z1 − z2)σ1τ1 − (z2 − z1)σ2τ2 − σ3τ3).

(4.125)

where tr
{
ρ

(1)
p ρ

(2)
p

}
= 0. Then

ρrk2 =
1 + α

2
ρ(1)

p +
1− α

2
ρ(2)

p . (4.126)

Following the same aforementioned steps, one gets

S =
1− α

1− z2
z1

,

ρbsep =
1

4

[
1−

(
v +

z2

z1

u

)
σ3 −

(
u+

z2

z1

v

)
τ3 +

(
z1 −

z2
2

z1

)
σ2τ2 +

z2

z1

σ3τ3

]
,

ρp =
1

4

[
1 + (u− v)(σ3 − τ3) + (z1 + z2)(σ1τ1 + σ2τ2)− σ3τ3

]
.

(4.127)
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4.3.4 States of rank “2+2”

This kind of states could be described by:

ρ(2+2) =
1 + y

2
ρ(2D)

p +
1− y

2

(
1

2
− ρ(2D)

p

)
=

1− y

4
+
y

2
Σ0. (4.128)

As we have seen in Example 1, the operator 1
2
Σ0 is decomposed to a separable

and entangled part as

1

2
Σ0 =

z1

z1 + z2

1

2
(Σ0 +

z2

z1

Σ3) +
z2

z1 + z2

1

2
(Σ0 − Σ3), (4.129)

where the first term is a separable and the second one is non-separable. In our
case there is an extra separable part, so we consider that the entangled part for
our case is also 1

2
(Σ0 − Σ3) and study the positivity of the new state.

ρ(2+2) = λρs + (1− λ)
1

2
(Σ0 − Σ3), (4.130)

where,

ρs =
1− y

4λ
+
y + λ− 1

2λ
Σ0 +

1− λ

2λ
Σ3. (4.131)

Let us study the positivity of the new separable part (4.131). From (3.6), the
three numbers A2, A1 and A0 are

A2 = 2α2 + 4β2, A1 = 8αβ2, A0 = α2(4β2 − α2) (4.132)

where α = y+λ−1
λ

and β = 1−λ
λ

. The positivity of (4.131) requires α ≤ 1 and
β ≤ 1+α

2
. On the other hand the eigenvalues of ρT2

s are,

ν1,2 =
1

4

[
1 + β ±

√
(α− β)2q2

1 + (α+ β)2(p2)2

]
,

ν3,4 =
1

4

[
1− β ±

√
(α− β)2q2

1 + (α+ β)2(p2)2

]
. (4.133)

The LSD decomposition is an optimal one if ρT2
s has a one zero eigenvalues, see

Section 4.1, when it is barely separable. To perform this task, one has to equate
the largest eigenvalue with zero. Then the degree of separability is

S =


1 for y ≤ (

√
1 + 4z1z2)

−1,

1− y
2

+ 1
2q1

√
1− y2 + y2q2

2 for y > (
√

1 + 4z1z2)
−1.

(4.134)
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4.3.5 States of rank 3

The 2-qubit state that corresponds to a projector of rank 3 is of the form ρ =
1
3
(1 − ρp) with any pure state ρp; this ρ has vanishing concurrence. All states

that are orthogonal to the chosen ρp are in the subspace thus defined. With
ρp in its generic form (2.14), all ρ’s in this subspace are obtained by adding to
ρ = 1

3
(1− ρp) linear combinations of the 8 hermitian operators

σ1 + τ1 , σ2τ2 − σ3τ3 , σ2τ3 + σ3τ2 ,

p(σ2 − τ2) + (1 + q)(σ1τ2 + σ2τ1) ,
(1 + q)(σ2 + τ2)− p(σ1τ2 − σ2τ1) ,

p(σ3 − τ3) + (1 + q)(σ1τ3 + σ3τ1) ,
(1 + q)(σ3 + τ3)− p(σ1τ3 − σ3τ1) ,

2σ1τ1 + p(σ1 − τ1)− q(σ2τ2 + σ3τ3) , (4.135)

which commute with ρp, are traceless, and have traceless products among each
other.

In this section, the technique of the rank-2 case, Section (4.3.3), is used to
find the optimal decomposition for a rank-3 case. A rank-3 case could be defined
as a sum of three pure states,

ρrk3 = r1ρ
(1)
p + r2ρ

(2)
p + r3ρ

(3)
p , (4.136)

where r1 ≥ r2 ≥ r3 > 0 are the eigenvalues of ρrk3. To split this state, one needs
to construct a rank-2 state from the ρ

(1)
p and ρ

(2)
p . This ρrk2 is decomposed to its

pure and separable parts as:

ρ
(12)
rk = λ(12)ρ(12)

s + (1− λ(12))ρ(12)
p . (4.137)

Another time a new rank-2 state, ρ
(123)
rk2 is constructed from the new pure part,

ρ
(12)
p , and ρ

(3)
p , which again is decomposed to

ρ
(123)
rk2 = λ(123)ρ(123)

s + (1− λ(123))ρ(final)
p . (4.138)

Then the final decomposition of the ρrk3 case is

ρrk3 = λmaxρ
(final)
s + (1− λmax)ρ

(final)
p , (4.139)

where

ρ(final)
s = λ(12)ρ(12)

s + λ(123)ρ(123)
s ,

λmax = λ(12) + λ(123). (4.140)

It is clear that this decomposition is not unique, because one can construct a
different rank-2 state. For, any rank-3 state, we have three possibilities, the first
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one which is described as above is called [1+2]+[3] case, the other is [2+3]+[1]
case, and [1+3]+[2] case. There is another possibility of using the technique of
the rank-2 case, where one reduces the rank-3 case to a rank-2 case. This last
possibility could be described as

ρrk3 = (r1 + r2 − 2r3)ρ
(12)
rk2 + 3r3ρ

(1)
s (4.141)

where

ρ(1)
s =

1

3
(ρ(1)

p + ρ(2)
p + ρ(3)

p ). (4.142)

This ρ
(12)
rk2 is a rank-2 state that is decomposed to its pieces, separable and entan-

gled parts. Finally we obtain

ρrk3 = λρs + (1− λ)ρp with

λ = 3r3 + λ(12)(r1 + r2 − 2r2) (4.143)

where λ(12) is the degree of separability of ρ
(12)
rk2 . In fact, when this method is

applied to a lot of examples, we obtain that the λ value is always smaller than
the λ value which is obtained by using the technique of rank-2. After one performs
all these possibilities, we choose the one of them which has the largest degree of
separability, λmax. Then we perform the “ε optimization”, i.e., one adds an ε part
from the pure part to the separable one. We study the positivity of the new state
and find the maximum value of ε at which the new state is separable. To show
this idea consider the following example. Suppose that three pure states which
appear in (4.136) are given by:

ρ(1)
p =

1

4
[1 + p1σz − p1τz + q1σxτx + q1σyτy − σzτz],

ρ(2)
p =

1

4
[1− p1σz + p1τz − q1σxτx − q1σyτy − σzτz],

ρ(3)
p =

1

4
[1 + p2σz + p2τz + q2σxτx − q2σyτy + σzτz]. (4.144)

Following the aforementioned procedure there are three possibilities with eigen-
values

r1 =
1 + y

2

1 + x

2
, r2 =

1 + y

2

1− x

2
, r3 =

1− y

2
. (4.145)

1. Case[1+2]+[3]: In an explicit form ρrk3 is

ρrk3 =
1 + y

2
ρ

(12)
rk2 +

1− y

2
ρ(3)

p , (4.146)

with

ρ
(12)
rk2 =

1

4
[1 + α(12)p1(σ3 − τ3) + α(12)q1(σ1τ1 + σ2τ2)− σ3τ3], (4.147)
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where α(12) = x. Using the procedure of rank-2 case, we decompose ρ
(12)
rk2

such that

ρ(12)
s =

1

4
[1− σ3τ3],

ρ(12)
p =

1

4
[1 + p1(σ3 − τ3) + q1(σ1τ1 + σ2τ2)− σ3τ3],

λ(12) =
1 + y

2
(1− x) = 2r2.

(4.148)

In the next step one uses ρ
(12)
p and ρ

(3)
p to construct a new rank-2, defined

as:

ρ
(123)
rk2 =

1

4
[1 + (u− α(123)v)σ3 + (v − α(123)u)τ3 + (z1 + α(123)z2)σ1τ1 +

+(z2 + α(123)z1)σ2τ2 − α(123)σ3τ3] (4.149)

where α(123) = 2(1−λ(12))−(1−y)
2(1−λ(12))+(1−y) . Again we obtain the following decomposi-

tion:

ρ(123)
s =

1

4
[1 +

p1q2 + p2q1
q1 + q2

σ3 −
p1q2 − p2q1
q1 + q2

τ3 −
p1q2 − p2q1
q1 + q2

σ1τ1

+
q1 − q2
q1 + q2

σ3τ3],

ρ(123)
p =

1

4
[1 + p1σ3 − p1τ3 + q1σ1τ1 + q1σ2τ2 − σ3τ3],

λ(123) =
r3
q1

[q1 + q2]. (4.150)

2. Case [1+3]+[2]: For the case [1+3] straightforward calculation, one obtains,

the same result as the case ρ
(123)
rk2 and the new rank-2 case ρ

(132)
rk2 is the same

as ρ
(12)
rk2 , i.e.,

ρ(13)
s = ρ(123)

s , ρ(132)
s = ρ(12)

s ,

ρ(13)
p = ρ(123)

p , ρ(132)
p = ρ(12)

p ,

λ(13) = λ(123), λ(132) = λ(12). (4.151)

3. Case[2+3]+[1]: For this case we have

ρ(23)
sep =

1

4
[1 +

p1q2 + p2q1
q1 + q2

σ3 −
p1q2 − p2q1
q1 + q2

τ3 +
q1q2
q1 + q2

σ1τ1 +
q1 − q2
q1 + q2

σ3τ3],

ρ(23)
pure =

1

4
[1− p1σ3 − p1τ3 − q1σ1τ1 − q1σ2τ2 − σ3τ3],

λ(23) =
r3
q1

[q1 + q2]. (4.152)
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Finally we have

ρ(231)
s =

1

4
[1− σ3τ3],

ρ(231)
p =

1

4
[1− p1σ3 + p1τ3 − q1σ1τ1 − q1σ2τ2 − σ3τ3],

λ(231) = 2r1. (4.153)

From the three decompositions, we note that there is only one decomposition
whose λ value is greater than the others. So one chooses the one with the largest
λmax,

ρ(max)
s =

1

4

(
1− α

p1q2 − p2q1
q1 + q2

σ3 − α
p1q2 + p2q1
q1 + q2

τ3 + α
q1q2
q1 + q2

σ2τ2 + βσ3τ3

)
,

ρ(max)
p =

1

4
[1− p1σ3 − p1τ3 − q1σ1τ1 − q1σ2τ2 − σ3τ3] ,

λmax = 2r1 +
r3
q1

[q1 + q2] (4.154)

where

α =

[
2r1q1

r3(q1 + q2)
+ 1

]−1

, β =
1

λmax

[
r3(1−

q2
q1

)− 2r1

]
.

The eigenvalues of the separable part ρ
(max)
s are

ν1 =
1

2λmax

[
2r1 − r3(1−

q2
q1

)

]
,

ν2 =
1

λmax

[
r1 +

q2
q1
r3

]
,

ν3 =
1

2λmax

[
2r1 + r3(1−

q2
q1

)

]
.

ν4 = 0. (4.155)

The positivity requires ν1 > 0 , where ν2 and ν4 are positive. The eigenvalues
for the partial transposition of ρmax

s are

ν̃1 =
r3

2λmax

,

ν̃2 =
r3
λmax

[
1− q2

q1

]
,

ν̃3 =
r3

2λmax

[
1 +

q2
q1

]
,

ν̃4 = 0. (4.156)
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These are all positive, so it is of rank-3 as ρ
(max)
s . In the next step, we have to

optimize this decomposition, i.e., we study the positivity of the state ρ(ε), and
find the value of ε which makes the state

ρ(ε) = ρ(max)
s + ερ(max)

p (4.157)

is still separable. According to the barely separable property of the LSD, if we
find that ρ(ε) is non-separable for ε > 0 this means that our decomposition (4.154)

is the optimal one and λmax = S and ρ
(max)
sep = %s. If for some values of ε , ρ(ε) is

separable, then our decomposition (4.154) is not an optimal one and S = λmax+ε,
%s = ρ(ε). The ρ(ε) is specified by:

→
s (ε)

∧
= [(1 + ε)(q1 + q2)]

−1

(
0, 0, α(p2q1 − q1p2)− εp1(q1 + q2)

)
,

→
t (ε)

∧
= [(1 + ε)(q1 + q2)]

−1

(
0, 0, α(p1q2 + q2p1) + εp1(q1 + q2)

)
,

→
σ · ↓

−→
C (ε) · τ ↓ =

1

1 + ε

[
−εσ1τ1 +

(
αq1q2
q1 + q2

− εq1

)
σ2τ2 + (β − ε)σzτz

]
.

(4.158)

The eigenvalues for ρT1(ε) are

ν̃(ε)1,2 = 1 + β ± q1
q1 + q2

√
[2ε(q1 + q2)− αq2]2 + α2(1− q2)2,

ν̃(ε)3,4 = 1− β + 2ε±

√(
q1q2
q1 + q2

)2

+ (1− q2
1)

[
2ε+ α

q2
q1 + q2

]2

.

(4.159)

Equating the smallest eigenvalue with zero to obtain a barely separable state one
gets the value of ε,

ε =
r3
λmax

q2
q1

1 +

√
1 + 3

(
r3
q2

)2
 . (4.160)

The final value of λ is given by

λfinal = λmax + ε. (4.161)

In fact, one cannot say that this λfinal = S, so one has to check its optimality.
Also, since we are dealing with a rank-3 state, one cannot apply what is said in
Section 4.2.3. Using the criterion of optimality given in Chapter 5, one can prove,
however, that this decomposition is optimal indeed.
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4.3.6 States of rank 4

The projector of the full rank 4 is the identity operator. The corresponding
properly normalized statistical operator ρchaos = 1

4
is the so-called “chaotic state”

of the qubit pair. Consider the particular situation that we have a full rank case
as a mixture of four orthogonal pure states,

ρrk4 = r1ρ
(1)
p + r3ρ

(3)
p + r3ρ

(3)
p + r2ρ

(4)
p , (4.162)

where ρ
(i)
p , i = 1, 2, 3 are given in (4.144), while ρ

(4)
p is

ρ(4)
p =

1

2
(1− p2σ3 − p2τ3 − q2σ1τ1 + q2σ2τ2 + σ3τ3). (4.163)

To decompose this state, one uses the same method as in case of rank-3. This
means one must obtain all the possible decompositions and its corresponding de-
gree of separability. Compare between them, choose the one with largest decom-
position and then perform the ε optimization. Table (4.2) gives all the possible
decompositions for this case. From all those decompositions, there are some of
them that have the same largest λmax, those are the cases [2 + 3] + [1] + [4],
[2 + 3] + [4] + [1], [2 + 4] + [1] + [3], [2 + 4] + [3] + [2]. So we consider one of those
decompositions, then we have

ρmax
s =

1

4
[1 + (αv − βu)σ3 + (αu− βv)τ3 − µ1(z1 −

z2
2

z1

)σ1τ1

− µ2(z
2
1 −

z2
2

z1

)σ2τ2 + µ3σ2τ3],

ρp =
1

4
[1− (u− v)σ3 − (v − u)τ3 − (z1 + z2)σ1τ1 − (z1 + z2)σ2τ2 − σ3τ3] ,

λmax = λ(23) + λ(231) + λ(2314), (4.164)

with
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Case:[i+ j] + [k] + [l] λ(ij) λ(ijk) λ(ijkl)

[1 + 2] + [3] + [4] 2r2
r3
q1

(q1 + q2)
r4
q1
q1 + q2

[1 + 2] + [4] + [3] 2r2
r4
q1

(q1 + q2)
r3
q1

(q1 + q2)

[1 + 3] + [2] + [4] r3
q1

(q1 + q2) 2r2
r4
q1

(q1 + q2)

[1 + 3] + [4] + [2] r3
q1

(q1 + q2)
r4
q1

(q1 + q2) 2r2

[1 + 4] + [2] + [3] r4
q1

(q1 + q2) 2r2
r3
q1

(q1 + q2)

[1 + 4] + [3] + [2] r4
q1

(q1 + q2)
r3
q1

(q1 + q2) 2r2

[2 + 3] + [1] + [4] r3
q1

(q1 + q2) 2r1
r4
q1

(q1 + q2)

[2 + 3] + [4] + [1] r3
q1

(q1 + q2)
r4
q1

(q1 + q2) 2r1

[2 + 4] + [1] + [3] r4
q1

(q1 + q2) 2r1
r4
q1

(q1 + q2)

[2 + 4] + [3] + [1] r4
q1

(q1 + q2)
r3
q1

(q1 + q2) 2r1

[3 + 4] + [1] + [2] 2r4
r1
q2

(q1 + q2)
r2
q2

(q1 + q2)

[3 + 4] + [2] + [1] 2r4
r2
q2

(q1 + q2)
r1
q2

(q1 + q2)

[1 + 2] + [3 + 4] 2r2
r4
q2

(q1 + q2)
r3+r4
q1

[(1− 2r4)(q1 + q2)]

[1 + 3] + [2 + 4] r3
q1

(q1 + q2)
r4
q1

(q1 + q2)
r2+r4
q1

[
1− r4

q1
(q1 + q2)

]
[2 + 3] + [1 + 4] r4

q1
(q1 + q2)

r3
q1

(q1 + q2)
r2+r3
q1

[
1− r3

q1
(q1 + q2)

]
Table 4.2: These are different LSD’s, each with a particular value of λ; but there
is only one optimal LSD with λ(opt) = S.
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α =
1

λmax

[
(r3 − r4)−

q2
q1

(r3 + r4)

]
,

β =
1

λmax

[
(r3 − r4) +

q2
q1

(r3 + r4)

]
,

λ(23) =
r3
q1

(q1 + q2),

λ(231) =
r4
q1

(q1 + q2),

λ(2314) = 2r1.

µ1 =
λ(231)

λmax

,

µ2 =
λ(23)

λmax

,

µ3 =
1

λmax

[
λ(23) + λ(231) − λ(2314)

]
. (4.165)

The eigenvalues of the partial transpoe for the ρmax
sep are

ν̃1,2 =
1

2λmax

[
r1 ± (r3− r4)

√
q2
2 + p2

1

]
,

ν̃3,4 =
r3 + r4
2λmax

[
(q1 + q2)± q2

√
q2
1 + p2

2

]
, (4.166)

which are positive. For r4 = 0 one obtains those for rank-3 case (4.155) also it
is of rank-4, i.e., this separable state does not lie on the boundary of the set of
separable states. This means that our decomposition is not optimal. So in the
next step we have to optimize this decomposition as usual. The ρ(ε) is given by

ρ(ε) =
1

4

[
1 +

(α− β)p2 − (α+ β + 2ε)p1

2(1 + ε)
σ3 +

(α+ β + 2ε)p1 + (α− β)p2

2(1 + ε)
τ3

−
(

q1
q1 + q2

)
εq1 + (µ1 + ε)q2

1 + ε
σ1τ1 −

q1
q1 + q2

εq1 + (µ2 + ε)q2
1 + ε

σ2τ2

+
µ3 − ε

1 + ε
σ3τ3

]
.

(4.167)

Now, we study the positivity of ρ(ε), i.e., one find the value of ε at which ρ(ε) is
still separable. So, we evaluate the eigenvalues of ρT1(ε) and equating the smallest
one with zero we obtain the value of ε which maximizes the value λmax,

ε =
1

λmax

(r3 + r4)
q2−q1
q1

− 2r1

1 + 4q1 − 4q2
1

[
1 + q1 +

√
(q2

1 + 2q1) +
(r3 + r4)2 − 4r3r4q2

1

[(r3 + r4)
(q2−q1)
q1

− 2r1]2

]
.

(4.168)
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Now ρT1(ε) has only three non-zero eigenvalues, i.e., its of rank 3. So this decom-
position is an optimal one where the pure state is not a Bell state [43]. Also, as
we shall see from Chapter 5, this decomposition is optimal.



Chapter 5

Optimality of decompositions

Sections 4.2.1 and 4.2.2 describe a method to get the optimal decomposition.
This method depends on the separable part. If the separable part of a given
decomposition is of rank 4, then one can obtain analytically the optimal LSD by
solving one of the two equations (4.37). If the separable part has a reduced rank,
then one has to solve the two eigenvalue equations (4.50), (4.51), but cannot
decide if this decomposition is the optimal one or not. In this chapter I show how
one can check the optimality of a given decomposition. This method depends in
the infinitesimal changes in the separability inequalities (3.13).

5.1 Infinitesimal changes and optimality

In this section we study the infinitesimal changes in the separability criteria
(3.13). This requires evaluating the infinitesimal changes in the three numbers

A2, A1, A0 which are given by (3.6) as well as det
{
↓−→
C
}

and det
{
↓−→
E
}

which are

given by (1.11)and (2.4) respectively. In Section 5.1.1, we give a general formula
of the infinitesimal changes for any two-qubit state. In Section 5.1.2, we construct
a criteria for checking if a LSD is optimal or not.

5.1.1 Infinitesimal unitary transformations

The infinitesimal changes in a 2-qubit state ρ (1.10) require evaluating δ
→
s, δt

↓

and δ
↓−→
C . So consider that we have a generator G,

G = g
↓
1 · σ

↓
+

→
τ · g↓2 +

→
σ · ↓

−→
G · τ ↓ (5.1)



68 Chapter 5. Optimality of decompositions

where
→
g1,

→
g2 and

↓−→
G are infinitesimal. The infinitesimal changes in

→
s, t

↓
and

↓−→
C

are given by

δ
→
s · σ↓ +

→
τ · δt↓ +

→
σ · δ ↓

−→
C · τ ↓

= − i
2

[
→
g1 · σ

↓
+

→
g2 · τ

↓
+

→
σ · ↓

−→
G · τ ↓,→s · σ↓ +

→
t · τ ↓ +

→
σ · ↓

−→
C · τ ↓

]
.

(5.2)

In explicit forms we have

δ
→
s =

→
g1 ××

→
s +

3∑
k=1

→
ek · Sp

{
e
↓
k ××

↓−→
G · ↓

−→
C

T
}
,

δt
↓

= g
↓
2 ×× t

↓
+

3∑
k=1

n
↓
k · Sp

{
↓−→
G

T
· ↓
−→
C ×× →

nk

}
,

δ
↓−→
C = g

↓
1 ××

↓−→
C − ↓−→

C ×× →
g2 − s

↓ ×× ↓−→
G +

↓−→
G ××

→
t . (5.3)

As an example, for the pure state defined by (2.14), one finds there are 6 relevant
generators of the infinitesimal changes. Table 5.1 shows the generators and its
corresponding effect.

Generators Changes

σ2 − τ2 p(σ3 + τ3) + (1 + q)(σ1τ3 − σ3τ3)
σ3 − τ3 p(σ2 + τ2) + (1 + q)(σ1τ2 − σ2τ1)

q(σ1 − τ1) + p(σ2τ2 + σ3τ3) σ2τ3 − σ3τ2
σ2τ3 − σ3τ2 q(σ1 − τ1) + p(σ2τ2 + σ3τ3)
σ3τ1 − σ1τ3 (1 + q)(σ2 − τ2)− p(σ1τ2 + σ2τ1)
σ1τ2 − σ2τ1 (1 + q)(σ3 − τ3)− p(σ1τ3 + σ3τ1)

Table 5.1: Generators and their corresponding changes of ρp.

To evaluate the first and second order infinitesimal unitary transformation of a
pure state, one notes that for this case one needs 7 parameters; one for the change
of p, three for the change of (e

↓
1, e

↓
2, e

↓
3) and three for the change of (n

↓
1, n

↓
2, n

↓
3). The

change of p is effected by a transformation like eiA with A = γ
4
(σ2τ3 − σ3τ2), but

the rotations of the local unit vectors are effected by eiB with B = 1
2

→
α ·σ↓+ 1

2

→
β ·τ ↓.

Up to the second order we have

ρ+ δ1ρ+ δ2ρ = ρ− i[A+B, ρ]

− 1

2
[A, [A, ρ]]− [B, [A, ρ]]− 1

2
[B, [B, ρ]]. (5.4)
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An explicit form for the first order changes δ1ρ is specified by

δ1s
↓

= α
↓ ×× s

↓ − qγe
↓
1,

δ1
→
t = −

→
t ××

→
β + qγ

→
n1,

δ1
↓−→
C = α

↓ ×× ↓−→
C − ↓−→

C ××
→
β − pγ(e

↓
2
→
n2 + e

↓
3
→
n3). (5.5)

For the second order δ2ρ,

2δ2s
↓

= α
↓ ×× (α

↓ ×× s
↓
)− 2qγα

↓ ×× e
↓
1 − γ2s

↓
,

2δ2
→
t = (

→
t ××

→
β) ××

→
β − 2qγ

→
n1 ××

→
β − γ2→t ,

2δ2
↓−→
C = α

↓ ×× (α
↓ ×× ↓−→

C )− 2α
↓ ×× ↓−→

C ××
→
β + (

↓−→
C ××

→
β) ××

→
β

−2pγ
[
α
↓ ×× (e

↓
2
→
n2 + e

↓
3
→
n3 − (e

↓
2
→
n2 + e

↓
3
→
n3) ××

→
β
]

−γ2(
↓−→
C + e

↓
1
→
n1). (5.6)

As a simple and important example, consider the infinitesimal changes in Bell

states. Since they have
→
s =

→
t = 0, one can not distinguish the directions of e

↓
1

and n
↓
1, for example, from the others, so one can consider the following generator

A =
1

4
[γ1(σ2τ3 − σ3τ2) + γ2(σ3τ1 − σ1τ3) + γ3(σ1τ2 − γ2τ2)]. (5.7)

Then the infinitesimal changes for the first order of δ1ρ are

δ1s
↓

= −γ↓, δ1
→
t =

→
γ · ↓

−→
O, δ1

↓−→
C = −α↓ ×× ↓−→

O +
↓−→
O ××

→
β. (5.8)

For the second order one just evaluates (5.6) with p = 0 and q = 1, then

δ2s
↓

= −α↓ ×× γ
↓
, δ2

→
t = −→

γ · ↓
−→
O ××

→
β,

δ2
↓−→
C = −1

2
α
↓ ×× (α

↓ ×× ↓−→
O ) + α

↓ ×× ↓−→
O ××

→
β − 1

2
(
↓−→
O ××

→
β) ××

→
β

−1

2
γ
↓ ×× (γ

↓ ×× ↓−→
O ). (5.9)

5.1.2 Checking the optimality of a decomposition

If a state is separable or not could be checked by evaluating the three numbers

A2, A1 and A0, as well as det
{
↓−→
C
}

and det
{
↓−→
E
}

. These values are used to

check the two inequalities (3.13); if they are obeyed then the state in question is
separable, if one of them or both are violated, then the state is non-separable.
One can use the infinitesimal changes of those inequalities to check if a given
LSD is optimal one or not. We saw that one of the properties of the optimal
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decomposition, the state %s + (1/S − 1)(% − ρp) is either non-positive or non-
separable for each ρp 6= %. This property is read as: A given decomposition is
optimal if

δ
(
A2 − A1 + A0 − 16 det

{
↓−→
E
})

≥ 0,

δ
(
2A2 − A1 − 16 det

{
↓−→
C
})

≥ 0. (5.10)

Now we write these inequalities in explicit forms of δA2, δA1, δA0 and δ
(
det
{
↓−→
C
})

,

δ
(
det
{
↓−→
E
})

.

For this aim, assume that we are given a decomposition of the form,

ρ = λρs + (1− λ)ρp, (5.11)

with

ρ =
1

4
(1 +

→
s · σ↓ +

→
τ · t↓ +

→
σ · ↓

−→
C · τ ↓),

ρs =
1

4
(1 +

→
s0 · σ

↓
+

→
τ · t↓0 +

→
σ · ↓

−→
C 0 · τ

↓
),

ρp =
1

4
(1 +

→
sp · σ

↓
+

→
τ · t↓p +

→
σ · ↓

−→
C p · τ

↓
). (5.12)

Appendix C.2, gives the local invariants under the changes of
→
s, t

↓
and

↓−→
C for the

first and the second order. Using those invariants together with equations (3.6),
one obtains for the first order changes:

1

4
δA2 = δ

→
sp · s

↓
0 +

→
t 0 · δt

↓
p + Sp

{
δ
↓−→
C p

T
· ↓
−→
C
}
,

1

8
δA1 = δ

→
sp ·

↓−→
C 0 · t

↓
0 +

→
s0 ·

↓−→
C 0 · δt

↓
p + Sp

{
δ
↓−→
C

T
· (s↓

→
t − ↓−→

C sub)
}
,

1

4
δA0 = δ

→
sp ·

[
2
↓−→
C 0 ·

↓−→
C

T

0 · s
↓
0 − 2

↓−→
C 0sub · t

↓
0 − s

↓
(
Sp
{
↓−→
C 0 ·

↓−→
C

T

0

}
+s2

0 − t20

)]
+

[
2
→
t 0
↓−→
C 0

T
· ↓
−→
C − 2

→
s0 ·

↓−→
C 0sub −

(
Sp
{
↓−→
C 0

T
· ↓
−→
C 0

}
+t20 − s2

0

)
→
t 0

]
· δt↓p

+ Sp

{
δ
↓−→
C

T

p ·
[
↓−→
C 0

(
Sp
{
↓−→
C 0

T
· ↓
−→
C 0

}
−s2

0 − t)2
)
− 2

↓−→
C 0 ·

↓−→
C 0

T
· ↓
−→
C 0

+ s
↓
0
→
s0 ·

↓−→
C 0 + 2

↓−→
C 0 · t

↓
0

→
t 0 + 2s

↓
0 ××

↓−→
C 0 ××

→
t 0

]}
, (5.13)

where δ
→
sp, δt

↓
p and δ

↓−→
C p could be evaluated from (5.3) and (5.12). Using these

variations one can obtain the first order response of A2 −A1 +A0 and 2A2 −A1
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variations as:

1

4
δ(A2 − A1 + A0) = δ

→
sp ·

[
s
↓
0

(
1− Sp

{
↓−→
C 0 ·

↓−→
C 0

T
}
−s2

0 + t20

)
− 2

(
↓−→
C 0 +

↓−→
C 0sub

)
· t↓0 + 2

↓−→
C 0 ·

↓−→
C

T

0 · s
↓
0

]
+

[(
1− Sp

{
↓−→
C

T

0 ·
↓−→
C 0

}
−t20 + s2

0

)
→
t 0

− 2
→
s0 ·

(
↓−→
C 0 +

↓−→
C 0sub

)
+ 2

→
t 0 ·

↓−→
C

T

0 ·
↓−→
C 0

]
· δt↓p

+ Sp

{
δ
↓−→
C p

T
·
[
↓−→
C 0

(
1 + Sp

{
↓−→
C

T

0 ·
↓−→
C 0

}
−s2

0 − t20

)
− 2

↓−→
C 0 ·

↓−→
C

T

0 ·
↓−→
C 0 + 2s

↓
0
→
s0 ·

↓−→
C 0 + 2

↓−→
C 0 · t

↓
0

→
t 0

+ 2s
↓
0 ××

↓−→
C 0 ××

→
t 0 − 2s

↓
0

→
t 0 + 2

↓−→
C 0sub

]}
,

1

8
δ(2A2 − A1) = δ

→
sp ·

(
s
↓
0 −

↓−→
C 0 · t

↓
0

)
+
(
→
t 0 −

→
s0 ·

↓−→
C
)
· δt↓p

+ Sp
{
δ
↓−→
C p

T
·
(
↓−→
C 0 +

↓−→
C 0sub − s

↓
0

→
t 0

)}
. (5.14)

Also, the infinitesimal changes in det
{
↓−→
C
}

and det
{
↓−→
E
}

are

δ
(
det
{
↓−→
C
})

= Sp
{
δ
↓−→
C

T

p ·
↓−→
C 0sub

}
,

δ
(
det
{
↓−→
E
})

= Sp
{(
t
↓
0 ×× δ

↓−→
C p ××

→
s0

)
· ↓
−→
C 0

}
. (5.15)

Now, everything is at hand, and one can check the inequalities (5.10). In what
follows, two examples are given to see how this procedure works.

5.1.3 Examples

1-First order changes for Werner state: In Appendix C.1, the response
of the local invariants for Werner state is derived. One easily uses them to
evaluate (5.14) and (5.15). For the first order one gets

δA2 = 4 Sp
{
↓−→
C

T

0 · δ1
↓−→
C p

}
,

δA1 = −8 Sp
{
δ1
↓−→
C

T

p ·
↓−→
C 0sub

}
,

δA0 = 4
(
Sp
{
↓−→
C 0

T
· δ1

↓−→
C p

})2

− 8 Sp
{
↓−→
C

T

0 ·
↓−→
C 0 ·

↓−→
C

T

0 · δ1
↓−→
C p

T
}
, (5.16)
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where δ1 is the first order changes. Then the two inequalities (5.10) are

δ1(A2 − A1 + A0 − 16 det
{
↓−→
E
}

) = 4 Sp
{
↓−→
C

T

0 · δ1
↓−→
C p

}
+4
(
Sp
{
↓−→
C

T

0 · δ1
↓−→
C p

})2

+ 8 Sp
{
↓−→
C

T

0 ·
↓−→
C 0 ·

↓−→
C

T

0 · δ1
↓−→
C p

T
}
,

δ1(A2 − A1 − 16 det
{
↓−→
C
}

) = 8 Sp
{
δ1
↓−→
C

T

p ·
(
↓−→
C 0 −

↓−→
C 0sub

)}
. (5.17)

For this case, δ1
↓−→
C results from varying the associated Bell state, it is given

by (5.5). The two-right-hand sides of inequalities (5.17) vanish if the generalized
Werner state is barely separable, that is

↓−→
C = −

3∑
k=1

e
↓
kck

→
nk =


−↓
−→
O en ·

3∑
k=1

n
↓
kck

→
nk

−
3∑

k=1

e
↓
kck

→
ek ·

↓−→
O en

(5.18)

with c1 ≥ c2 ≥ c3 ≥ 0 and c1 + c2 + c3 = 1.

2-Rank “2+2” case: This case is given by (4.128), it is decomposed to its
separable part , which is specified by

→
s0 · σ

↓
= (αu+ βv)σ3,

→
τ · t↓0 = (αv + βu)τ3,

→
σ · ↓

−→
C 0 · τ

↓
= (αz1 + βz2)σ1τ1 + (αz1 − βz2)σ2τ2 + βσ3τ3, (5.19)

where α and β are given by (4.132), while the pure part is defined by

→
sp · σ

↓
= (u− v)σ3,

→
τ · t↓p = (v − u)τ3,

→
σ · ↓

−→
C p · τ

↓
= (z1 + z2)σ1τ1 + (z1 + z2)σ2τ2 − σ3τ3. (5.20)

For simplicity let us consider the variance of the infinitesimal changes indepen-
dently. For example let us consider the changes from

→
g1 only. In this case, (5.3)

reduces to

δ
→
sp =

→
g1 ×

→
sp, δ

→
t p = 0, δ

↓−→
C p = g

↓
1 ×

↓−→
C p. (5.21)
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Now the variations in A2, A1 and A0 are given by

1

4
δA2 =

→
g1 ·

(
s
↓
p × s

↓
0

)
+ Sp

{
↓−→
C p ·

↓−→
C 0 ×

→
g1

}
,

1

8
δA1 = g

↓
1 ·
(
s
↓
p ×

↓−→
C 0 · t

↓
0

)
+ Sp

{
↓−→
C

T

p ·
(
t
↓
0
→
s0 −

↓−→
C

T

0sub

)
× →
g1

}
,

1

4
δA0 =

→
g1 ×

→
sp ·

[
2
↓−→
C 0 ·

↓−→
C

T

0 · s
↓
0 − 2

↓−→
C 0sub · t

↓
0 − s

↓ ·
(
Sp
{
↓−→
C 0 ·

↓−→
C

T

0

}
+s2 − t2

)]
+ Sp

{
↓−→
C

T

p ·
[
↓−→
C 0

(
Sp
{
↓−→
C 0

T
· ↓
−→
C 0

}
−s2

0 − t20

)
− 2

↓−→
C 0 ·

↓−→
C 0

T
· ↓
−→
C 0

− s
↓
0
→
s0 ·

↓−→
C 0 + 2

↓−→
C 0 · t

↓
0

→
t 0

]}
. (5.22)

Also, δ(det
{
↓−→
C
}

) and δ(det
{
↓−→
E
}

) are

δ(det
{
↓−→
C
}

) = Sp
{
↓−→
C p ·

↓−→
C

T

0sub × g
↓
1

}
,

δ(det
{
↓−→
E
}

) = Sp
{
↓−→
C p ·

↓−→
C 0sub × g

↓
1

}
−→
g1 ×

→
sp ·

↓−→
C 0sub · t

↓
0,

+ Sp
{
→
g1 ×

(
→
t 0 ×

↓−→
C 0 ×

→
s0 ·

↓−→
C 0

)}
. (5.23)

Using (5.19) and (5.20), one gets

δA2 = δA1 = δA0 = 0, δ
(
det
{
↓−→
C
})

= δ
(
det
{
↓−→
E
})

= 0. (5.24)

The same result is obtained if one consider the changes from
→
g2 only or

↓−→
G only.

Finally one can say that the decomposition of the rank“2+2” case with its sepa-
rable part (5.19) and its pure part (5.20) is the optimal decomposition.

3-Some special examples

1. Assume that one can decompose a give state ρ of rank-4 into its separable
and pure part such that:

ρ = λρs + (1− λ)ρBell (5.25)

where ρs is given by (5.12). One can see that this decomposition obeys the
criterion of optimality (5.10) and λ = S. The same result is true for rank-3
state. This coincides with the remarks of [43,44].

2. If one has a decomposition such that ρs is of rank-3 and the pure part is not a
Bell state. In this case ρT2

s may be of rank-2 or rank-3 so one cannot say that
this decomposition is optimal or not. In Chapter 4, we give two examples
satisfing this property. Consider the particular state which is defined by
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(4.136) and (4.144). The final decomposition of this state is specified by
its separable part (4.158) and the pure state of (4.154). A straightforward
calculation shows that this decomposition obeys the two inequalities (5.10),
so it is the optimal one. The other particular example is of rank-4. In this
case the final decomposition is defined by its separable part (4.167) and
the pure part of (4.164). One can check that this decomposition obeys the
optimality conditions



Chapter 6

Purification and degree of
separability

In this chapter, the dynamical variables are used to describe the IBM and Oxford
protocols at the relevant example of the so-called “generalized Werner state of
the first kind” [19] or Bell-diagonal states or “self transposed state” [32]. An
alternative version of the Oxford protocol is introduced, which is more efficient
than the original one. The two variants of the Oxford protocol are investigated
for states of two kinds, binary states and the more general Bell-diagonal states.

6.1 Introduction

Some quantum communication proposals require maximally entangled qubit pairs
to perform them. Due to the noisy channels between the sender station and the
receiver station, the pairs lose their fidelity partially; dissipative effects of the en-
vironment turn pure states into mixed states. Fidelity is defined as the maximum
overlap of the density operator of a pair of qubits with the wanted maximally en-
tangled state. Consequently there is no guarantee that the transmission process
of information between the two stations is performed faithfully. The aim is then
to purify these states to obtain maximally entangled states. The entanglement
purification is often required. It distills a small number of strongly entangled
pairs of qubits from a larger number of weakly entangled pairs, by using local
quantum operations, classical communications, and measurements.

The first entanglement purification protocol, called IBM protocol, has been
given by Bennett et al. [10,14]. It enables one to distill from a large ensemble of
entangled states with fidelity greater than 0.5 a smaller ensemble of pairs with
fidelity close to unity. Those purified pairs could be used for faithful teleportation
[14]. Also Deutsch et al. [53] have formulated another protocol designed for
cryptographic purposes; it is called “quantum privacy amplification”, or “Oxford
protocol” for short.



76 Chapter 6. Purification and degree of separability

If one starts with an infinite number of non-separable states, then the purified
pairs are maximally entangled states, if all local operations and measurements are
perfect. Purification under imperfect operations is studied by Giedke et al. [54],
who obtain the lower bound for the fidelity, such that purification is possible in
the presence of noise.

6.2 Local unitary transformation

Before performing the IBM and Oxford protocols in terms of dynamical variables,
one needs to describe the operations available to Alice and Bob [55]. It turns out
that there are three types of operations:

1. Unilateral rotations: Theses operations map the Bell state onto another
leaving no Bell state unchanged. It is a rotation by π about x, y or z axis,
namely

U1x = σx, U1y = σy, U1z = σz,

U2x = τx, U2y = τy, U2z = τz, (6.1)

where U1 and U2 for the first and second qubit respectively.

2. Bilateral rotations: Those operations are performed on both particles in a
pair about x, y and z axis. In this case Alice and Bob both perform the
same rotations on their qubit. These operations are defined by the unitary
operators

Bx =
1

2
(1 + iσx)(1 + iτx),

By =
1

2
(1 + iσy)(1 + iτy),

Bz =
1

2
(1 + iσz)(1 + iτz). (6.2)

3. Bilateral controlled NOT (BCNOT): In this operation, both members of
one pair are used as source qubits and both qubits from another pair are
used as target qubits. In dynamical variables it is defined by

BCNOT (σ(1)
µ σ(2)

ν ) =
1 + σ

(1)
z

2
σ(1)
µ

1 + σ
(1)
z

2
σ(2)
ν

+
1 + σ

(1)
z

2
σ(1)
µ

1− σ
(1)
z

2
σ(2)
x σ(2)

ν

+
1− σ

(1)
z

2
σ(1)
µ

1 + σ
(1)
z

2
σ(2)
ν σ(2)

x

+
1− σ

(1)
z

2
σ(1)
µ

1− σ
(1)
z

2
σ(2)
x σ(2)

ν σ(2)
x (6.3)
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where the suffixes 1 and 2 refer to the first and the second qubit. Table 6.1
shows the effect of the BCNOT operation on the two qubits, that specify
σ

(1)
µ and σ

(2)
µ .

1(2) σ
(2)
x σ

(2)
y σ

(2)
z

1(1) 1 σ
(1)
x σ

(2)
x σ

(1)
y σ

(2)
x σ

(1)
z

σ
(1)
x σ

(2)
x σ

(1)
x σ

(1)
y σ

(1)
z σ

(2)
x

σ
(1)
y σ

(1)
z σ

(2)
y σ

(1)
y σ

(2)
z −σ(1)

x σ
(2)
z σ

(2)
y

σ
(1)
z σ

(1)
z σ

(2)
z −σ(1)

y σ
(2)
y σ

(1)
x σ

(2)
y σ

(2)
z

Table 6.1: Bilateral CNOT operation between the two qubits which define σ
(1)
µ

and σ
(2)
ν . The same table applies for the two qubits τ

(1)
µ and τ

(2)
ν , where µ, ν=x, y

and z.

6.3 IBM protocol

This protocol, which is known also as BBPSSW protocol, still remains the most
transparent example of distillation. It works for the two-qubit states where it
allows one to distill from a large ensemble of entangled states with fidelity greater
than 1/2, a smaller ensemble of pairs with fidelity arbitrarily close to unity. Each
state in this ensemble takes the following form

ρ =
1

4

[
1 +

1− 4F

3
(σxτx + σyτy + σzτz)

]
, (6.4)

with a fidelity F = tr {ρρψ−}, where

ρψ− =
1

4
(1− σxτx − σyτy − σzτz). (6.5)

To perform this protocol Alice and Bob do the following steps:

1. Alice and Bob pick up two states from this ensemble. Then one of them
Alice (or Bob) applies a unilateral transformation on each her (his) pairs of
qubits. This operation transform the state (6.4), to an equivalent one with
fidelity F = tr {ρρideal} where

ρideal =
1

4
(1 + σxτx − σyτy + σzτz). (6.6)
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After this operation the two states are,

ρ1 =
1

4

[
1− 1− 4F

3

(
σ(1)
x τ (1)

x − σ(1)
y τ (1)

y + σ(1)
z τ (1)

z

)]
,

ρ2 =
1

4

[
1− 1− 4F

3

(
σ(2)
x τ (2)

x − σ(2)
y τ (2)

y + σ(2)
z τ (2)

z

)]
. (6.7)

2. They perform the BCNOT from one pair to the other, followed by measur-
ing the target qubits in the computational basis. If the outcomes coincide
i.e., both spin up or both spin down, they keep the control pairs and dis-
card the target pair, but if the outcomes do not coincide both pairs are
discarded. Finally,

ρnew =
1

4

[
1 + 2

y2

N
σxτx − 2

y2

N
σyτy − 2

y

N
σzτz

]
(6.8)

with y = 1−4F
3

and N = 1 + y2. The new fidelity is given by

Fnew = tr {ρnewρideal} =
1− 2y + 5y2

4(1 + y2)
, (6.9)

which is the same as in the original protocol.

Since the function F (Fnew) is continuous, Fnew > F for F > 1
2

and Fnew(1) = 1,
one obtains that, by iterating the procedure, Alice and Bob can obtain states
with arbitraily high fidelity F . It is clear that the larger F is required, the more
pairs must be sacrificed and the smaller is the probability of success.

6.4 Oxford Protocol

In this protocol the users Alice and Bob have a supply of qubit pairs, each pair
being in the pure maximally entangled state (6.6). Because of the noise along the
transmission channel, the pairs interact with the environment so they lose their
purity. Assume that Alice and Bob are given an ensemble that consists of two
subensembles. Each of those subensembles is made of Bell-diagonal states,

ρBell-diag = 1
4

(
1− cxσxτx − cyσyτy − czσzτz

)
, (6.10)

where

1 ≥ |cx| ≥ |cy| ≥ |cz| ≥ 0, (6.11)

the order being a matter of convention. This state is separable if it has a positive
partial transpose [19, 32], which is the case if either |cx| + |cy| + |cz| ≤ 1 or
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cxcycz ≤ 0. Otherwise, that is: if |cx| + |cy| + |cz| > 1 and cxcycz > 0, the state
is non-separable and

S = 3
2
− 1

2

(
|cx|+ |cy|+ |cz|

)
(6.12)

is its degree of separability [19, 32]. Let Alice and Bob pick two different pairs,
one from each subensemble,

ρ(1) = 1
4

(
1 + cxσ

(1)
x τ (1)

x − cyσ
(1)
y τ (1)

y + czσ
(1)
z τ (1)

z

)
,

ρ(2) = 1
4

(
1 + c′xσ

(2)
x τ (2)

x − c′yσ
(2)
y τ (2)

y + c′zσ
(2)
z τ (2)

z

)
, (6.13)

with fidelities

F1 = tr
{
ρ(1)ρ

(1)
ideal

}
= 1

4
(1 + cx + cy + cz),

F2 = tr
{
ρ(2)ρ

(2)
ideal

}
= 1

4
(1 + c′x + c′y + c′z). (6.14)

In the original protocol, Ox1, Alice and Bob perform the transformation U12x =
eiπ(σx−τx)/4 on all pairs. This operator changes the positions of cy and cz in
(6.13). Then Alice and Bob perform BCNOT operations on the pairs ρ(1) and
ρ(2), followed by measuring the target qubits in the computational basis. For
example, they measure the z components of the targets spin, σ

(2)
z and τ

(2)
z . They

keep those first pairs for which they get the same measurement results, and
discard the others. The target pairs are always consumed in the process. In the
alternative protocol, Ox2, one exploits the order specified in (6.11) and performs
BCNOT directly, without first applying U12x. The resulting subensemble of good
first pairs is characterized by

ρnew =
1

4

[
1 +

cxc
′
x + cyc

′
y

1 + czc′z
σxτx −

cxc
′
y + cyc

′
x

1 + czc′z
σyτy +

cz + c′z
1 + czc′z

σzτz

]
. (6.15)

This is another Bell-diagonal state.
In the standard description of Ox1 [53,8], certain parameters A, B, C, and D

play a central role. Their change under Ox2 is given by

A =

{
1
4
(1 + cx + cy + cz)

1
4
(1 + c′x + c′y + c′z)

}
→ 1

4N

[
(1 + cz)(1 + c′z) + (cx + cy)(c

′
x + c′y)

]
, (6.16)

for example, and corresponding expressions apply for B, C, and D. Here N =
1
2
(1 + czc

′
z) is the probability that Alice and Bob obtain coinciding outcomes in

the measurements of the target pair. If one changes the positions of cy and cz
and also of c′y and c′z in (6.16), one gets the A, B, C and D values for Ox1.

If the two subensembles in (6.13) are identical, then the protocol works if
F1 = F2 >

1
2
. In terms of the parameters of (6.13), this means

|cx|+ |cy|+ |cz| > 1. (6.17)
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So, at every step Alice and Bob must check this property. In particular, they
need

(|cx|+ |cy|)2 − (1− |cz|)2 > 0 (6.18)

for the first step to be successful.
If the given ensemble does not obey the ordering required by (6.11), then

Alice and Bob use unilateral rotations to bring the state into the wanted form.
In fact, it is only necessary to ensure that |cz| is smaller than |cx| and |cy|; the
relative size of |cx| and |cy| does not matter.

6.4.1 Separability and purification

In this section the degree of separability is used as a purification parameter instead
of the fidelity. Also, the behavior of the degree of separability under imperfect
operations is investigated. Two cases are considered: Binary states and the more
general Bell-diagonal states.

1. Binary state with perfect operations: In this case,

ρbin = 1
4

[
1 + σxτx − (2f − 1)σyτy + (2f − 1)σzτz

]
, (6.19)

with the initial degree of separability

S0 =

{
1 for 0 < f ≤ 1

2
,

2(1− f) for 1
2
< f < 1.

(6.20)

Assume that Alice and Bob are given an ensemble of states (6.19), and they
are asked to purify this ensemble. They perform the Ox2 protocol and after
one step they get

ρ′bin =
1

4

[
1 + σxτx −

2f − 1

2f 2 − 2f + 1
σyτy +

2f − 1

2f 2 − 2f + 1
σzτz

]
.(6.21)

The corresponding degree of separability is

S1 =
S2

0

1 + (1− S0)2
. (6.22)

After repeating the protocol n times one gets Sn as a function of the initial
degree of separability S0,

Sn =
2

(2/S0 − 1)2n

+ 1
. (6.23)

From this relation it is clear that Sn = 1 if S0 = 1 and Sn → 0 if S0 < 1.
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2. Binary state with imperfect operations: In this case the operations
are subjected to noise, so that states of two qubit pairs suffer a non-unitary
evolution such that [15]

ρ12 → pρ12 + (1− p)1
2
tr1{ρ12}, (6.24)

where p is called reliability of the imperfect operation. The limit p → 0
corresponds to a very noisy channel, while p→ 1 describes a channel with
very little noise. For two pairs in the binary state (6.19), the map (6.24)
produces

ρnoise
bin = 1

4

[
1 + pσxτx − p(2f − 1)σyτy + p(2f − 1)σzτz

]
(6.25)

for the “first” pairs. Rather than (6.3) the initial degree of separability is
now

S0 = 1
2

[
3− p(4f − 1)

]
. (6.26)

Further, the ideal BCNOT operation of (6.3) is replaced by BCNOTnoise,

BCNOTnoise(.) = p2 BCNOT(.) +
1− p2

16
, (6.27)

where (.) is ρ(1)ρ(2). Alice and Bob perform the Ox2 protocol, and after the
measurement of the target qubits and discarding of the “bad” first pairs
they obtain

ρ =
1

4

[
1 + p2 2f 2 − 2f + 1

1− 2p2f(1− f)
σxτx − p2 2f − 1

1− 2p2f(1− f)
σyτy

+ p2 2f − 1

1− 2p2f(1− f)
σzτz

]
, (6.28)

for the “good” first pairs. The new degree of separability is

Snew =
1

2

[
3− p2 2f 2 + 2f − 1

1− 2p2f(1− f)

]
. (6.29)

3. Bell-diagonal state: Now consider the ensemble (6.13) consisting of Bell-
diagonal states. In this case the initial degrees of separability are given
by

S0 = 3
2
− 1

2

(
|cx|+ |cy|+ |cz|

)
,

S ′0 = 3
2
− 1

2

(
|c′x|+ |c′y|+ |c′z|

)
. (6.30)

Alice and Bob perform the Ox2 protocol, and after one step they get

S1 =
3

2
− 1

2N

[(
|cx|+ |cy|

)(
|c′x|+ |c′y|

)
+ |cz|+ |c′z|

]
(6.31)

for the “good” first pairs with N as in (6.16), or in the presence of noise,

Nnoise =
1

4p2

[
1 + p2

(
1 + 2|czc′z|

)]
. (6.32)
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Figure 6.1: The degree of separability S and fidelity F for the two variants of
the Oxford protocol. Solid line: original protocol Ox1; dashed line: alternative
protocol Ox2 .

6.4.2 Discussion

In Figure 6.1, the separability S and the fidelity F are plotted as a function of the
number of iterations, both for the original protocol Ox1 and for the alternative
protocol, Ox2, where one enforces the ordering of (6.11) in each step. The figure
refers to the initial values (cx, cy, cz) = (0.16, 0.08, 0.84) for which F = 0.52 is the
initial fidelity and 2F + S=2 holds for all iterations.

In this case Alice and Bob use the bilateral rotations to rearrange these three
numbers such that (cx, cy, cz) = (0.84, 0.16, 0.08). The figure clearly shows that
for Ox2, the fidelity reaches unity much faster than that for Ox1. Moreover, for
Ox1 the fidelity decreases and then increases [56], but for Ox2 it increases in each
iteration.

The importance of (6.11) is particularly apparent when one treats the binary
state (6.19), for which two of the A,B,C,D parameters of [53, 8] are positive
and the other two vanish. To perform Ox1 successfully, one needs A,C > 0 and
B = D = 0; then Ox1 works and the fidelity increases monotonically. But if one
enforces (6.11), Ox2 works directly, and one does not have to worry which of the
four parameters are non-zero.

In Figure 6.2, Ox1 and Ox2 are performed in the presence of noise. The
importance of the property (6.11) is clear: the degree of separability becomes
constant faster for Ox2 than for Ox1.

The log-log plot of Figure 6.3 shows the number of initial pairs needed to
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Figure 6.2: Like Figure.1, but with noise of strength p = 0.994 .
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Figure 6.3: Number N of pairs needed to create one pair with fidelity F , displayed
as log(1− F ) vs. logN . The initial state of the pairs has fidelity F0 = 0.62.

create one pair with fidelity F . We see that Ox2 uses up less qubit pairs than
Ox1. In addition, Ox2 needs fewer iterations, so that both advantages taken
together make Ox2 much more efficient than Ox1.

In summary, in this chapter an alternative form of the IBM and Oxford pro-
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tocols are described for Bell-diagonal states. In the alternative version of the
Oxford protocol Ox1, the final fidelity is obtained as a function of three numbers,
cx, cy and cz. The improvement over the original Oxford protocol is due to the
arrangement of these three numbers in decreasing order. The parameter of the
degree of separability is considered as a purification parameter. As the number
of iterations increases, the degree of separability decreases.



Chapter 7

Summary

The aim of this dissertation is to study the kinematics of 2-qubit pairs. A 2-
qubit state is specified by the Bloch vectors for each qubit and a 3 × 3 dyadic,
representing the expection values of the joint observables. In what follows the
main results are listed.

• The behaviour of a 2-qubit state under a local transformation is investi-
gated, where we obtain a set of 9 quantities, constructed from the Bloch
vectors and the cross dyadic, which are invariant under local transforma-
tion. We establish a generic form for a 2-qubit state, which helps us decide
if given two 2-qubit states belong to the same family or not. Using this
form, which depends on the characteristic values of the cross dyadic, one
can distinguish between all two-qubit families, where we obtain six classes
of families of locally equivalent states. Those families classify all 2-qubit
states, four of them consist of two subclasses each.

• A simple criterion is obtained to check if a 2-qubit state is separable or
not. This criterion does not depend on the eigenvalues of the partial trans-
position of the state in question but only on three numbers, those are the
coefficients of the eigenvalue equation. These numbers are written as a
function of the Bloch vectors and the cross dyadic. Also using the charac-
teristic values of the cross dyadic, one can decide if the CHSH inequality is
obeyed or violated.

• The properties of Lewenstein-Sanpera decompositions are employed to split
a given state into its optimal separable and pure parts. The degree of
separability is an important part in this decomposition, where a state is
more useful for quantum information purposes, the smaller its degree of
separability. The optimal degree of separability is obtained analytically for
some important cases as a function of the Bloch vectors and the cross dyadic
of the state in question: For the simple Werner state, where our result
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coincides with that obtained numerically. Also for the self-transposeed
states, the generalized for Werner states and rank-2 states.

• The technique of the rank-2 case is employed to study the case of rank-3
and the full rank, where we obtain all possible decompositions. Among
them, we choose the one which has the largest splitting parameter. In this
situation a numerical procedure could help in obtaining the optimal de-
composition. Given a density matrix, one obtains its eigenvalues and corre-
sponding eigenvectors. Using the rank-2 method to obtain all the possible
decompositions, then choose the one corresponding to the largest degree of
separability. If this decomposition is the optimal one, a technique is used
to check the optimality. If it is not optimal, an optimization procedure is
performed.

• There is an important relation between the degree of separability S and
what is the so called concurrence C which appears in the definition of the
entanglement of formation. In general, the sum of the degree of separabil-
ity and the concurrence is less than one, but equal to one for states with
vanishing Bloch vectors. On the other hand both of them run from 0 to 1.

• A criterion is introduced to decide if a given decomposition is the optimal
one or not. Two inequalities are obeyed if the decomposition in question is
the optimal one and are violated if it is not.

• The effect of the unitary operators and BCNOT operations are described
on the dynamical variables. An alternative presentation of the IBM and
Oxford purification protocols is obtained by using theses variables. One
could introduce the degree of separability as a purification parameter, where
the purified state has a smaller degree of separability than the initial one.
Employing the properties of the characteristic values of the cross dyadic,
makes the Oxford protocol much faster.
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Appendix A

Some separability criteria

For pure states, there is a very simple necessary and sufficient criterion for
separability, the Schmidt decomposition. A pure state has Schmidt rank r ≤ M
if it can be decomposed as the bi-orthogonal sum

∣∣ψr〉 =
r∑
i=1

ai
∣∣ei〉∣∣fi〉 (A.1)

where ai > 0,
∑r

i=0 a
2
i = 1 and

〈
ei|ej

〉
= δij =

〈
fi|fj

〉
. These ai are the

eigenvalues of the reduced density matrices. A given pure state
∣∣ψ〉 is separable

iff r = 1 [39]. For mixed states the situation is less simple, there are several
separability criteria for this case. In the following sections, some of them are
described.

A.1 Bell inequalities

One can say that Bell’s inequalities are the first separability criterion. Bell used
them to evaluate the power of local-hidden-variables theories in describing local
measurement outcomes on quantum mechanical systems. These inequalities are
obeyed by any local-hidden-variables theory. So, they must be obeyed by all
separable states and are surely violated by some non-separable states. Thus the
violation of Bell inequalities is a manifestation of quantum entanglement. A state
ρ is said to satisfy these Bell inequalities if, for any choice of operators Ai, A

′
i in

the Hilbert space Hi (i = 1, 2) with −1 ≤ Ai, A
′
i ≤ 1, we have

tr {ρ[A1 · (A2 + A′2) + A′1 · (A2 − A′2)]} ≤ 2. (A.2)

This kind of Bell inequalities is called Clauser-Horne-Shimony-Holt (CHSH) in-
equality [35].

Werner first pointed out that separable states must satisfy all possible Bell
inequalities [41]. It has been shown by Gisin [36], that any entangled pure state of
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two spin -1
2

particles violates a Bell inequality of the CHSH type. This result was
extended to pairs of systems of arbitrary dimension [57]. Popescu and Rohrlich
[37] have extended this result further to any number of systems. They showed that
although any entangled pure state of two systems violates the CHSH inequality,
the same is not true for mixtures of entangled states. There are some classes
of mixed entangled states which do not violate any of Bell’s inequalities. As an
example, the two spin-1

2
in a mixture of entangled states

∣∣ψ1

〉
= 1√

2
(
∣∣00
〉

+
∣∣11
〉
)

and
∣∣ψ2

〉
= 1√

2
(
∣∣00
〉
−
∣∣11
〉
), with equal probability, which does not violate Bell’s

inequality.

A.2 Reńı inequalities

Another approach originated by Schrödinger is the observation that an entangled
states gives more information about the total system than about the subsystems.
This gives rise to a series of entropic inequalities of the form

S(ρA) ≤ S(ρ), S(ρB) ≤ S(ρ), (A.3)

where ρA = trB {ρ} and similarly for ρB. The above inequalities were proven
in [45, 46, 47, 48, 60] to be satisfied by separable states for four different “en-
tropies” being particular cases of the so-called Reńı quantum entropy Sα =
(1− α)−1 log tr {ρα}, for which

S0 = logR(ρ), S1 = −tr {ρ log ρ}
S2 = −tr

{
ρ2
}
, S∞ = −log‖ρ‖, (A.4)

are particular examples. Here, ‖ρ‖ is the largest eigenvalue of ρ and R(ρ) is its
rank. The violation of these inequalities is a manifestation of some non-classical
feature of a compound system resulting from its inseparability.

A.3 The reduction criterion

Horodeccy [24] gave a general necessary and sufficient condition for the separabil-
ity in arbitrary dimensions. It states that ρ is separable if and only if the tensor
product of any positive map acting on the subsystem A and the identity acting
on the subsystem B maps ρ into a positive map,see Section 1.4. This criterion
is hard to use, because it involves the characterization of the set of all positive
maps. Cerf et al. [59], and M., P. Horodeccy [60] independently, introduced a
map Γ : ρ→ trA {ρAB}−ρAB, which gives rise to a simple necessary condition for
separability in arbitrary dimensions. According to the reduction criterion, state
ρ is separable iff:

IA ⊗ ρB − ρAB ≥ 0 and ρA ⊗ IB − ρAB ≥ 0, (A.5)
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where ρA is Alice’s reduced density operator, and ρB is Bob’s. As an example
consider the arbitrary state of a two-dimensional quantum system ρ = 1

2
(1+

→
r ·σ↓).

The map Γ transforms it to 1
2
(1−~r ·σ↓). This means that Γ performs a spin flip, a

partial transposition. This criterion is simply equivalent to the Peres-Horodeccy
criterion for 2 × n composite systems. It is also sufficient for a 2 × 2 and 2 × 3
systems. In higher dimensions the reduction criterion is weaker than the Peres-
Horodeccy criterion. The advantage of the reduction criterion is that all states
violating it can be distilled; see [58] for a recent review.

A.4 Positive partial transpose

For high-dimensional states, the Peres-Horodeccy criterion is only necessary. P.
Horodecki [26] has constructed some classes of families of inseparable states with
positive partial transposes for 3 × 3 and 2 × 4 systems. States of this kind are
said to possess bound entanglement (BE).

States supported on C2 ⊗ CN whose partial transposes are positive operators
have been investigated by Kraus et al. [61]. It has been shown that if the rank
r(ρ) = N then ρ is separable and that bound-entangled states have ranks larger
than N . Also they introduced a separability criterion for a generic density oper-
ator such that r(ρTA) + r(ρ) ≤ 3N. The previous results have been generalized
in [68] to the case of M×N systems, where M ≤ N . They showed that any state
with r(ρ) ≤ N is separable if its partial transpose is positive. Also the generic
PPT density matrices with r(ρ) + r(ρTA) ≤ 2MN −M − N + 2 are separable.
All these results are summarized in [62].

A.5 Volume of separable states

The question of the volume of the set of separable or entangled states in the set
of all states has been investigated by Życzkowski et al. [63]. They have shown
that the volume of the set of separable states is non-zero independently of the
dimension of the Hilbert space and the number of systems composing it. This
means that all states in a sufficiently small neighbourhood of the chaotic state
ρ = 1/N are necessarily separable. To show this property, one considers a ball
round the chaotic state: one needs a number p0 > 0 such that for any state ρ̃ the
state

ρ = (1− p)
1

N
+ pρ̃ (A.6)

is separable for all 0 < p ≤ p0, where N is the dimension of the total system.
In [63] a sufficient condition for separability is given: if the eigenvalues of a
given state do not differ too much from the uniform spectrum of the chaotic
state, then the state must be separable. Consider for example, 2 × 2 systems:
here one can provide the largest possible p0, as there exists the necessary and
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sufficient condition for separability, PPT. Assume that the eigenvalues of the
partial transposition of (A.6) are given by

λi =
1− p

N
+ pλ̃i (A.7)

where λi and λ̃ are the eigenvalues of ρTB and ρ̃TB respectively. The spectrum
of the partially transposed density operator must belong to the interval [−1

2
, 1].

Then if 1−p
N

− p
2
≥ 0, then the eigenvalues λi are non-negative for arbitrary

ρ̃. So, for 2 × 2 systems one can take p0 = 1
3

to obtain a sufficient condition
for separability. In case of n-partite systems, each of dimension d, the value of
p0 = (1 + 2

d
)(1−n) [64, 25].



Appendix B

Some entanglement measures

The existence of nonclassical correlations, entanglement, between parts of a com-
posite quantum system is at the heart of the quantum information. Some efforts
have been made on the problem of how to define and quantify the entanglement
of a given state in a physically meaningful way. There are some conditions that
every measure of entanglement has to satisfy. The measure should be zero for
separable states, invariant under local unitary transformations, and its expected
value cannot increase under local general measurements and classical communica-
tions [51,52]. In the following, some of the most popular entanglement measures
for pure and mixed states are noted for the record.

B.1 Measures for pure states

For any bipartite system in a pure state, Bennett et al. [11, 10] defined the en-
tanglement of the system as the von-Neumann entropy of either one of its two
parts. That is for a pure state

∣∣ψ〉 in a Hilbert space HA · HB belonging to two
parties, Alice and Bob,

E = S
(
trA

{∣∣ψ〉〈ψ∣∣}) = S
(
trB

{∣∣ψ〉〈ψ∣∣}) (B.1)

where S is the von Neumann entropy of the density operator [39]. It is given
by S(ρ) = −tr {ρ log ρ}. This measure E is unique and it ranges from zero for
product (separable) states, to log2N for the chaotic state of two N state particles.
E = 1 obtains for the Bell state

∣∣ψ−〉 = 1√
2
(
∣∣10
〉
−
∣∣01
〉
), for example.

B.2 Measures for mixed states

For mixed states, entanglement is more complicated and less well understood
than that of pure-state entanglement. There is no single parameter completely
characterizing mixed state entanglement the way E does for pure states. There
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are several proposed measures of entanglement of mixed states. In the following
sections, some of the more important measures are reviewed briefly.

B.2.1 Entanglement of formation

It describes the minimal amount of shared pure entanglement in order to create
the given mixed entangled state using only local quantum operations and classical
communication. It is defined as:

Ef = min
∑
i

piS(ρiA) (B.2)

where S(ρiA) is the von Neumann entropy again. The minimum is taken over all
possible realizations of the state ρ =

∑
i pi
∣∣ψ1

〉〈
ψ1

∣∣ with ρiA = trB

{∣∣ψi〉〈ψi∣∣}.
The entanglement of formation is zero if and only if the state in question could
be expressed as a mixture of product states. It reduces to the von Neumann
entropy for pure states.

A nice feature of the entanglement of formation is that it could be calculated
analytically for a system of two spin-1

2
particles. Hill and Wootters [21] derived

an analytical formula for all density matrices of two qubits having only non-zero
eigenvalues. The entanglement of a pure state

∣∣ψ〉 is

E(ψ) = F (C(ψ)), (B.3)

where C is the concurrence of
∣∣ψ〉〈ψ∣∣,

F (C) = H

(
1 +

√
1− C2

2

)
, (B.4)

with H(x) = −xlog x − (1 − x)log(1 − x). In [21, 22], this formula has been
extended to arbitrary states of two qubits, where in this case the concurrence is
given by (1.23). Bennett et al. [10] evaluated analytically the entanglement of
formation for a mixture of Bell states.

B.2.2 Entanglement of distillation:

It measures the amount of pure entanglement that can be extracted from a state ρ,
using only local quantum operations and classical communications. It is of central
importance in the theory of bipartite entanglement, see [21,22]. It has been shown
by Horodeccy [70] that all non-separable two qubit states are distillable.

Definition: A density operator ρ is distillable, i.e., D(ρ) > 0, if and only if there
exists an n such that

tr
{∣∣ψ〉〈ψ∣∣(ρ⊗n)T}

< 0 for any
∣∣ψ〉 ∈ Ha · HB.
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States which violate the Peres-Horodeccy criterion are distillable [70, 71].
There exists a class of bipartite density matrices for which it is known that
even though a state ρ in this class is not separable, the distillable entanglement
vanishes, D(ρ) = 0 [10]. This class of states is characterized by the fact that the
states do not violate the Peres-Horodeccy criterion, i.e., ρT1 ≥ 0. These kind of
states are called bound entangled, BE, states. It has been been recently conjec-
tured [65, 66] that there exist states with non-positive partial transpose that are
non-distillable. For pure states the two measurements, entanglement of formation
and entanglement of distillation, are equal, but for mixed states entanglement of
distillation is less than the entanglement of formation. This means that one
cannot distill more entanglement out of a state than was used in preparing it.
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Appendix C

Infinitesimal changes

C.1 Werner state

invariant 1st order 2nd order

s2 0 δ1
→
s · δ1s↓

t2 0 δ1
→
t · δ1t↓

→
s · ↓

−→
C · t↓ 0 δ1

→
s · ↓

−→
C · δ1t↓

→
s · ↓

−→
C sub · t↓ 0 δ1

→
s · ↓

−→
C sub · δ1t↓

→
s · ↓

−→
C · ↓

−→
C

T
· s↓ 0 δ1

→
s · ↓

−→
C · ↓

−→
C

T
· δ1s↓

→
t · ↓

−→
C

T
· ↓
−→
C · t↓ 0 δ1

→
t · ↓

−→
C

T
· ↓
−→
C · δ1t↓

Sp
{
↓−→
C

T
· ↓
−→
C
}

2 Sp
{
↓−→
C

T
· δ1

↓−→
C
}

2 Sp
{
↓−→
C

T
· δ2

↓−→
C
}

+ Sp
{
δ1
↓−→
C

T
· δ1

↓−→
C
}

Sp

{(
↓−→
C

T
· ↓
−→
C
)2
}

4 Sp
{
↓−→
C

T
· ↓
−→
C · ↓

−→
C

T
· δ1

↓−→
C
}

4 Sp
{
↓−→
C

T
· ↓
−→
C · ↓

−→
C

T
· δ2

↓−→
C
}

+2 Sp
{
↓−→
C

T
· ↓
−→
C · δ1

↓−→
C

T
· δ1

↓−→
C
}

+2 Sp
{
↓−→
C · ↓

−→
C

T
· δ1

↓−→
C · δ1

↓−→
C

T
}

+2 Sp

{(
↓−→
C

T
· δ1

↓−→
C
)2
}

det
{
↓−→
C
}

Sp
{
δ1
↓−→
C

T
· ↓
−→
C sub

}
Sp
{
δ2
↓−→
C

T
· ↓
−→
C sub

}
+ Sp

{
↓−→
C

T
· δ1

↓−→
C sub

}
det
{
↓−→
E
}

Sp
{
δ1
↓−→
C

T
· ↓
−→
C sub

}
Sp
{
δ2
↓−→
C

T
· ↓
−→
C sub

}
+ Sp

{
↓−→
C

T
· δ1

↓−→
C sub

}
−δ1

→
s · ↓

−→
C sub · δ1t↓
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C.2 2-qubit state

invariant 1st order 2nd order

s2 2
→
s · δs↓ δ

→
s · δs↓

t2 2
→
t · δt↓ δ

→
t · δt↓

→
s · ↓

−→
C · t↓ δ

→
s · ↓

−→
C · t↓ +

→
s · ↓

−→
C · δt↓

+
→
s · δ ↓

−→
C · t↓

δ
→
s · ↓

−→
C · δt↓

+δ
→
s · δ ↓

−→
C · t↓ +

→
s · δ ↓

−→
C · δt↓

→
s · ↓

−→
C sub · t↓ δ

→
s · ↓

−→
C sub · t↓

+
→
s · ↓

−→
C sub · δt↓

− s
↓ ·
{
δ
↓−→
C ,

↓−→
C
}
· t↓

δ
→
s · ↓

−→
C sub · δt↓ +

→
s · δ ↓

−→
C sub · t↓

−δ→s ·
{
δ
↓−→
C ,

↓−→
C
}
· t↓

−→
s ·
{
δ
↓−→
C ,

↓−→
C
}
· δt↓

→
s · ↓

−→
C · ↓

−→
C

T
· s↓ 2

→
s · ↓
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C · ↓
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C

T
· δs↓
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−→
C · δ ↓
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C
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t · δ ↓
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T
· δ ↓
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Sp
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↓−→
C

T
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C
}
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C

T
· δ ↓
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C
}
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C

T
· δ ↓
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C
}
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C

T
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C
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}
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C
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· δ ↓
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E
}
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}
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C
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Sp
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↓−→
C
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}
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δ
↓−→
C ,

↓−→
C
}
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+
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{
δ
↓−→
C ,
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C
}
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−δ→s · ↓
−→
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→
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Note that δ
↓−→
C sub consists of the sub-determinants of δ

↓−→
C and is 2nd order in δ

↓−→
C .
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A. Sanpera, and R. Tarrach, J. Mod. Opt. 47 2481 (2000).
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