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Zusammenfassung

Wir betrachten die in [CGMS] eingeführten symplektischen Vortex Gleichun-
gen für den Fall einer Hamiltonschen Gruppenwirkung eines Torus T auf CN .
Der Konfigurationsraum der symplektischen Vortex Gleichungen besteht aus
Paaren (u,A) von T -äquivarianten Abbildungen u : P −→ CN und Zusam-
menhängen A ∈ Ω1(P ), wobei P ein T -Prinzipalbündel über einer geschlossenen
Riemannschen Fläche Σ ist.

Wir zeigen, daß der Modulraum der Vortex Gleichungen die Struktur einer
torischen Mannigfaltigkeit trägt, falls Σ = S2 gilt (Theorem 8.10). Für
Flächen Σ von allgemeinem Geschlecht zeigen wir unter gewissen zusätzlichen
Annahmen, daß der Modulraum ein Faserbündel über dem Jacobischen Torus(
H1(Σ;R)/H1(Σ;Z)

)dim T mit torischer Faser ist (Theorem 8.11).

Diese Beobachtung führt zu einer Vereinfachung in der Berechnung der
zugehörigen Vortex Invarianten. Wir zeigen, daß die entsprechende ’wall
crossing’ Formel in [CS] direkte Konsequenz einer Lokalisierungsformel für
bestimmte Integrale über torische Mannigfaltigkeiten ist. Wir beweisen
diese Lokalisierungsformel, indem wir eine relative Version der Atiyah-Bott
Lokalisierung (Theorem 4.6) für die in [CS] eingeführte invariante Integra-
tion herleiten. Wir entwickeln diese Technik in größerer Allgemeinheit, als
es für die Berechnung von Vortex Invarianten notwendig ist, denn sie ist von
eigenständigem Interesse. Wir erhalten einen alternativen Zugang zu Integra-
tionsformeln, die gemeinhin als Jeffrey-Kirwan Lokalisierung bekannt sind.
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Abstract

The symplectic vortex equations where introduced in [CGMS]. We consider
them in the case of a Hamiltonian action by a torus T on CN . The space
of configurations for the symplectic vortex equations consists of pairs (u,A) of
T -equivariant maps u : P −→ CN and connections A ∈ Ω1(P ), where P is a
principal T -bundle over a closed Riemann surface Σ.

We show that the moduli space of the symplectic vortex equations carries the
structure of a toric manifold if Σ = S2 (Theorem 8.10). For arbitrary genus we
show under some additional assumptions that the moduli space is a fibre bundle
over the Jacobian torus

(
H1(Σ;R)/H1(Σ;Z)

)dim T with toric fibre (Theorem
8.11).

This observation leads to a simplification in the computation of the associated
vortex invariants. We show that the corresponding wall crossing formula in [CS]
is an immediate consequence of a localization formula for certain integrals over
toric manifolds. To prove this localization formula we develop a relative version
of Atiyah-Bott localization (Theorem 4.6) that applies to the case of invariant
integration as introduced in [CS]. This technique is interesting on its own ac-
count and we develop it in more generality than needed for the computation of
vortex invariants. It gives an alternative approach to integration formulae that
are generally referred to as Jeffrey-Kirwan localization.
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Chapter 1

Introduction

Let (X,ω) be a symplectic manifold. Suppose that a compact Lie group G acts
on X in a Hamiltonian way with moment map µ. This is the general setting for
the symplectic vortex equations that where introduced in [CGMS]. They are of
the form

(∗)
{

∂̄J,Au = 0
∗FA + µ(u) = τ

where u : P → X is a G-equivariant map from a principal G-bundle P over
a closed Riemann surface Σ and A ∈ Ω1(P ) is a connection form on P with
curvature FA. The additional data entering the equations are a G-invariant,
ω-compatible almost complex structure J on X that gives rise to the Cauchy-
Riemann operator ∂̄J,A, a metric on Σ that defines the Hodge-operator ∗, and
a parameter τ .

For the motivation to study these equations we refer to [CGS]. There are two
central results in this area of research. It is shown in [CGMS] that in many
cases the solution spaces to (∗) give rise to well-defined invariants. And then
in [GS] it is shown that in certain cases these vortex invariants coincide with
Gromov-Witten invariants of the symplectic quotient X//G(τ) := µ−1(τ)/G.

The latter result is obtained by introducing a parameter ε in the second equation
of (∗) in front of the term µ(u) and an adiabatic limit analysis for ε −→ ∞.
In this limit the solutions to the vortex equations degenerate to holomorphic
curves Σ −→ X//G(τ).

We study the symplectic vortex equations on CN with its standard symplectic
structure and with a torus T acting by a representation ρ : T −→ U(N).
Symplectic quotients of such linear torus actions are called toric manifolds. In
this case vortex invariants are well-defined.
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2 CHAPTER 1. INTRODUCTION

Our main result can be viewed as the counterpart to the adiabatic limit in
[GS]. We introduce the same parameter ε (with a slight modification if the
principal bundle P is non-trivial) but we consider the other limit ε −→ 0. One
can also interprete this deformation as a rescaling of the symplectic form ω
by ε. Hence it is indeed interesting to study the behaviour of solutions for
ε −→ 0. We show that this deformation gives rise to a homotopy of regular
T -moduli problems (Theorem 8.3). The main issue is to prove compactness
for the parametrized moduli space. Our result then shows that the invariants
associated to the deformed vortex equations with ε = 0 agree with the usual
vortex invariants. And in fact this deformed picture is very nice:

We show that the moduli space to the deformed genus zero vortex equations
itself carries the structure of a toric manifold (Theorem 8.10). If Σ is a sur-
face of arbitrary genus we show more generally that under some additional
assumptions the vortex moduli space is a fibre bundle over the Jacobian torus(
H1(Σ;R)/H1(Σ;Z)

)dim T with toric fibre (Theorem 8.11).

As an application we show how these observations simplify the computation
of genus zero vortex invariants. We can express vortex invariants as integrals
over toric manifolds (Theorem 8.15). The wall crossing formula [CS, Theorem
1.1] that was used for the original computation of these invariants then is a
consequence of a localization formula for certain integrals over toric manifolds
(Theorem 6.14).

To prove this localization formula we develop a relative version of Atiyah-Bott
localization (Theorem 4.6) that applies to the case of invariant integration as
introduced in [CS]. This technique is interesting on its own account and we
develop it in more generality than needed for the computation of vortex invari-
ants. It gives an alternative approach to integration formulae that are generally
referred to as Jeffrey-Kirwan localization.

We finish this introduction with overview of the contents of the subsequent
chapters:

In chapter 2 we review equivariant cohomology of manifolds that carry a group
action by some compact Lie group G. In particular we review the Cartan model
and the Cartan map and its generalization in the case of a normal subgroup
H C G acting locally freely. Here we present the essential tools for the theory
of invariant integration.

Invariant integration is introduced in chapter 3 and generalized in two direc-
tions. One is the relative case of invariant integration with respect to a normal
subgroup H CG. The other is the extension to more general push-forwards in
equivariant cohomology. The result is the notion of H-invariant push-forward.
Chapter 4 then features the theory of localization adapted to the setting of in-
variant integration, i. e. the case of a torus action with a subtorus acting locally
freely. We deduce the above-mentioned integration formula (Theorem 4.6).

In chapter 5 we turn to the notion of G-moduli problems and the equivariant
Euler class from [CMS]. This is the technique that is used to define invariants
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via the solutions to the vortex equations. It uses invariant integration. So we
examine what our generalizations to invariant integration from chapter 3 yield
in this context. The results are not necessarily needed for the scope of this work,
but they might turn out to be helpful for further research in this area.

We study toric manifolds in chapter 6. We apply the results from all preceding
chapters and prepare the ground for the actual computation of vortex invariants
by proving a wall crossing formula for certain integrals over toric manifolds
(Theorem 6.14). Chapter 7 then is a short digression that puts this result into
the context of Jeffrey-Kirwan localization and the related works by Guillemin
and Kalkman [GK] and Martin [Mar].

The symplectic vortex equations and invariants in case of a linear torus action
are introduced in chapter 8. We perform the above-mentioned deformation of
the vortex equations, prove the essential property of being a homotopy of regular
T -moduli problems and derive the main results.

In chapter 9 we attempt to extend our deformation result to more general set-
tings. In fact we have no such generalization and we explain the reason for that
failure. Finally in chapter 10 we explain the relation of our toric structure on
the vortex moduli spaces to Givental’s toric map spaces. The topics of these
two final chapters are interesting starting points for further research.
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Chapter 2

Equivariant cohomology

Throughout this chapter let G be a compact Lie group and X a closed manifold
with a smooth G-action from the left. We introduce the Borel and the Cartan
model for the equivariant cohomology module H∗

G(X). In particular we examine
the case of a closed normal subgroup H C G and look at the consequences it
has on H∗

G(X) if the induced H-action has certain properties, like beeing free
or trivial.

2.1 The Borel model

We denote by BG the classifying space of G that is defined uniquely up to
homotopy equivalence. Given any contractible topological space EG with a free
G-action we can take BG := EG/G as a representative. We will call any such
EG a classifying total space for G. See for example [tomD] for details.

The Borel construction of the G-manifold X is the topological space

XG := X ×G EG := (X × EG) /G,

where the quotient is taken with respect to the diagonal G-action on X × EG.
One then defines the G-equivariant cohomology of X to be the ordinary singular
cohomology of its Borel construction

H∗
G(X) := H∗(XG).

Throughout we will take either real or complex coefficients.

Remark 2.1. The projection onto the second factor makes XG into a fibre bun-
dle over BG with fibre X. In particular this makes the equivariant cohomology
H∗

G(X) into a module over H∗(BG) via pullback.

5



6 CHAPTER 2. EQUIVARIANT COHOMOLOGY

Now suppose that H CG is a closed normal subgroup of G that acts freely on
X. We denote by K := G/H the quotient group. On the classifying total space
EK we let G act via the projection G −→ K. Hence H acts trivially on EK.
Now we can replace EG by EG × EK as a model for the classifying total G-
space, because the product of two contractible spaces is still contractible, and
the diagonal G-action is free, because it is free on the first factor. So up to
homotopy equivalence we obtain

XG = (X × EG× EK) /G = ((X ×H EG)× EK) /K.

Now H acts freely on X and EG is contractible. Hence X ×H EG is homo-
topy equivalent to X/H and this homotopy equivalence extends to the bundle
((X ×H EG)× EK) /K, as it is shown for example in [tomD, I 8.16]. So we
obtain

XG = (X/H × EK) /K = (X/H)K

up to homotopy equivalence and we deduce

H∗
G(X) = H∗

K(X/H). (2.1)

Now suppose on the contrary that a closed normal subgroup HCG acts trivially
on X. Again we write XG = (X × EK × EG)/G, but now H acts trivially on
X and EK and we obtain

XG = (X × EK× EG/H) /K.

This shows that up to homotopy equivalence XG is a fibration over XK with
fibre EG/H = BH, because EG also serves as a model for EH: It is contractible
and the subgroup H acts freely. This fibration is determined by the K-action
on EG/H and it determines the relation between H∗

G(X), H∗
K(X) and H∗(BH).

If we additionally assume that there exists a monomorphism G −→ K×H then
we get a free G-action on the contractible space EK×EH and we can write XG

as (X × EK × EH)/G. Now H again acts trivially on X and EK, whereas K
acts trivially on EH and hence also on EH/H = BH. So we get XG = XK×BH,
i.e. the fibration is trivial and the relation becomes particularly nice:

H∗
G(X) = H∗

K(X)⊗H∗(BH). (2.2)

Remark 2.2. These considerations also justify the definition of equivariant
cohomology: If the whole group G acts freely on X then H∗

G(X) = H∗(X/G) is
just the ordinary theory of the quotient space and the H∗(BG)-module structure
is trivial. And if the whole group acts trivially on X then by 2.2 we have that
H∗

G(X) = H∗(X) ⊗ H∗(BG) is the free module over the ordinary cohomology
for X.
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2.2 The Cartan model

The Cartan model is the de Rham model for equivariant cohomology. The
topological constructions on spaces in the Borel model are mimicked on the
algebraic level of differential forms. For the fact that the homology of the
Cartan model coincides with the equivariant cohomology defined via the Borel
model we refer to the book [GS]. The advantage of the more algebraic Cartan
model is that it does not distinguish free from locally free actions. So while in
the Borel picture the presence of finite isotropy groups would force us to work
with orbifolds, no such complication arises in the Cartan model.

2.2.1 Equivariant de Rham theory

The Lie algebra of G is denoted by g, its dual space by g∗. We write S(g∗) for
the symmetric algebra generated by the vector space g∗. We assign the degree
of 2 to all elements of g∗ and view S(g∗) as a graded algebra. Thus it becomes
an associative, supercommutative superalgebra.

The group G acts from the left on g∗ by the coadjoint representation Ad∗ defined
by

〈Ad∗g(x), ξ〉 := 〈x,Adg−1(ξ)〉

for any x ∈ g∗ and ξ ∈ g, where 〈., .〉 denotes the pairing between dual spaces
and Adg(x) = gxg−1 is the adjoint action of G on its Lie algebra. This action
extends element-wise to S(g∗).

We denote by Ω∗(X) the differential forms on X. We get a left action of G on
Ω∗(X) by taking inverses and pulling back: g.ω := (g−1)∗ω. For an element
ξ ∈ g we define the infinitesimal vector field Xξ at a point p ∈ X as

Xξ(p) :=
d
dt

∣∣∣∣
t=0

[exp(−tξ).p] . (2.3)

We abbreviate the operation of plugging the vector field Xξ into the first argu-
ment of a differential form by ιξ.

Remark 2.3. We introduce the minus sign in the definition of Xξ in order to be
consistent with the conventions for principal bundles later on. This convention
also agrees with the one in [GS] but differs from [CMS].

We can now define G-equivariant differential forms on X as elements in

Ω∗
G(X) := [S(g∗)⊗ Ω∗(X)]G ,
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where the superscript G means that we take only G-invariant elements of the
tensor product. One can think of taking the tensor product with S(g∗) as an
algebraic analogue of taking the product with some representative of EG in
the topological setting. And restricting to G-invariant elements corresponds to
taking the G-quotient of EG × X. In analogy to the Borel construction XG

for the space X this algebraic version is also called the Cartan construction for
Ω∗(X) and we write

CG(B) := [S(g∗)⊗B]G

for any suitable algebra B. Hence Ω∗
G(X) = CG(Ω∗(X)).

To define the G-equivariant differential dG we think of elements α ∈ Ω∗
G(X) as

polynomials on g with values in Ω∗(X). Then the value of dGα on an element
ξ ∈ g is defined to be

dGα(ξ) := dα(ξ)− ιξα(ξ).

If we choose a basis (ξa) for g and take the dual basis (xa) on g∗ this can be
expressed as

dG = 1⊗ d−
∑

a

xa ⊗ ιξa ,

showing that this differential indeed rises the degree by +1, because xa has
degree 2. It is an easy exercise to show that d2

G = 0, but the fact that the
homology of the Cartan complex indeed computes equivariant cohomology is a
deep result.

Theorem 2.4 (H. Cartan).

H∗
G(X) = H (CG(Ω∗(X)),dG)

Throughout this work we will use the Borel model to get a geometric under-
standing of what is going on, but we will use the Cartan model for rigorous
proofs. Hence we could do without this theorem if we took the Cartan model
as the definition of equivariant cohomology.

As a consequence of Theorem 2.4 we obtain the well-known result

H∗(BG) = H∗
G(pt) = S(g∗)G.
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2.2.2 The generalized Cartan map

We discussed the case of a normal subgroup H C G acting freely on X in the
Borel model and obtained the identity 2.1. With the Cartan model we can
obtain the corresponding result also for locally free H-actions.

A group H acts locally freely, if the isotropy subgroups

Isop(H) := {h ∈ H | h.p = p}

are finite for all p ∈ X, or equivalently if the infinitesimal action ξ 7−→ Xξ(p) is
everywhere injective. We will also use the term regular for a locally free action
and use the notation Isop(H) =: Hp for isotropy groups.

Definition 2.5. A form ω ∈ Ω∗(X) is called H-horizontal if

ιηω = 0

for all η ∈ h. The set of H-horizontal forms is denoted by Ω∗
H−hor(X). A form

ω is called H-basic if it is H-horizontal and H-invariant. The set of H-basic
forms is denoted by Ω∗

H−bas(X).

Note that in fact Ω∗
H−bas(X) = Ω∗(X/H) if the H-action is free. But even in

presence of nontrivial isotropy the space Ω∗
H−bas(X) still serves perfectly well as

an algebraic model for differential forms on the quotient: If K := G/H we get
a K-action on Ω∗

H−bas(X) and for elements θ ∈ k = Lie(K) we get operations
ιθ by lifting θ to θ ∈ g and taking ιθ. Hence we can perform the K-Cartan
construction on Ω∗

H−bas(X).

Proposition 2.6. If a closed normal subgroup H CG acts locally freely on X
then the inclusion

Ω∗
G(X) = [S(g∗)⊗ Ω∗(X)]G ⊃

[
S(k∗)⊗ Ω∗

H−bas(X)
]K = CK

(
Ω∗

H−bas(X)
)

induces an isomorphism

H∗
G(X) ∼= H

(
CK

(
Ω∗

H−bas(X)
)
,dK

)
.

Remark 2.7. This result is certainly not new. It is well known (though we do
not know a suitable reference) that one can deal with orbifolds just as well as
with manifolds, so that there is no trouble with taking the quotient with respect
to an action that is only locally free. Nevertheless we think it is worthwhile to
treat the whole theory without leaving the realm of smooth manifolds. Our point
of view, to not go to the quotient but to keep track of the whole action on the
original manifold, turns out to be helpful in the discussion of integration and
localization later on.
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The essential tool for the proof of proposition 2.6 (i.e. the homotopy inverse to
the inclusion) is the Cartan map. In case H = G this map is due to H. Cartan
(see [GS] for a nice exposition). The generalized map for arbitrary H appears
in [CMS] and is a slight extension of the things said in [GS, section 4.6] for
commuting actions of two groups. For clearity we give an extensive review of
the construction.

Definition 2.8. A G-equivariant H-connection on X is a form A ∈ Ω1(X, h)
that satisfies

Ag.p(g∗v) = gAp(v)g−1 , Ap(Xη(p)) = η

for all g ∈ G, p ∈ X, v ∈ TpX, η ∈ h.

Remark 2.9. Suppose X is a principal G-bundle with right action

X ×G −→ X ; (p, g) 7−→ pg.

Then X also carries the left G-action G × X −→ X ; (g, p) 7−→ pg−1. A
G-equivariant G-connection on X with this left G-action is then the same as a
connection form on the principal bundle X in the usual sense.

Remark 2.10. If we view A =
∑

j A
j ⊗ ηj as an element in Ω∗(X) ⊗ h then

the equivariance condition g∗A = gAg−1 means that A is invariant under the
diagonal G-action on the tensor product.

Remark 2.11. Such G-equivariant H-connections do exist if the H-action is
regular. Here we make use of the compactness of G and of H being normal.

Let us fix a G-equivariant H-connection A for the moment. This connection
determines a G-equivariant projection

π∗A : Ω∗(X) −→ Ω∗
H−hor(X) (2.4)

via the projection πA onto the kernel of A:

πA : TpX −→ TpX

v 7−→ v −XAp(v)(p)

The curvature FA ∈ Ω2(X, h) is defined by

FA := dA+
1
2

[A ∧A] ,
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where [. ∧ .] denotes the product on Ω∗(X, h) = Ω∗(X) ⊗ h via the wedge-
product on the form part and the Lie bracket on h. Note that FA inherits the
G-invariance from A and that FA is H-horizontal.

The G-equivariant curvature FA,G is the element of

Ω∗
G(X, g) := CG(Ω∗(X, g)) = [S(g∗)⊗ Ω∗(X, g)]G

given by

FA,G(ξ) := FA + ξ − ιξA.

The lemma below shows that FA,G really is an invariant element of the tensor
product S(g∗) ⊗ Ω∗(X, g). We choose a basis (ξj) on g such that (ξb)b∈B is a
basis for the subspace h for some index set B, and we take the dual basis (xj)
for g∗. Then the G-equivariant curvature can be expressed as

FA,G = 1⊗ FA +
∑

j

xj ⊗
(
ξj − ιξjA

)
.

In the sum actually only indices j 6∈ B appear, because η−ιηA = 0 for all η ∈ h.

Lemma 2.12. The equivariant curvature FA,G in fact defines an element in
the subspace

[
S(k∗)⊗ Ω∗

H−bas(X, g)
]K ⊂ [S(g∗)⊗ Ω∗(X, g)]G

Proof. Since FA is G-invariant and H-horizontal the first summand 1 ⊗ FA

obviously lies in the correct space. For the remaining part we first note that
for j 6∈ B we have xj ∈ k∗ = {x ∈ g | x|h = 0}. Furthermore the ξj − ιξjA
are all H-horizontal. Now A is G-invariant and ιξjA is linear in ξj . Hence
ξj − ιξjA transforms under G just like ξj . Thus the sum over all xj ⊗ (ξj − ιξjA)
is G-invariant, because

∑
j x

j ⊗ ξj is. This shows that

FA,G ∈
[
S(k∗)⊗ Ω∗

H−hor(X, g)
]G
.

But since H acts trivially on k∗ it must also act trivially on all terms ξj − ιξjA
with j 6∈ B and the result follows.

Now we consider the pairing between g∗ and the g-factor of FA,G:

g∗ −→ S(k∗)⊗ Ω∗
H−hor(X)

x 7−→ 〈x, FA,G〉
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This map is G-equivariant because FA,G is G-invariant. We extend it to a
G-equivariant map

S(g∗) −→ S(k∗)⊗ Ω∗
H−hor(X). (2.5)

Now the Cartan map cA for a given G-equivariant H-connection A is defined
by the tensor product of the two maps 2.4 and 2.5

Ω∗
G(X) = [S(g∗)⊗ Ω∗(X)]G −→

[
S(k∗)⊗ Ω∗

H−hor(X)⊗ Ω∗
H−hor(X)

]G
followed by taking the wedge product of the two Ω∗

H−hor(X) factors. Since all
these operations are G-equivariant the map stays in the G-invariant part and
we in fact obtain a map

cA : Ω∗
G(X) −→

[
S(k∗)⊗ Ω∗

H−hor(X)
]G =

[
S(k∗)⊗ Ω∗

H−bas(X)
]K (2.6)

α 7−→ αA := cA(α)

Definition 2.13. A G-equivariant differential form α is called H-basic, if it is
an element of

CK

(
Ω∗

H−bas(X)
)

=
[
S(k∗)⊗ Ω∗

H−bas(X)
]K ⊂ [S(g∗)⊗ Ω∗(X)]G = Ω∗

G(X).

So in case of a regular H-action one can use the Cartan map to make G-
equivariant differential forms H-basic.

Lemma 2.14. Let α ∈ Ω∗
G(X) be H-basic and denote by α[m] those components

of α with form part having degree m. Then the following holds.

(1) dGα = dKα.

(2) If the H-action is regular then α[m] = 0 for all m > dim(X)− dim(H).

(3) If the H-action is regular and m ≥ dim(X)− dim(H)− 2 then

(dGα)[m] = (1⊗ d)
(
α[m−1]

)
.

Proof. The first statement follows because by definition ιηω = 0 for all η ∈ h
and ω ∈ Ω∗

H−bas(X). For the second statement observe that in case of a regular
H-action the vectors Xη with η ∈ h span a dim(H)-dimensional distribution.
The third statement follows by plugging the second into the definition of dG.
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The proof of proposition 2.6 is now completed by the list of properties of the
generalized Cartan map below. In particular the identification

H∗
G(X) ∼= H(CK(Ω∗

H−bas(X)),dK)

does not depend on the chosen connection A. We refer to [CMS, Theorem 3.8]
for the proof of the following

Proposition 2.15. Let A be a G-equivariant H-connection on X and cA the
corresponding Cartan map.

(1) (dGα)A = dK(αA), i.e. the operator cA is a chain map.

(2) If dGα = 0 and A′ is another G-equivariant H-connection then there exists
an H-basic element β ∈ Ω∗

G(X) such that αA − αA′ = dKβ.

(3) The operator cA is chain homotopic to the identity.
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Chapter 3

Invariant integration

In [AB] Atiyah and Bott explained how the push-forward operation in ordinary
cohomology extends to the equivariant theory. On the other hand Cieliebak and
Salamon [CS] introduced G-invariant integration over manifolds with locally free
G-action. If one understands this invariant integration as the push-forward of
the map X/G −→ {pt} it is clear that equivariant push-forward and invariant
integration should be two special cases of one generalized integration operation.
In this chapter we will construct this invariant push-forward.

Again this is well known if one is willing to deal with fibre integration along
orbibundles. The point of this chapter is to give a clear picture without leaving
the world of smooth manifolds. With the generalized Cartan map 2.6 at hand
all constructions are completely elementary. But we are not aware of any similar
treatment of integration in an equivariant context.

We end this chapter with the detailed computation of invariant push-forward
in the simple example of a torus acting on S2n−1 via a homomorphism onto S1.
This serves as illustration of the abstract construction, and at the same time it
yields a crucial result that actually enters our computation of vortex invariants
in chapter 8. This example shows very clearly the origin of the involved residue
operations.

3.1 Equivariant push-forward

Given a proper map f : X −→ Y between oriented manifolds one has the
push-forward in ordinary cohomology

f∗ : H∗(X) −→ H∗−q(Y ),

15
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which shifts the degree by q = dim(X)−dim(Y ). If f is a fibre bundle the push-
forward is integration along the fibre. If f is an inclusion the push-forward is
defined via the Thom isomorphism for the normal bundle of f(X) ⊂ Y . A
general map f is decomposed into an inclusion and a fibration by the graph
construction.

Now if X and Y carry orientation preserving G-actions and f is equivariant one
obtains an induced map between the Borel constructions fG : XG −→ YG and
the above construction can be applied to give the equivariant push-forward

fG
∗ : H∗

G(X) −→ H∗−q
G (Y ).

Remark 3.1. In the Cartan model one can apply the ordinary push-forward
to the form part of equivariant differential forms. For fibre bundles it is shown
in [GS, Section 10.1] that this operation indeed defines a map on equivariant
cohomology. And going through the proof for the equivalence of the Borel and
the Cartan model one can show that this operation in fact agrees with the above
definition of equivariant push-forward in the Borel picture. Of course this is
valid for any proper, equivariant map f and not only for fibrations.

3.2 G-invariant integration

Suppose X is a compact, oriented G-manifold with a locally free action. In this
case proposition 2.6 tells us that H∗

G(X) = H(Ω∗
G−basic(X),d) with the usual

differential on ordinary differential forms. Now basic forms can be integrated
over slices for the group action. For this purpose we have to fix an orientation
on the Lie group G. Recall that Lie groups have trivial tangent bundle and are
hence orientable. And the action of any subgroup of G by multiplication on G
is orientation preserving.

For every point x ∈ X there exists a triple (Ux, ϕx, Gx) with the following
properties (see for example [Aud, Theorem I.2.1]):

• Gx ⊂ G is a finite subgroup.

• Ux ⊂ Rm, m := dim(X) − dim(G) is an oriented, Gx-invariant open
neighbourhood of zero with compact closure and orthogonal Gx-action.

• ϕx : Ux −→ X is a Gx-equivariant embedding such that ϕx(0) = x and
the induced map

G×Gx
Ux −→ X

[g, u] 7−→ g.ϕx(u)
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is a G-equivariant, orientation preserving diffeomorphism onto a G-
invariant open neighbourhoud of x. Here g ∈ Gx acts on G by right-
multiplication with g−1 and G acts on G×Gx Ux by left-multiplication on
the G-factor.

Choose finitely many local slices (Ui, ϕi, Gi) such that the open sets G.ϕi(Ui)
cover X and also choose a partition of unity (ρi) by G-invariant functions ρi

subordinate to this cover. Define a map∫
X/G

: Ω∗
G−bas(X) −→ R ∼= Ω∗(pt)

by setting ∫
X/G

α :=
∑

i

1
|Gi|

∫
Ui

ϕ∗i (ρiα). (3.1)

It is shown in [CS, Proposition 4.2] that the integral
∫

X/G
does not depend on

the choices for the local slices and the partition of unity. Furthermore Stokes’
formula still holds and thus the integral descends to H∗

G(X). Note that the
integral vanishes in all degrees but for deg(α) = m = dim(X)−dim(G). Instead
of requiringX to be compact one can equally well restrict to forms with compact
support.

3.3 H-invariant push-forward

Suppose a normal subgroup HCG of positive dimension acts locally freely on a
compact oriented G-manifold X. Then the equivariant push-forward πG

∗ of the
projection π : X −→ {pt} is the zero map: By proposition 2.6 any G-equivariant
class on X can be represented by an H-basic G-equivariant differential form.
Any such object vanishes upon integration over X, because by lemma 2.14 it
has a form part of degree at most dim(X)− dim(H) < dim(X).

This shows that in presence of a regularly acting subgroup H the G-equivariant
push-forward is not the correct operation. One should quotient out any such
subgroup before pushing forward, as it is done in the case of G-invariant inte-
gration.

We will restrict our construction to the case of fibre bundles, because this is all
we need in our applications and we do not want to argue with Thom forms at
this point. But of course the extension to general maps works just as explained
in [AB].

Let f : X −→ Y be an oriented G-equivariant fibre bundle. Denote by Ω∗
0(X)

differential forms on X with compact support and by Ω∗
vc(X) those with verti-

cally (i.e. fibrewise) compact support.
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Proposition 3.2. Suppose that a closed oriented normal subgroup H CG acts
locally freely on X and trivially on Y . Denote by K := G/H the quotient group.
Then there exists a linear map

(f/H)∗ : Ω∗
vc,H−bas(X) −→ Ω∗−q(Y )

with q = dim(X)− dim(Y )− dim(H) which satisfies the following properties.

(1) The map (f/H)∗ induces a dK-chain map on the K-Cartan complexes
CK(Ω∗

vc,H−bas(X)) −→ CK(Ω∗−q(Y )). The induced map on homology is
denoted by

(f/H)G
∗ : H

(
CK

(
Ω∗

vc,H−bas(X)
)
,dK

)
−→ H∗

K(Y )

and is called H-invariant push-forward.

(2) For the trivial group H = {e} ⊂ G we recover the equivariant push-forward
of Atiyah and Bott: (f/{e})G

∗ = fG
∗ .

(3) For Y = {pt} and H = G we recover the G-invariant integration of
Cieliebak and Salamon: (f/G)G

∗ =
∫

X/G
.

(4) For α ∈ Ω∗
0,H−bas(X) and the projections πX , πY : X,Y −→ {pt} we have

the functoriality property

(πX/H)G
∗ (α) = (πY )K

∗ ◦ (f/H)G
∗ (α).

If the remaining K-action on Y is regular then

(πX/G)G
∗ (α) = (πY /K)K

∗ ◦ (f/H)G
∗ (α).

(5) For all α ∈ Ω∗
0,H−bas(X) and β ∈ Ω∗(Y ) we have

(f/H)∗ (α ∧ f∗β) = (f/H)∗ α ∧ β,

i. e. (f/H)∗ is a homomorphism of Ω∗(Y )-modules.

Remark 3.3. If X is compact and Y = {pt} then we also write the H-invariant
push-forward (π/H)G

∗ as

∫
X/H

: H∗
G(X) −→ H∗

K(pt) = S(k∗)K .

Remark 3.4. We usually drop the superscript G if the big group with respect
to which we do the equivariant theory is clear from the context.
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Proof. We first explain the situation in the Borel model. For this we have to
assume that H acts freely on X. Then we can write the Borel construction
for X as XG = (X/H)K . Since H acts trivially on Y the G-equivariant map
f descends to a K-equivariant map f/H : X/H −→ Y and induces a map
(f/H)G : XG −→ YK between the Borel constructions. We then take the push-
forward of this map in cohomology to obtain (f/H)G

∗ . It shifts the degree by
dim(X/H)− dim(Y ), which coincides with the formula in the proposition.

We now define the H-invariant push-forward for maps f : X −→ Y = {pt} in
the Cartan model. This is a direct generalization of the construction in [CS].
Forget about the G action and consider the H-invariant integral

(f/H)∗ :=
∫

X/H

: Ω∗
0,H−bas(X) −→ Ω∗(pt)

as in 3.1. Given one collection of local slices (Ui, ϕi,Hi) for the H-action with
partition functions (ρi) and any element g ∈ G one obtains another admissible
collection of slices and partition functions by

(
Ui , gϕi , gHig

−1
)

and (g∗ρi).

This shows that integration
∫

X/H
is G-invariant. In order to extend a map

to the K-Cartan models, this map has to be K-equivariant. So since K acts
trivially on Ω∗(pt) this extension works. Now

(CK (Ω∗(pt)) ,dK) =
(
S(k∗)K , 0

)
,

hence it suffices to show that the integral
∫

X/H
of dK-exact forms vanishes.

This follows by lemma 2.14 and Stokes’ formula. Thus property (3) is satisfied.

Now consider a fibre bundle f : X −→ Y with H acting trivially on the base.
For a point y ∈ Y pick a chart ψy : Vy −→ Y with Vy ⊂ Rn, n := dim(Y ),
an open neighbourhood of zero with compact closure, and an H-equivariant
trivialization of ψ∗yX ∼= Vy × Xy with H acting trivially on Vy and by the
induced action on the fibre Xy ⊂ X over y.

Choose local slices (Ui, ϕi,Hi) and partition functions (ρi) for the regular H-
action on Xy as before. These give rise to local slices

(Vy × Ui , ψy × ϕi , Hi )

for the H-action on X covering all of f−1(ψy(Vy)). Recall that Ui ⊂ Rm with
m = dim(Xy)− dim(H) = dim(X)− dim(Y )− dim(H) = q.
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Denote integration over the Rm-coordinates of Vy × Ui ⊂ Rn ×Rm by

π(y,i)∗ : Ω∗(Vy × Ui) −→ Ω∗−m(Vy)

and define the map

(f/H)∗ : Ω∗
vc,H−bas(X) −→ Ω∗−m(Y )

for forms α with support in f−1(ψy(Vy)) by

(f/H)∗ α :=
∑

i

1
|Hi|

π(y,i)∗

[
(ψy × ϕi)

∗ (ρiα)
]
.

Extend this to all of Ω∗
vc,H−bas(X) by choosing a locally finite atlas (ψyj

) for Y ,
trivializing X.

Property (5) now follows immediately from this definition and the corresponding
property for the fibre integrals π(yj ,i)∗. Note that f∗β is H-basic for every
β ∈ Ω∗(Y ) since H acts trivially on Y and f is equivariant.

Now as before the G-action on X moves the above H-slices around. This shows
that the map (f/H)∗ is K-equivariant. It commutes with the ordinary differ-
ential d and the contractions ιξ, because ordinary fibre integration does (see for
example [BT, 6.14.1] and [GS, 10.5]). This proves part (1).

Part (2) follows by remark 3.1.

The first functoriality property in part (4) is a consequence of Fubini’s theorem.
For the second identity first note that regularity of the remaining K-action on
Y together with regularity of the H-action on X implies that the whole group
G acts locally freely on X. Hence all operations are well defined. Now for a
point x ∈ X the orders of the involved isotropy subgroups satisfy

|Gx| = |Hx| · |Kf(x)|

and the second identitiy also follows by applying Fubini’s theorem.

3.4 Example

The first invariant integrals that we can compute by hand without the technique
of localization or the notion of a moduli problem come from torus actions on
S2n−1 that factor through a weighted S1-action. We give this simple example
a very detailed treatment, because this is the place at which the operation of
taking the residue of a certain Laurent polynomial naturally enters the compu-
tation. The formula we derive in proposition 3.8 lies at the heart of our proof of
the wall crossing formula in section 6.2 and hence of our computation of vortex
invariants in section 8.3.
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The weighted S1-action

We take a collection of positive integer weights ` := (`1, . . . , `n) and let θ ∈ S1

act on z = (z1, . . . , zn) ∈ S2n−1 ⊂ Cn from the left as

θ.z :=
(
θ−`1 · z1, . . . , θ−`n · zn

)
. (3.2)

Let us assume for the moment that the `j do not have a common divisor different
from 1. In that case the quotient of S2n−1 with respect to this S1-action is a
smooth manifold — the weighted projective space CPn−1

` .

We denote the unit sphere in Cn by S2n−1
` , whenever we consider it as the

S1-manifold with the `-weighted action. So we can write CPn−1
` := S2n−1

` /S1.
Further we identify Lie(S1) ∼= R such that for x ∈ R we have exp(x) = e2πix.
The infinitesimal vector field on S2n−1

` along 1 ∈ Lie(S1) we denote by X`.

Now let α` ∈ Ω1
(
S2n−1

`

)
be an S1-invariant form with the property that

α`(X`) = 1. Thus α` is an S1-equivariant S1-connection on S2n−1
` in the sense

of definition 2.8.

The differential dα` ∈ Ω2
(
S2n−1

`

)
is invariant and horizontal and hence descends

to a closed two-form on CPn−1
` . We denote the represented cohomology class

by c` ∈ H2
(
CPn−1

`

)
. And we orient the sphere such that taking the outward-

pointing vector first and then an oriented basis for the tangent space of the
sphere agrees with the complex orientation of the ambient space.

Lemma 3.5. With the notation introduced above we obtain∫
CPn−1

`

c`
n−1 =

1∏n
j=1 `j

.

Proof. Observe that we have a covering map of degree
∏n

j=1 `j ,

π` : S2n−1
1

−→ S2n−1
` ; (z1, . . . , zn) 7−→

(
z`1
1 , . . . , z

`n
n

)
√
|z1|2`1 + . . .+ |zn|2`n

.

This map is S1-equivariant with respect to the 1 := (1, . . . , 1)-weighted action on
S2n−1
1

and the `-weighted action on S2n−1
` . Hence π` descends to a map between

the quotients, also denoted by π` : CPn−1 −→ CPn−1
` . Now by naturality and

Chern-Weil theory we have that π`
∗c` is the first Chern class of CPn−1. So we

compute

n∏
j=1

`j ·
∫
CPn−1

`

c`
n−1 =

∫
CPn−1

(π`
∗c`)

n−1 = 1.
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The torus action

Let T be a torus with Lie algebra t. We denote the integral lattice in t by

Λ := {ξ ∈ t | exp (ξ) = 1 ∈ T}

and its dual by

Λ∗ := {w ∈ t∗ | ∀ξ ∈ Λ : 〈w, ξ〉 ∈ Z} .

Here 〈 , 〉 denotes the pairing between t and its dual space t∗. We consider the
T -action on the unit sphere S2n−1 ⊂ Cn that is induced by the homomorphism

ρ : T −→ S1 ; exp(ξ) 7−→ e2πi〈w,ξ〉 (3.3)

for some given weight vector w ∈ Λ∗ \ {0} and the `-weighted S1-action on
S2n−1 that we discussed above.

We pick a primitive element e1 ∈ Λ such that 〈w, e1〉 6= 0 and denote by T1 ⊂ T
the subtorus generated by e1 and by t1 ⊂ t its Lie algebra. The quotient group
and its Lie algebra are denoted by T0 := T/T1 and t0 := t/t1 respectively. We
can identify

t∗0
∼= {x ∈ t∗ | 〈x, e1〉 = 0} .

The T1-invariant integral

Now T1 acts locally freely on S2n−1 with isotropy group Z/〈w, e1〉Z and we
want to compute the T1-invariant push-forward

(π/T1)∗ : H∗
T

(
S2n−1

)
−→ H∗

T0
(pt) ∼= S (t∗0)

of the projection π : S2n−1 −→ {pt}. If we write pr` : S2n−1 −→ CPn−1
` for the

projection onto the quotient by the `-weighted S1-action then by the functori-
ality property of invariant push-forward we obtain (π/T1)∗ as the composition
of T 1-invariant push-forward

(pr`/T1)∗ : H∗
T (S2n−1) −→ H∗

T0
(CPn−1

` )

with T0-equivariant integration H∗
T0

(CPn−1
` ) −→ H∗

T0
(pt). Note that T0 acts

trivially on CPn−1
` , whence H∗

T0
(CPn−1

` ) ∼= S(t∗0) ⊗ H∗(CPn−1
` ) and this last
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T0-equivariant integration is just evaluation on the fundamental cycle of CPn−1
`

in the second factor.

Suppose we are given elements xj ∈ t∗ for j = 1, . . . ,m. Then the product

x :=
m∏

j=1

xj ∈ S(t∗)

represents a class [x] ∈ H2m
T (S2n−1) if we view x as a dT -closed T -equivariant

differential form. In fact it follows from Kirwan’s theorem (Theorem 6.5) that
every class in H∗

T (S2n−1) can be represented in such a way. Hence our goal is
to compute (π/T1)∗[x].

The T -equivariant T1-connection

We need a T -equivariant T1-connection A ∈ Ω1(S2n−1, t1). Let α` ∈ Ω1(S2n−1
` )

be invariant and normed as above. It follows that α` is also T -invariant and
normed on the infinitesimal vector field Xe1 for the T -action along e1 as

α` (Xe1) = 〈w, e1〉.

Hence

A :=
α`

〈w, e1〉
⊗ e1 (3.4)

is such a T -equivariant T1-connection.

Now for any ξ ∈ t we have Xξ = 〈w,ξ〉
〈w,e1〉 ·Xe1 . This implies

A(Xξ) =
〈w, ξ〉
〈w, e1〉

· e1

for all ξ ∈ t. Next we compute

FA,T (ξ) = FA + ξ − iξA

= ξ +
dα` − 〈w, ξ〉
〈w, e1〉

⊗ e1,

so for an element xj ∈ t∗ the Cartan-map cA (see 2.6) yields the T -equivariant
2-form xj,A := cA(xj) with

xj,A(ξ) =
〈
xj , ξ +

dα` − 〈w, ξ〉
〈w, e1〉

⊗ e1

〉
. (3.5)
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Remark 3.6. We can compute a little further to obtain

xj,A =
〈xj , e1〉
〈w, e1〉

· dα` + xj,0,

where xj,0 is the projection of xj onto t∗0 along w given by

xj,0 := xj −
〈xj , e1〉
〈w, e1〉

· w.

This shows that

xA =
m∏

j=1

[
〈xj , e1〉
〈w, e1〉

· dα` + xj,0

]
∈
[
S(t∗0)⊗ Ω∗

T1−bas

(
S2n−1

)]T0

is in fact an element of the correct space.

Computation of (π/T1)∗[x]

We can now perform the first step of integration.

Lemma 3.7. With the notation introduced above we have

(pr`/T1)∗ [x] (ξ) =
1

〈w, e1〉
·

m∏
j=1

〈
xj , ξ +

c` − 〈w, ξ〉
〈w, e1〉

⊗ e1

〉

for all ξ ∈ t.

Proof. First note that (pr`/T1)∗ [x] ∈ S(t∗0)⊗H∗(CPn−1
` ), thus we have to plug

in elements of t0. But since t surjects onto t0 we can take ξ ∈ t.

It follows from the definition of invariant push-forward in proposition 3.2 that
the map

(pr`/T1)∗ : Ω∗
T1−bas

(
S2n−1

)
−→ Ω∗ (CPn−1

`

)
is given by (pr`)∗

〈w,e1〉 . Now the form dα` is T1-basic. So if we plug this into 3.5 the
result follows by the definition of the class c`.
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The second step is to evaluate on the fundamental cycle of CPn−1
` . So we have

to compute the coefficient an−1 in front of the term c`
n−1 in the expansion of

the product in Lemma 3.7 as a polynomial

1
〈w, e1〉

·
m∏

j=1

〈
xj , ξ +

c` − 〈w, ξ〉
〈w, e1〉

⊗ e1

〉
=:

∑
k≥0

akc`
k.

One can express this in a closed form by taking the residue of a certain rational
complex function. The direct way would be to replace c` by the complex variable
z, to divide by zn and take the residue at zero. But for cosmetical reasons we
want to substitute

z :=
c` − 〈w, ξ〉
〈w, e1〉

.

We procede carefully and first substitute ζ := c`

〈w,e1〉 to obtain

an−1 =
1

〈w, e1〉n−1
· Resζ=0


∏m

j=1

〈
xj , ξ +

(
ζ − 〈w,ξ〉

〈w,e1〉

)
· e1
〉

〈w, e1〉 · ζn

 .

Now we can substitute z = ζ − 〈w,ξ〉
〈w,e1〉 . Note that the residue is invariant under

translating the complex variable. This yields the following formula:

an−1 =
1

〈w, e1〉n−1
· Res

z=− 〈w,ξ〉
〈w,e1〉


∏m

j=1 〈xj , ξ + ze1〉

〈w, e1〉 ·
(
z + 〈w,ξ〉

〈w,e1〉

)n


= Res

z=− 〈w,ξ〉
〈w,e1〉

{ ∏m
j=1 〈xj , ξ + ze1〉

〈w, e1〉n · zn + 〈w, ξ〉n

}

= Res
z=− 〈w,ξ〉

〈w,e1〉

{∏m
j=1 〈xj , ξ + ze1〉
〈w, ξ + ze1〉n

}

We summarize and rewrite the result of our computations in this section in the
following

Proposition 3.8. Suppose the torus T acts on S2n−1 ⊂ Cn via n colinear
weight vectors wj ∈ Λ∗ \ {0} as

exp(ξ).z :=
(
e−2πi〈w1,ξ〉 · z1, . . . , e−2πi〈wn,ξ〉 · zn

)
.
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Assume that the wj are positive multiples of each other. Let e1 ∈ t be such that
〈wj , e1〉 6= 0 for all j. Then for any x =

∏m
j=1 xj ∈ S(t∗) and ξ ∈ t we have

(π/T1)∗ [x] (ξ) =
1

2πi

∮ ∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

dz . (3.6)

The integral is around a circle in the complex plane enclosing all poles of the
integrand.

Proof. Let w ∈ Λ∗ be an integer primitive of the colinear family (wj)j=1,...,n.
Hence for every j we can write wj = `jw with some positive integers `j . By a
suitable choice for w we can ensure that the greatest common divisor of the `j
is equal to 1.

The integrand in formula 3.6 has only one pole, namely at z = − 〈w,ξ〉
〈w,e1〉 . So by

virtue of the residue theorem we obtain

1
2πi

∮ ∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

dz = Res
z=− 〈w,ξ〉

〈w,e1〉

{ ∏m
j=1〈xj , ξ + ze1〉∏n

j=1〈`jw, ξ + ze1〉

}

=
1

n∏
j=1

`j

· Res
z=− 〈w,ξ〉

〈w,e1〉

{∏m
j=1〈xj , ξ + ze1〉
〈w, ξ + ze1〉n

}

=
∫
CPn−1

`

c`
n−1 · an−1

=
∫
CPn−1

`

∑
k≥0

akc`
k


=

∫
CPn−1

`

(pr`/T1)∗ [x] (ξ)

= (π/T1)∗ [x] (ξ).

Remark 3.9. Formula 3.6 remains true even without the assumption that the
weights wj are colinear. To prove this we need the technique of localization. So
we will return to this in the example at the end of chapter 4.
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Remark 3.10. The above computations yield the following recipe how to eval-
uate (π/T1)∗ on any T -equivariant differential form α ∈ Ω∗

T (S2n−1) that is
T1-basic and has the following polynomial presentation

α =
∑
k≥0

rk ·
(

dα` − w

〈w, e1〉

)k

for some rk ∈ S(t∗) and with α` from 3.4. Note that the property of being T1-
basic imposes constraints on the rk in terms of w and e1. But we do not need to
know them explicitly. It suffices to know that α = αA. So in our computations
we can replace xA by the above sum, because by 3.5 xA is of the same form. We
obtain the generalized formula

(π/T1)∗ [α] (ξ) =
1

2πi

∮ ∑
k≥0 rk(ξ) · zk∏n

j=1〈wj , ξ + ze1〉
dz

= Res
z=− 〈w,ξ〉

〈w,e1〉

{ ∑
k≥0 rk(ξ) · zk∏n

j=1〈wj , ξ + ze1〉

}
, (3.7)

that will be used later on.



28 CHAPTER 3. INVARIANT INTEGRATION



Chapter 4

Localization

The abstract localization theorem of Atiyah and Bott in [AB] gives rise to
an integration formula for equivariant n-forms on an n-dimensional manifold
X equipped with an action of a torus T . In the notation of chapter 3 this
integration is the restriction of the T -equivariant push-forward of X −→ {pt}
to degree n. The integration formula expresses such an integral in terms of data
associated to the fixed point set of the T -action.

This fits neatly with our observation at the beginning of section 3.3: Such an
integral vanishes as soon as there is a subgroup H of positive dimension acting
locally freely, i.e. there are no fixed points. But in that case H-invariant in-
tegration is defined and one expects a generalized localization formula for this
adapted integration operation. In fact if H acts freely one can lift the localiza-
tion formula for the T/H-action on X/H to obtain a formula for H-invariant
integration overX. Since localization only works in a truely equivariant context,
we have to assume that T/H still has positive dimension, i. e. the codimension
of H in T has to be at least one.

We will generalize the Atiyah-Bott localization formula to H-invariant push-
forward in the case of a regular H-action and call the result relative Atiyah-
Bott localization. Before we can do this we start in the first section with some
general facts and constructions concerning torus actions. Then we review the
construction and properties of equivariant Thom forms. We finish the chapter
with the computation of an explicit example that generalizes the one in section
3.4 and that will be used in further computations later on.

29
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4.1 Torus actions

Suppose the k-dimensional torus T acts on a closed n-dimensional manifold X.
We denote the infinitesimal action at a point p ∈ X by

Lp : t −→ TpX ; ξ 7−→ Xξ(p),

with the infinitesimal vector field Xξ defined as in 2.3. We set tp := ker (Lp) ⊂ t
and denote the isotropy subgroup at a point p ∈ X by Sp ⊂ T . Note that
tp = Lie(Sp).

Since T is abelian there is only a finite number of isotropy groups Sp. This
follows by the slice theorem — see for example [tomD, Theorem 5.11]. Hence
the set of all subspaces tp for p ∈ X is also finite. Let kp := dim(tp) and set

k0 := max
p∈X

kp and k1 := k − k0.

We fix a k1-dimensional subtorus T1 ⊂ T such that its Lie algebra t1 ⊂ t satisfies

t1 ∩ tp = {0} for all p ∈ X.

So T1 is a subtorus of maximal dimension that acts locally freely on X and
T1-invariant integration is the operation that we want to study. Invariant in-
tegration with respect to any larger subgroup is not possible, and invariant
integration with respect to any smaller subgroup would be zero. Of course
there are many possible choices for T1 ⊂ T with the above property.

Definition 4.1. Given any closed subgroup H ⊂ T we define the H-relative
fixed point set FH as

FH := {p ∈ X | Lp(t) = Lp(h)} .

Here h ⊂ t denotes the Lie algebra of H.

Elements of FH represent fixed points of the T/H-action on the quotient X/H.
So FH is the subset to which we would like to localize H-invariant integration.
One prerequisite is the following

Proposition 4.2. Suppose the closed subgroup H ⊂ T acts locally freely on X.
Then the set FH ⊂ X is a smooth (but not necessarily connected) submanifold.

Proof. It suffices to show that every p ∈ FH has an open neighbourhood U ⊂ X
such that FH∩U is a submanifold in U . For U we pick a tubular neighbourhood
of the T -orbit through p. By the local slice theorem such a tube can be chosen
to be equivariantly diffeomorphic to

U ∼= T ×Sp V.
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Here V is a linear space on which the isotropy group Sp acts by orthogonal
transformations. The T -orbit through p is identified with the points [g, 0] ∈ U
with g ∈ T and 0 ∈ V .

Now for any point q ∈ X we have

dimLq(t) = dim t− dim tq = k − kq,

and

dimLq(h) = dim h− dim(h ∩ tq) = dim h− dim hq = l − lq,

where we introduced hq := h ∩ tq and dim h := l and dim hq := lq. So we have

q ∈ FH ⇐⇒ k = kq + l − lq,

which is equivalent to saying that the intersection tq ∩ h ⊂ t is transversal. The
assumption of a regular H-action implies that h∩ tq = {0} for all q ∈ X. Hence
we get the refined equivalence

q ∈ FH ⇐⇒ t = h⊕ tq.

For a point q = [g, v] ∈ U we have Sq = Sp,v ⊂ Sp, where Sp,v denotes the
isotropy subgroup at v for the orthogonal Sp-action on V . We write

tv := Lie(Sp,v) ⊂ tp

instead of tq. Now we consider the subset

W := {v ∈ V | t = h⊕ tv} .

Since p ∈ FH we have t = h ⊕ tp and since tv ⊂ tp for all v ∈ V we in fact
have W = {v ∈ V | tv = tp}. This shows that W is a linear and Sq-invariant
subspace of V . Thus we finally obtain

FH ∩ U ∼= T ×Sp W,

which is a submanifold of U ∼= T ×Sp V .
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Remark 4.3. This proposition is not true without the assumption of H acting
locally freely. Consider the action of the two-torus T = S1×S1 on C×C, where
the first S1 acts by complex multiplication on the first component and trivially
on the second, and the second S1 acts vice versa. Let H ∼= S1 be the diagonal
in T . Then we claim that

FH = {(z1, z2) | z1 · z2 = 0} ⊂ C×C.

In fact at points p = (z1, z2) with z1 ·z2 6= 0 the T -isotropy is trivial, so p 6∈ FH .
But as soon as one component of p is zero the tangent space to one S1 factor in
T = S1 × S1 is contained in tp. So tp intersects transversally with h and hence
p ∈ FH .

4.2 Equivariant Thom forms

The construction in this section does not require the acting group to be abelian.
So for the moment we consider an arbitrary compact Lie group G acting
smoothly on a closed and oriented n-dimensional manifold X, preserving the
orientation.

Given a G-equivariant differential form α one can integrate all the form-parts
over X to obtain an element in S(t∗). If we restrict to α ∈ Ωn

G(X) then we
in fact obtain

∫
X
α ∈ R, because only forms of degree n contribute and so

the polynomial remainder is of degree zero. This is the operation that in the
following will be called integration of an equivariant form and is denoted as
above. On the level of homology this is the restriction of G-equivariant push-
forward π∗ : H∗

G(X) −→ H∗
G(pt) to degree n — or equivalently the restriction of

H-invariant integration to degree n with respect to the trivial group H = {e}.

Suppose i : Z ↪→ X is a closed G-invariant submanifold of codimension m. Then
given any tubular neighbourhood U ⊂ X of Z there exists an equivariant Thom
form τ with support in U , i. e. an element τ ∈ Ωm

G (X) such that

• dG τ = 0,

• supp(τ) ⊂ U ,

•
∫

X

α ∧ τ =
∫

Z

i∗α for all closed forms α ∈ Ω∗(X).

See [CS, Chapter 5] for an explicit construction or [GS, Chapter 10] for a canon-
ical algebraic discussion. We give a short summary in order to see what happens
in presence of a normal subgroup H that acts locally freely.



4.2. EQUIVARIANT THOM FORMS 33

In both cases the key ingredient is an SO(m)-equivariant universal Thom form
on Rm. This is a dSO(m)-closed form ρ ∈ Ωm

SO(m)(R
m) with compact support

and integral equal to 1.

This universal Thom form is transplanted to the normal bundle N of Z ⊂ X
by the following construction. Let P be the principal SO(m)-bundle of oriented
orthonormal frames of N , such that

N ∼= P ×SO(m) R
m.

Of course we use a G-invariant metric on X to define P . The G-action on Z then
extends to P and commutes with the SO(m)-action. We pull back ρ to P ×Rm

and use a G× SO(m)-equivariant SO(m)-connection A to get the SO(m)-basic
form ρA by virtue of the Cartan map 2.6. Thus ρA descends to a dG-closed form
τ on N with compact support and fibre-integral equal to 1. Finally N can be
identified equivariantly with an arbitrarily small tubular neighbourhood of Z.

Now given a closed normal subgroup HCG that acts with at most finite isotropy
on X we can in fact take a G× SO(m)-equivariant H × SO(m)-connection A in
the above construction. In the end we obtain a Thom form τ ∈ Ωm

G (X) that is
H-basic.

If we denote by l := dim(H) the dimension of H then we obtain the following

Proposition 4.4. Let α ∈ Ωn−m−l
H−bas (X) be closed and τ be a G-equivariant

Thom form for Z ⊂ X as above. Then

∫
Z/H

i∗α =
∫

X/H

α ∧ τ.

Proof. The left hand side is just the H-invariant integral of an ordinary H-basic
form in the sense of section 3.2 and hence a real number. The right hand side is
the H-invariant integral of a G-equivariant form. But since τ has degree m its
polynomial parts have degree less than m and vanish upon integration, because
α is assumed to have degree n − m − l. Hence we only have to look at τ [m],
i. e. the form part of τ in degree m.

It is shown in [CS, Theorem 5.3] that the difference of any two Thom forms is
dG-exact. Hence the right hand side does not depend on the particular choice
for τ and we may assume that τ is H-basic.

Next we observe that τ [m] for an H-basic G-equivariant Thom form τ is in fact
an H-equivariant Thom form for Z ⊂ X if we just look at the H-action. Hence
the result follows from [CS, Corollary 6.3], where the corresponding result is
proven for G-invariant integration in the case of a regular G-action.
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We want to extend this rule to H-invariant integration of elements [α] ∈ H∗
G(X)

with values in H∗
K(pt) = S(k∗) with K := G/H. As shown in proposition 2.6

we can represent the given class by a form

α ∈ CK

(
Ω∗

H−bas(X)
)

=
[
S(k∗)⊗ Ω∗

H−bas(X)
]K

.

Now since dGα = 0 we have d
(
α[n−m−l]

)
= 0 by lemma 2.14. Hence the above

lemma applies and since H-invariant integration is K-equivariant the formula
extends to dG-closed elements of CK

(
Ω∗

H−bas(X)
)
. So we conclude that

∫
X/H

α ∧ τ =
∫

Z/H

i∗α ∈ S(k∗) (4.1)

for all [α] ∈ H∗
G(X), where τ is anyG-equivariant Thom form for theG-invariant

submanifold Z ⊂ X.

4.3 Relative Atiyah-Bott localization

If one wants to use equation 4.1 in order to compute an integral
∫

X/H
β then

there are two obstacles: We can only integrate forms β that can be written as
α ∧ τ and hence have support localized around some submanifold with Thom
form τ . And then one needs to ’divide’ β by τ in order to obtain α. Generally
this division will not be possible in H∗

G(X) — one needs to work in a localized
ring.

In the case of a torus action both these steps of localization can be made explicit,
so we return to the setup of section 4.1. The construction is analogous to the
one in [GS, Chapter 10]. So we first consider the case that the torus T1, which
acts locally freely and with respect to which we want to integrate invariantly,
has codimension 1 in the whole torus T . This corresponds to looking at an
S1-action in the non-relative case.

Geometric localization

Denote by Zi the connected components of the T1-relative fixed point set FT1 .
Let Ui be sufficiently small disjoint T1-invariant tubular neighbourhoods of the
Zi. We introduce the notation

X ′ := X \ FT1 .

Recall that dim(T1) = k1, so the T1-invariant integral over X is non-zero only
for forms of degree at least n− k1.
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Lemma 4.5. For any [α] ∈ Hd
T (X) with d ≥ n− k1 there exists a collection of

dT -closed forms αi with support in Ui such that

∫
X/T1

α =
∑

i

∫
X/T1

αi

and furthermore α and αi agree on some open neighbourhood of Zi.

Proof. First observe that T acts locally freely on X ′. In fact if T had a whole
1-dimensional subgroup fixing some point p ∈ X this would imply p ∈ FT1 ,
because T1 has only codimension 1 in T .

This implies Hd
T (X ′) = 0, because any T -equivariant form on X ′ can be made

T -basic. But since d ≥ n−k1 > dim(X)−dim(T ) there are no non-zero T -basic
forms in degree d by lemma 2.14.

So if we restrict α to X ′ we obtain

α = dT γ
′ for some γ′ ∈ Ωd−1

T (X ′).

For every i we fix a smooth T -invariant function ρi with support in Ui such that
ρi = 1 on some open neighbourhood of Zi. Then we introduce

γ := γ′ −
∑

i

ρi · γ′.

Note that γ extends over FT1 to an element of Ωd−1
T (X). Next we set

β := α− dT γ

and obtain
∫

X/T1
α =

∫
X/T1

β. Now β vanishes outside the disjoint union of all
the Ui, because there we have γ = γ′. Hence we can write

β =:
∑

i

αi

with dT -closed forms αi having support in Ui. Finally on a neighbourhood of
each component Zi we have ρi = 1 and hence γ = 0. Hence we indeed obtain
αi = α on these neighbourhoods.
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Algebraic localization

We now only consider one component Z of FT1 and a dT -closed form α with
compact support in a small T -invariant tubular neighbourhood U of Z. We
denote by i : Z −→ U the inclusion and by π : U −→ Z the projection and
choose a Thom form τ for Z with support in U .

We denote by

i∗[τ ] =: eT (Z) ∈ Hm
T (Z)

the equivariant Euler class of Z. More precisely this is the T -equivariant Euler
class of the normal bundleN to Z ⊂ X. Ifm = codim(Z) is odd then eT (Z) = 0,
so we assume that m = 2` is even. From the proof of proposition 4.2 we read off
that on the connected component Z we can choose a T0 ∈ T that acts trivially
on Z and such that t = t0 ⊕ t1. By the discussion preceding equation 2.2 we
conclude that

H∗
T (Z) = S(t∗0)⊗H∗

T1
(Z).

In fact this identification does not depend on the choice of the complementary
torus T0. Recall that T1 acts locally freely. So we can represent eT (Z) by a sum

eT (Z) = f` + f`−1 · θ1 + . . .+ f1 · θ`−1 + θ` (4.2)

with fj ∈ Sj(t∗0) and closed differential forms θj ∈ Ω2j
T1−bas(Z). Since all the

terms involving some θj are nilpotent we can formally invert this sum if we
assume that f` 6= 0. We define

Θ := f` − eT (Z)

and observe that Θr = 0 for r − 1 := bdim(Z)/2c. We set

β := fr−1
` + fr−2

` ·Θ + . . .+ f` ·Θr−1

and compute

eT (Z) · β = (f` −Θ) ·
(
fr−1

` + fr−2
` ·Θ + . . .+ f` ·Θr−1

)
= fr

` .

Formally we can write this as 1
eT (Z) = β

fr
`
. Note that β defines an element in

H∗
T (Z). Thus we can invert the Euler class eT (Z) if we localize H∗

T (Z) at the
monomial fr

` .
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Without working in a localized ring we can write

fr
` ·
∫

U/T1

α =
∫

U/T1

α ∧ π∗β ∧ π∗eT (Z)

=
∫

U/T1

α ∧ π∗β ∧ τ (4.3)

=
∫

Z/T1

i∗α ∧ β.

We write this integration formula more suggestively as∫
U/T1

α =
∫

Z/T1

i∗α

eT (Z)

but have in mind that the meaning of this formula is given by equation 4.3
above.

We summarize the result of the last two sections in the following relative local-
ization theorem.

Theorem 4.6. Suppose the subtorus T1 ⊂ T acts locally freely on X with
relative fixed point set FT1 . Then for any [α] ∈ H∗

T (X) we have

∫
X/T1

α =
∑

i

∫
Zi/T1

i∗Zi
α

eT (Zi)
∈ S(t∗0).

Here the sum is over all connected components Zi of FT1 , iZi
denotes the inclu-

sion into X and eT (Zi) is the T -equivariant Euler class of the normal bundle
to the submanifold Zi ⊂ X.

Higher codimension

We now extend the relative localization formula in 4.6 to the case of T1 having
higher codimension in T . The procedure is analogous to the extension of the
S1-localization formula to arbitrary tori in [GS, Section 10.9]. The trouble is
that the geometric localization does not work good enough if the torus T has
positive dimensional isotropy on points p ∈ X \ FT1 . But in fact the auxiliary
forms αi in lemma 4.5 do not appear in the final localization formula. So if we
want to compute the value of

∫
X/T1

α(ξ) for ξ ∈ t

we can use different local forms αi for different ξ.
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First suppose that for a given element ξ ∈ t the space t̃ := t1 ⊕ Rξ is the Lie
algebra of a closed subgroup T̃ ⊂ T such that T1 ⊂ T̃ has codimension 1.

The inclusion T̃ −→ T induces the restriction map t∗ −→ t̃∗, which extends
to a map H∗

T (X) −→ H∗eT (X). And in fact for any [α] ∈ H∗
T (X) the computa-

tion of
∫

X/T1
α(ξ) factors through this map. Hence we can apply our relative

localization formula from 4.6 to obtain

∫
X/T1

α(ξ) =
∑

i

∫
Zi/T1

i∗Zi
α

eT (Zi)
(ξ) ∈ R.

But now the set of ξ ∈ t for which we derived this formula is dense in t. Hence
by continuity it actually holds for all ξ and so the localization theorem above
indeed holds independently of the codimension of T1 in T .

The equivariant Euler class

From the explicit construction of an equivariant Thom form for any G-
equivariant vector bundle E −→ X in [CMS, Chapter 5] one can read off two
things: If the rank of E is odd the Euler class vanishes. And if the rank is even
then one gets the following representative for the Euler class eG(E).

Proposition 4.7 ([CS, Lemma 4.3]). Suppose E is a rank n complex vector
bundle and the action of G is complex linear on the fibres. Fix a G-invariant
Hermitian metric on E and let P −→ X denote the unitary frame bundle of E.
Let A ∈ Ω1(P, u(n)) be a G-invariant U(n)-connection form on P . Then the
G-equivariant Euler class of E is represented by the dG-closed form eG(E) that
is given by

eG(E)(ξ) = det
(
i

2π
FA +

i

2π
A(Xξ)

)
,

where FA ∈ Ω(P, u(n)) denotes the curvature of A.

In fact assume that E = X × Cn is a trivial bundle with a diagonal G-action
and the action on the fibres is given by a unitary representation

ρ : G −→ U(n).

Then the frame bundle of E is the product bundle P = X ×U(n) and with the
obvious G-invariant and flat connection A we obtain

eG(E) = det
(
i

2π
ρ̇

)
.
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This computation is contained in the proof of [CS, Lemma 4.3]. Note that the
G-action on X does not enter the formula.

Now suppose the group G is a torus T and ρ is given by the formula

ρ : T −→ U(n) ; exp(ξ) 7−→ diag
(
e−2πi〈wj ,ξ〉

)
j=1,...,n

(4.4)

for a given collection of weight vectors wj ∈ Λ∗. Then we obtain the represen-
tative

eT (E) =
n∏

j=1

wj . (4.5)

4.4 Example

We are now able to extend the computation from section 3.4 to more gen-
eral torus actions on S2n−1 that do not factor through an S1-action. Again
we present all computations in great detail in order to illustrate the abstract
treatment from above in an explicit example.

The torus action

We consider the T -action on the unit sphere S2n−1 ⊂ Cn that is induced by
the representation ρ as in 4.4. We assume that all weights wj are non-zero and
that no two weights are a negative multiple of each other.

We take a primitive element e1 ∈ Λ such that

〈wj , e1〉 6= 0 for all j ∈ {1, . . . , n}.

As before we denote by T1 ⊂ T the subtorus generated by e1, by t1 ⊂ t its Lie
algebra, by T0 := T/T1 the quotient group and by t0 := t/t1 its Lie algebra. We
refer to section 3.4 for the notation.

The above assumption on e1 implies that T1 acts locally freely on S2n−1. So we
want to compute the T1-invariant push-forward

(π/T1)∗ : H∗
T

(
S2n−1

)
−→ H∗

T0
(pt) ∼= S (t∗0)

of the projection π : S2n−1 −→ {pt}.
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The T1-relative fixed point set

In order to apply our localization technique we have to determine the T1-relative
fixed point set

FT1 :=
{
z ∈ S2n−1 | Lz(t) = Lz(t1)

}
with the infinitesimal action Lz at the point z ∈ Cn given by

Lz : t −→ TzS
2n−1 ; ξ 7−→ (2πi〈wj , ξ〉 · zj)j=1,...,n ⊂ C

n

if we identify TzS
2n−1 ⊂ TzC

n ∼= Cn.

For that purpose we have to arrange the wj into sets of colinear weights. Denote
by (wν)ν∈{1,...,N} the collection of pairwise different weights, that are also not
a multiple of any other weight wj . Then for every ν there are unique integers
(`νi)i∈{1,...,nν} such that the set of all wj equals

{
`11w1, . . . , `1n1

w1, . . . , `ν1wν , . . . , `νnν
wν , . . . , `N1wN , . . . , `NnN

wN

}
.

We can assume `ν1 = 1 for all ν = 1, . . . , N and furthermore by our assumptions
on the wj we have all `νi > 0. Note that

∑N
ν=1 nν = n.

We introduce

Vν := {(z1, . . . , zn) ∈ Cn | zj = 0 if wj ∦ wν} ⊂ Cn,

the linear subspace of Cn consisting of all those components on which the T -
action is given by the composition of the homomorphism T −→ S1 defined by
the weight vector wν as in 3.3, and the `ν := (`νi)i∈{1,...,nν}-weighted S1-action
as defined in 3.2.

So we have dimC Vν = nν and we can write Cn ∼= ⊕N
ν=1Vν . In Vν we consider

the unit sphere

Sν := Vν ∩ S2n−1.

Lemma 4.8. The T1-relative fixed point set FT1 is given by the disjoint union

FT1 =
N⊔

ν=1

Sν .
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Proof. The Vν intersect only in 0 ∈ Cn and since 0 6∈ S2n−1 the Sν are indeed
disjoint. Now if z ∈ Sν then Lz(t) is the real one-dimensional space spanned by(
i`νjzj

)
∈ TzS

2n−1. The same is true for Lz(t1) since 〈wν , e1〉 6= 0 for any ν.
Hence tN

ν=1Sν ⊂ FT1 .

If on the other hand z ∈ S2n−1 is not contained in any Sν then it has two
non-zero components zl, zm 6= 0 with wl ∦ wm. Thus there exists an element
ξ ∈ t with 〈wl, ξ〉 = 0 but 〈wm, ξ〉 6= 0. This implies Lz(ξ) 6∈ Lz(t1), because by
assumption 〈wl, e1〉 and 〈wm, e1〉 are both non-zero. Hence z 6∈ FT1 .

Next we have to describe the equivariant normal bundles Nν to Sν ⊂ S2n−1.
They can explicitly be identified as

Nν
∼= Sν ×

⊕
ν′ 6=ν

Vν′ .

Hence by 4.5 the T -equivariant Euler class of Nν is given by

eT (Nν) =
∏

wj∦wν

wj .

Localization

We take elements xj ∈ t∗ for j = 1, . . . ,m and denote the product by

x :=
m∏

j=1

xj ∈ S(t∗).

We write πν : Sν −→ {pt} for the projection of Sν onto a point and obtain from
the relative localization theorem 4.6 the following formula:

(π/T1)∗ [x] =
N∑

ν=1

(πν/T1)∗

[
x

eT (Nν)

]
(4.6)

Now every single summand can be computed by using the technique that was
used to prove proposition 3.8, because with the T -action restricted to Sν ⊂ Vν we
are precisely in the setting of the example in section 3.4: The homomorphism
T −→ S1 is given by the weight wν and the weights for the S1-action are
`ν1 , . . . , `νnν

.
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Lemma 4.9. With the above notation we obtain for every ν ∈ {1, . . . , N}

(πν/T1)∗

[
x

eT (Nν)

]
(ξ) =

1
2πi

∮
ν

∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

dz .

The integral is around a circle in the complex plane enclosing the pole at

z = zν := − 〈wν , ξ〉
〈wν , e1〉

but no other pole of the integrand.

Proof. We use equation 3.5 and the T -equivariant T1-connection A from 3.4
with ` = `ν and w = wν to write

eT (Nν)A (ξ) =
∏

wj∦wν

wj,A(ξ)

=
∏

wj∦wν

〈
wj , ξ +

dα` − 〈wν , ξ〉
〈wν , e1〉

⊗ e1

〉
(4.7)

=
∏

wj∦wν

[
〈wj , e1〉
〈wν , e1〉

· dα` +
〈
wj −

〈wj , e1〉
〈wν , e1〉

· wν , ξ

〉]
.

Hence we can write

eT (Nν)A =
∏

wj∦wν

[
〈wj , e1〉
〈wν , e1〉

· dα` +
(
wj −

〈wj , e1〉
〈wν , e1〉

· wν

)]
.

We see explicitly that in the expansion of this product the term not involving
any power of dα` is a non-zero element w ∈ S(t∗0). Hence if we repeat the steps
following equation 4.2 in the abstract discussion we obtain

wn

eT (Nν)A

= β (4.8)

with

β := wn−1 +wn−2 ·Θ + . . .+w ·Θn−1 ; Θ := w − eT (Nν)A ,

because (dα`)
n = 0. This formula shows that β is T1-basic.
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Now by 4.7 we have eT (Nν)A given as a polynomial in dα`−wν

〈wν ,e1〉 . This implies
that we can also write

β =
n−1∑
k=0

rk ·
(

dα` − wν

〈wν , e1〉

)k

for some elements rk ∈ S(t∗). Now since w ∈ S(t∗0) we have wA = w and hence

wn · (πν/T1)∗

[
x

eT (Nν)

]
= (πν/T1)∗

[
xA ·wn

eT (Nν)A

]
= (πν/T1)∗ [xA · β] .

Now the form xA · β is precisely of the type that we discussed in remark 3.10.
So by formula 3.7 we obtain

(πν/T1)∗ [xA · β] (ξ) = Res
z=− 〈wν ,ξ〉

〈wν ,e1〉



m∏
j=1

〈xj , ξ + ze1〉 ·
n−1∑
k=0

rk(ξ) · zk

∏
wj‖wν

〈wj , ξ + ze1〉


.

By the equations 4.7 and 4.8 and the definition of the coefficients rk we get the
identity

n−1∑
k=0

rk(ξ) · zk =
wn(ξ)∏

wj∦wν

〈wj , ξ + ze1〉

for all z away from the zeros of the denominator. These zeros are all different
from zν := − 〈wν ,ξ〉

〈wν ,e1〉 . So we can plug this identity into the above residue formula
to get

(πν/T1)∗ [xA · β] (ξ) = Resz=zν



m∏
j=1

〈xj , ξ + ze1〉 ·wn(ξ)∏
wj‖wν

〈wj , ξ + ze1〉 ·
∏

wj∦wν

〈wj , ξ + ze1〉


= wn(ξ) · Resz=zν

{∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

}
.
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Now for all ξ with w(ξ) 6= 0 this implies

(πν/T1)∗

[
x

eT (Nν)

]
(ξ) = Resz=zν

{∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

}
.

Since w 6= 0 the set of such ξ is dense in t and the result actually holds for all ξ
by continuity. The claimed identity finally follows by the residue theorem.

Note the beauty of this formula: The integrand does not depend on ν — only
the point zν around which we have to integrate does. Hence we can perform the
sum in 4.6 by just integrating around all zν , which also happen to be all poles
of the integrand.

This proves the following generalization of proposition 3.8:

Proposition 4.10. Suppose the torus T acts on S2n−1 ⊂ Cn via a collection
of n weight vectors wj ∈ Λ∗ \ {0} as

exp(ξ).z :=
(
e−2πi〈w1,ξ〉 · z1, . . . , e−2πi〈wn,ξ〉 · zn

)
Assume that no two wj are negative multiples of each other. Let e1 ∈ t be such
that 〈wj , e1〉 6= 0 for all j. Then for any x =

∏m
j=1 xj ∈ S(t∗) and ξ ∈ t we

have

(π/T1)∗ [x] (ξ) =
1

2πi

∮ ∏m
j=1〈xj , ξ + ze1〉∏n
j=1〈wj , ξ + ze1〉

dz .

The integral is around a circle in the complex plane enclosing all poles of the
integrand.



Chapter 5

Moduli problems

In [CMS] Cieliebak, Mundet and Salamon introduced the notion of a G-moduli
problem and its associated Euler class. Roughly speaking a G-moduli problem
consists of an equivariant Hilbert space bundle E −→ B with an equivariant
Fredholm section S and the Euler class is the map

χB,E,S : H∗
G(B) −→ R

obtained by G-invariant integration over the zero set M := S−1(0). The point
is that this map can be defined even if the section S is not transversal and
cannot be made so by an equivariant perturbation.

We review this technique in this chapter, because we will use it frequently later
on. In fact we give a generalized construction and build in the results from
section 3.3 on H-invariant push-forward to define a relative G/H-equivariant
Euler class for H-regular G-moduli problems. Furthermore we can study fibred
moduli problems, which for instance appear in the discussion of the wall crossing
formula in section 6.2. We present the theory in more generality than necessary
for the purpose of this work, but we have other applications in mind for which
these techniques might turn out to be helpful.

5.1 Definitions

We recall the definitions from [CMS]. Throughout G denotes a compact oriented
Lie group.

Definition 5.1. A G-moduli problem is a triple (B, E ,S) with the following
properties:
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• B is a Hilbert manifold with a smooth G-action.

• E is a Hilbert space bundle over B, equipped with a smooth G-action such
that the projection π : E −→ B is G-equivariant and the induced action
between fibres of E is by isometries.

• S : B −→ E is a smooth G-equivariant Fredholm section of constant Fred-
holm index. The determinant bundle det(S) −→ B is oriented, G acts by
orientation preserving isometries on det(S), and the zero set

M := {x ∈ B | S(x) = 0}

is compact.

A G-moduli problem with finite dimensional spaces B and E is called oriented
if B and E are oriented and the G-actions preserve orientations.

Given a closed subgroup H ⊂ G a G-moduli problem is called H-regular if the
induced H-action on M is regular.

A G-regular G-moduli problem is simply called regular.

Given any trivialization of E around a point x ∈ B one obtains the vertical
differential Dx as the composition of the differential dS(x) : TxB −→ TS(x)E of
S with the projection TS(x)E −→ Ex onto the fibre Ex of E over x:

Dx : TxB −→ Ex

The Fredholm property of S asserts that Dx is a Fredholm operator for all x in
a small neighbourhood of M and that the index of Dx is independent of x. The
index of a G-moduli problem is defined to be

Ind(S) := Ind(Dx)− dim(G).

Definition 5.2. A morphism between two G-moduli problems (B, E ,S) and
(B′, E ′,S ′) is a pair (f, F ) with the following properties.

• f : B0 −→ B′ is a smooth G-equivariant embedding of a neighbourhood
B0 ⊂ B of M into B′.

• F : E|B0 −→ E ′ is a smooth and injective bundle homomorphism over f .

• The sections S and S ′ satisfy

S ′ ◦ f = F ◦ S and M′ = f(M).
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• For all x ∈ M the linearized operator df(x) : TxB −→ Tf(x)B′ and the
linear operator Fx : Ex −→ E ′f(x) induce isomorphisms

df(x) : kerDx −→ kerD′
f(x) and Fx : cokerDx −→ cokerD′

f(x)

and the resulting isomorphism from det(S) to det(S ′) is orientation pre-
serving.

To any regular G-moduli problem the authors in [CMS] construct its Euler class,
which is a homomorphism

χB,E,S : H∗
G(B) −→ R.

They show that the Euler class is uniquely determined by the following two
properties.

(Functoriality) If (f, F ) is a morphism from (B, E ,S) to (B′, E ′,S ′) then

χB,E,S ◦ f∗G = χB
′,E′,S′ .

(Thom class) If (B,E, S) is a finite dimensional, oriented, regular G-moduli
problem and τ ∈ Ω∗

G(E) is an equivariant Thom form supported in an
open neighbourhood U ⊂ E of the zero section such that U ∩Ex is convex
for every x ∈ B, U ∩ π−1(K) has compact closure for every compact set
K ⊂ B, and S−1(U) has compact closure, then

χB,E,S(α) =
∫

B/G

α ∧ S∗τ

for every α ∈ H∗
G(B).

The integral over B/G is G-invariant integration as explained in chapter 3. We
will review the definition of χB,E,S in the next section, where we explain the
generalization to H-regular problems.

Definition 5.3. A homotopy of regular G-moduli problems is a G-equivariant
Hilbert space bundle E −→ [0, 1] × B and a smooth G-equivariant section S
therein such that (B, E|{t}×B,S|{t}×B) is a regular G-moduli problem for every
t ∈ [0, 1], and the set

M := {(t, x) ∈ [0, 1]× B | S(t, x) = 0}

is compact.
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A homotopy is an example for the more general notion of a cobordism of G-
moduli problems, which is defined in the obvious way:

Definition 5.4. Two regular G-moduli problems (Bi, Ei,Si), i ∈ {0, 1}, are
called cobordant if there exist a G-equivariant Hilbert space bundle Ẽ −→ B̃
over a Hilbert manifold B̃ with boundary and a smooth oriented G-equivariant
Fredholm section S̃ : B̃ −→ Ẽ such that the zero set M̃ := S̃−1(0) is compact,
G acts with finite isotropy on B̃, and

∂B̃ = B0 ∪ B1 , Ei = Ẽ |Bi , Si = S̃|Bi .

Moreover, det(S̃) carries an orientation which induces the orientation of det(S1)
over B1 and the opposite of the orientation of det(S0) over B0. Here an orien-
tation of det(S̃) induces an orientation of the determinant bundle of S := S̃|∂ eB
via the natural isomorphism det(S̃)|∂ eB ∼= Rv ⊗ det(S) for an outward pointing
normal vector field v along ∂B̃.

It is shown in [CMS] that the Euler class satisfies the following property:

(Cobordism) If (B0, E0,S0) and (B1, E1,S1) are cobordant G-moduli problems
then

χB0,E0,S0(ι∗0α) = χB1,E1,S1(ι∗1α)

for every α ∈ H∗
G(B̃), where ι0 : B0 −→ B̃ and ι1 : B1 −→ B̃ are the

inclusions.

5.2 The G/H-equivariant Euler class

Suppose (B, E ,S) is an H-regular G-moduli problem for some closed normal
subgroup H C G. We denote the quotient group by K := G/H and its Lie
algebra by k. In this section we will define the G/H-equivariant Euler class

χB,E,S
G,H : H∗

G(B) −→ H∗
K(pt) = S(k∗).

This is a generalization of the Euler class χB,E,S from [CMS], because for a
G-regular G-moduli problem we will have

χB,E,S
G,G = χB,E,S .

The construction is analogous to the old one. The procedure of finite dimen-
sional reduction does not depend on the involved isotropy groups. Hence it
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suffices to define χB,E,S
G,H for finite dimensional, oriented, H-regular G-moduli

problems.

A Thom structure for such a problem is a pair (U, τ) with the following proper-
ties:

(1) U ⊂ E is a G-invariant open neighbourhood of the zero section that inter-
sects each fibre in a convex set and such that U ∩E|K has compact closure
for every compact subset K ⊂ B.

(2) S−1(U) has compact clusure.

(3) τ ∈ Ω∗
G(E) is an equivariant Thom form for the zero section in E with

support in U .

By the results cited in section 4.2 it is clear that for every finite dimensional,
oriented G-moduli problem (B, E ,S) and for every subset U ⊂ E that satisfies
the first two points, there exists a form τ such that (U, τ) is a Thom structure.
This also does not involve the isotropy of the G-action.

Now since S−1(0) = M is compact we find an open neighbourhood B0 of M in
B that has compact closure and such that H acts with finite isotropy on all of
B0. Next we choose U ⊂ E small enough so that S−1(U) lies in B0 and such
that U satisfies property (1). We then find a corresponding Thom form τ . For
a class [α] ∈ H∗

G(B) we finally define

χB,E,S
G,H ([α]) :=

∫
B/H

α ∧ S∗τ ∈ S(k∗).

Integration over B/H is H-invariant push-forward of the map B −→ {pt} as
defined in section 3.3. It is well defined because by construction the form S∗τ
has compact support.

Independence of all involved choices follows as in [CMS, Chapter 8] if we use
the fact that G-equivariant Thom forms behave well for H-invariant integration
as shown in proposition 4.4.

Remark 5.5. There is one open question about the G/H-equivariant Euler
class. The Euler class χB,E,S from [CMS] is rational, i. e. it satisfies the fol-
lowing property:

(Rationality) If α ∈ H∗
G(B;Q) then χB,E,S(α) ∈ Q.

Does the corresponding property also hold for χB,E,S
G,H ? One would need a general-

ization of the technique of representing rational classes by weighted branched sub-
manifolds (see [CMS, Chapter 9 and 10]) to the case of non-regular G-actions.
Such a theory would be interesting on its own account.
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5.3 Fibred moduli problems

Suppose the base space B of a moduli problem is a fibre bundle

f : B −→ B0.

Furthermore assume that f is G-equivariant, that H acts trivially in B0, and
that we have a K-moduli problem (B0, E0,S0) with K := G/H and some closed
normal subgroup H CG. Now consider the pull-back

(B , E := f∗E0 , S := f∗S0 ) .

If the fibres of f are compact then the moduli space M := S−1(0) will be
compact and (B, E ,S) in fact is a G-moduli problem. This is the simplest
instance of a fibred moduli problem. Since this is also the only form in which
we will actually apply the notion of a fibred moduli problem, we restrict to this
case. We comment on more general settings below.

Proposition 5.6. In the above setup suppose that (B, E ,S) is H-regular. Then
we have the identity

χB,E,S
G,H = χB0,E0,S0

K,{e} ◦ (f/H)∗ : H∗
G(B) −→ H∗

K(pt) = S(k∗).

If in addition (B0, E0,S0) is K-regular, then (B, E ,S) is G-regular and we have

χB,E,S
G,G = χB0,E0,S0

K,K ◦ (f/H)∗ : H∗
G(B) −→ R.

Proof. The first step is to show that we can choose finite dimensional reductions
that feature the same fibred picture. We omit this discussion and deal with finite
dimensional problems only. We will only apply this result in settings that are
already finite dimensional.

We choose a Thom structure (U0, τ0) for (B0, E0,S0). Then

(U, τ) :=
(
f−1U0, f

∗τ0
)

is a Thom structure for (B, E ,S). By property (5) in proposition 3.2 we have

(f/H)∗ (α ∧ S∗τ) = (f/H)∗ (α ∧ S∗f∗τ0)
= (f/H)∗ (α ∧ f∗S0

∗τ0)
= (f/H)∗ α ∧ S0

∗τ0.

Hence the claimed identities follow by the functoriality properties (4) in propo-
sition 3.2 and the definition of the Euler classes.
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Remark 5.7. Another instance of a fibred moduli problem would be a
parametrized problem, that is a triple (B, E ,S) with an equivariant fibration
f : B −→ B0 such that H acts trivially on B0 and the restriction of (B, E ,S) to
any fibre of f is an H-regular G-moduli problem.

For such a parametrized problem to be a moduli problem one needs the total
moduli space M to be compact. It does not suffice if only the base B0 is compact.
A homotopy of moduli problems would be an example.

But to really get computational simplifications in the spirit of proposition 5.6
from such a fibred setting, one would also need a good behaviour of the section
S with respect to the fibration. The section S should split into components that
either depend only on the point in the base or only on the point in the fibre.

The moduli problem associated to the vortex equations (see chapter 8) has the
property that B is a fibre bundle. The base B0 is the space of connections A(P )
on a principal bundle P modulo based gauge transformations G0(P ). The quo-
tient group G = G(P )/G0(P ) of all gauge transformations by the based ones
acts trivially on connections, but locally freely on B. But the section S does not
behave well with respect to this fibration. One can interprete our deformation of
the vortex equations in section 8.2 as the attempt to improve this situation and
exploit the fibred form of B.
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Chapter 6

Toric manifolds

We now turn to toric manifolds. Everything we have done in the previous chap-
ters can be applied to toric manifolds. We present toric manifolds as symplectic
reduction of complex linear torus actions but adapt the notation to our pur-
poses. In particular we want to have a setup in which we can easily change the
multiplicities of the characters of a given torus action — because this is what
happens if we look at the moduli space of the vortex equations associated to
such a torus action in chapter 8.

Toric manifolds are the basic model for moduli problems as presented in chapter
5. The associated Euler class is the integral of elements in the image of the Kir-
wan map over the toric manifold. Knowing these integrals suffices to determine
the whole cohomology ring of the toric manifold. In section 6.2 we study the
effect it has on this Euler class if we change the chamber of the regular value τ
at which we reduce. With the methods on invariant integration at hand we can
derive an explicit formula that allows to compute these wall crossing numbers.
Then by a sequence of wall crossings that connects the chamber of τ with the
chamber outside of the image of the moment map we can completely determine
the Euler class.

This wall crossing strategy to evaluate integrals over symplectic quotients is not
new. It is used by Guillemin and Kalkman in [GK] and Martin in [Mar] to
derive a formula for such integrals. Because of the results in [JK] such formulae
are generally referred to as Jeffrey-Kirwan localization. We discuss the relation
of our work with general Jeffrey-Kirwan localization in a separate chapter. Here
we concentrate on the computations in the toric case. Again the result is not
new since the cohomology ring of toric manifolds is well known. Nevertheless it
is an interesting illustration of this technique and its limitations.
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6.1 Torus actions on Hermitian vector spaces

Let V be a Hermitian vector space with Hermitian form given by

(v, w) = g (v, w)− i ω (v, w)

with inner product g (given by the real part <( , ) of the Hermitian form) and
symplectic form ω (given by minus the imaginary part =( , ) of the Hermitian
form). The induced norm is denoted by |v|2 = g (v, v).

Let T be a k-dimensional torus with Lie algebra t. We denote the integral lattice
in t by

Λ = {ξ ∈ t | exp (ξ) = 1 ∈ T}

and its dual by

Λ∗ = {w ∈ t∗ | ∀ξ ∈ Λ : 〈w, ξ〉 ∈ Z} .

Here 〈 , 〉 denotes the pairing between t and its dual space t∗.

Let ρ : T −→ U(1) be a character given by

exp (ξ) 7−→ e−2πi〈w,ξ〉

for some non-zero weight vector w ∈ Λ∗ \{0}. Now U(1) acts by scalar multipli-
cation on the complex vector space V . Hence ρ induces an action of the torus
T on V . This action is Hamiltonian with respect to the symplectic form ω on
V . A moment map for this action is given by

µ : V −→ t∗

v 7−→ π |v|2 · w.

By definition a moment map satisfies the equation

d〈µ, ξ〉 = −ιξω

for all ξ ∈ t. The sign-conventions are such that ω−µ is a dT -closed equivariant
differential form.

We now consider a finite collection of characters ρν given by weights wν ∈ Λ∗

for ν = 1, . . . , N . Given a corresponding collection of Hermitian vector spaces
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Vν we get a diagonal action ρ of the torus T on the direct sum V =
⊕N

ν=1 Vν .
In fact every complex linear torus action decomposes in such a way. This action
is again Hamiltonian and a moment map is given by the sum of the moment
maps µν for the single ρν-induced T -actions on the Vν :

µ =
N∑

ν=1

µν : V =
N⊕

ν=1

Vν −→ t∗

(vν) 7−→ π

N∑
ν=1

|vν |2 · wν

Definition 6.1. A collection of characters ρν is called proper if there exists
an element ξ ∈ t such that 〈wν , ξ〉 < 0 for all ν ∈ {1, . . . , N}, i.e. all weight
vectors are contained in the same connected component of t∗ with one hyperplane
through the origin removed.

This notion is motivated by the following observation. The moment map µ
associated to a collection of finite dimensional vector spaces Vν is proper (in
the usual sense) if and only if the collection of characters ρν is proper (in the
above sense). Hence properness of the moment map is preserved if we change
the multiplicities of the characters in the torus action, i.e. the dimensions of the
spaces Vν . We can even allow dimVν = 0.

The following notation is taken from [GGK].

Definition 6.2. Given a collection of characters ρν an element τ ∈ t∗ is called
regular (for this collection) if the following holds: If τ =

∑
j∈J ajwj for some

positive coefficients aj > 0 and some index set J ⊂ {1, . . . , N}, then the weight
vectors (wj)j∈J span t∗. An element τ ∈ t∗ is called super-regular if the fol-
lowing holds: If τ =

∑
j∈J ajwj for some positive coefficients aj > 0 and some

index set J ⊂ {1, . . . , N}, then the weight vectors (wj)j∈J generate Λ∗ over Z.

Here we observe that an element τ ∈ t∗ is a regular value of the moment map
µ if and only if τ is regular in the above sense. Again this does not depend on
the spaces Vν . A super-regular element τ is in particular regular but has even
nicer properties.

The moment map is T -invariant, hence we get induced T -actions on every level
set µ−1(τ). We call an action regular if all isotropy subgroups are finite.

Lemma 6.3. If τ ∈ t∗ is regular, then the T -action on µ−1(τ) is regular. If τ
is super-regular, then T acts freely on µ−1(τ).

Proof. Let τ be regular and v ∈ µ−1(τ). Hence τ = π
∑N

ν=1 |vν |2 · wν and the
collection (wj)j∈J with J = {j ∈ {1, . . . , N} | vj 6= 0} spans t∗. So the 1-form
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〈dµ(v), ξ〉 = 2π
∑N

ν=1 g(vν , ·) 〈wν , ξ〉 can only vanish for ξ = 0. Now since µ is
a moment map 〈dµ(v), ξ〉 = −ιξω and this implies that Xξ can only vanish for
ξ = 0. Thus the torus acts with finite isotropy on v.

If exp(ξ) ∈ T fixes a point v ∈ µ−1(τ) then for all j with vj 6= 0 we must have
〈wj , ξ〉 ∈ Z. If τ is super-regular this implies 〈w, ξ〉 ∈ Z for all w ∈ Λ∗, hence
ξ ∈ Λ and exp(ξ) = 1.

So if we have a collection of characters ρν and a super-regular element τ ∈ t∗

we can associate a toric manifold

XV,τ = µ−1(τ)/T

to any collection of spaces Vν . If τ is only regular we get orbifold singularities in
the quotient. This quotient is compact if and only if (ρν) is a proper collection.
Smoothness and compactness do not depend on the choice of Hermitian vector
spaces Vν . They can even be zero-dimensional. If we denote by nν the complex
dimension of Vν the real dimension of XV,τ is given by

dimXV,τ = 2n− 2k with n :=
N∑

ν=1

nν .

The notation XV,τ indicates that we think of the characters ρν and hence the
weight vectors wν ∈ t∗ to be fixed, whereas the Hermitian vector spaces Vν and
the level τ can vary.

Remark 6.4. If the collection of weight vectors wν does not span the whole t∗

then there are no regular elements τ in the image of the moment map µ. Hence
any associated toric manifold XV,τ would be empty. So we can restrict to torus
actions that are given by collections of weight vectors that do span t∗.

6.1.1 Toric manifolds as moduli problems

Consider a diagonal torus action given by a proper collection ρν and a regular
level τ ∈ t∗ as above. We do not require super-regularity, so the quotient XV,τ

can have singularities. Using the notation from chapter 5 this setup gives rise to
a finite dimensional T -moduli problem with base B = V , bundle E = V × t∗ and
section S = µ−τ . Regularity of τ implies regularity for the moduli problem and
transversality of S to the zero section. The complex orientation on V and any
choice of orientation on the torus T gives an orientation of the finite dimensional
T -moduli problem (B, E ,S) and hence we get an associated Euler class

χV,τ : Sm (t∗) −→ R
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with

m =
1
2
· dimXV,τ = n− k.

This Euler class is defined as follows. There is a natural identification of S (t∗)
with the equivariant cohomology H∗

T (V ). Now an equivariant class can be re-
stricted to the T -invariant submanifold µ−1(τ) to get an element inH∗

T (µ−1(τ)).
By regularity of τ the torus action on µ−1(τ) has at most finite isotropy. Hence
T -invariant integration can be applied to obtain a real number. Here we again
use the orientation on T that was chosen above. Formally

χV,τ (α) =
∫

XV,τ

i∗τ (α)

with the inclusion iτ : µ−1(τ) −→ V and the induced pull-back i∗τ on equi-
variant cohomology, and with integration over XV,τ understood as T -invariant
integration over µ−1(0). The map

i∗τ : H∗
T (V ) −→ H∗

T (µ−1(τ))

is known as the Kirwan map and due to Kirwan [Ki] we have the following

Theorem 6.5 (F. Kirwan). The Kirwan map is surjective.

Hence any integral of a cohomology class over XV,τ can be expressed in terms
of this Euler class χV,τ .

6.1.2 Orientation of toric manifolds

We digress a little to explain the orientation of a toric manifold in more detail.
This is useful for later purposes, because this is the finite dimensional model
case for the orientation of the vortex moduli space that we will discuss in section
8.4.

There is a natural orientation on XV,τ = µ−1(τ)/T that does not depend on the
choice of an orientation for T . Instead we fix the following complex structure
on the space t∗ ⊕ t∗:

t∗ ⊕ t∗ −→ t∗ ⊕ t∗ ; (a, b) 7−→ (−b, a).

We write

Lv : t −→ TvV ; ξ 7−→ Xξ(v)
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for the infinitesimal action at the point v ∈ V and consider the adjoint map
L∗v : TvV −→ t∗, where we identify TvV with its dual via the fixed metric on V .
Given a point [v] ∈ XV,τ we can now identify the tangent space T[v]XV,τ with
the kernel of the map

Dv := (dµ(v), L∗v) : TvV −→ t∗ ⊕ t∗.

The first component restricts to the tangent space along the level set of the
moment map. The second component fixes a complement to the tangent space
along the T -orbit. If we identify V ∼= TvV a short computation shows that

Dv(z) =

(
2

N∑
ν=1

<(zν , vν) · wν , 2
N∑

ν=1

=(zν , vν) · wν

)
.

This shows that Dv is complex linear (with respect to the natural complex
structure on V and the above chosen complex structure on t∗ ⊕ t∗). And Dv is
even surjective if τ is regular. In any case the complex orientation on source and
target of Dv define an orientation on its kernel and hence define an orientation
on XV,τ .

This is our preferred way to define the orientation of a toric manifold, because it
extends to an infinite dimensional setting: The determinant of a complex linear
Fredholm operator between complex Banach spaces admits a natural orienta-
tion.

But if we want to understand XV,τ as the oriented moduli space of the finite
dimensional T -moduli problem (B, E ,S) then we need to specify an orientation
of the torus. In fact, if we denote the vertical differential at a point x ∈ B by
D : TxB −→ t∗ then we obtain

det(D) = Λmax (kerD)⊗ Λmax (cokerD)

= Λmax (kerD)⊗ Λmax

(
t∗

imD

)
∼= Λmax (kerD)⊗ Λmax (imD)⊗ Λmax (imD)⊗ Λmax

(
t∗

imD

)
∼= Λmax (kerD)⊗ Λmax

(
TxB
kerD

)
⊗ Λmax (imD)⊗ Λmax

(
t∗

imD

)
∼= Λmax (TxB)⊗ Λmax (t∗) .

In the third line we use the canonical identification Λmax(W )⊗Λmax(W ) ∼= R for
any finite dimensional vector space W . And in the last line we use the canonical
identification Λmax(W ) ∼= Λmax(U)⊗Λmax

(
W
U

)
for any linear subspace U ⊂W .
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Now an orientation of T is the same as an orientation of t. And if we identify t
with its dual via the choice of an inner product then this also fixes the orientation
of t∗. The choice of the inner product does not affect the result, because the
space of inner products in contractible.

Hence the orientation of the determinant bundle of the T -moduli problem as
well as the definition of the Euler class (because of the invariant integration
that needs a specified orientation of the torus) depend on the choice of orien-
tation for T . So if we both times use the same orientation then the resulting
homomorphism χV,τ does not depend on this choice. But it does depend on the
conventions that we use for the ordering of basis vectors of the involved spaces.

A careful look at the construction reveals that we reproduce the preferred com-
plex orientation from above via the following conventions: Take an oriented
basis of TvV such that the image under dµ(v) of the first k vectors is an ori-
ented basis of t∗ and the remaining vectors lie in the kernel of dµ(v). The
orientation of the latter determines the orientation of Tv

(
µ−1(τ)

)
. Now take a

local slice (Uv, ϕv, Tv) at v for the T -action on µ−1(τ) (see section 3.2 for the
notation) using the product orientation on T ×Tv Uv defined by first taking an
oriented basis of t and then the standard orientation on Uv ⊂ R2m.

6.2 Wall crossing

Let (ρν)ν=1,...,N be a proper collection of characters with weight vectors wν ∈ Λ∗

that span t∗. Fix a Hermitian vector space V =
⊕N

ν=1 Vν . For an index set
I ⊂ {1, . . . , N} we define the cone

WI =

{∑
i∈I

ciwi ∈ t∗

∣∣∣∣∣ ci ≥ 0

}
.

Definition 6.6. A cone WI is called a wall if

• WI ⊂ t∗ has codimension one, i.e. the family (wi)i∈I has rank (k − 1).

• The index set I is complete, i.e. it contains all indices i with wi ∈WI .

The set of non-regular elements in t∗ is precisely given by the union of all walls.
The walls divide t∗ into open connected components of regular elements, called
chambers. If one element in a chamber is super-regular then super-regularity
holds for all elements in that chamber.

Let τ0 ∈ t∗ be an element in a wall WI . We assume that any other cone
WJ containing τ0 is completely contained in WI , so that τ0 does not lie in the
intersection of two different walls. Hence τ0 is contained in the closure of exactly
two regular chambers and we want to compute the difference between the Euler
classes χV,τ for values of τ in either of them.
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6.2.1 A cobordism

Pick an element η ∈ t∗ transverse to WI and define

τt := τ0 + tη.

Fix a small enough ε > 0 such that τt is regular for all t ∈ [−ε, ε] \ {0}.

Now the set {(v, t) ∈ V × [−ε, ε] | µ(v) = τt} provides a smooth compact cobor-
dism between the manifolds µ−1 (τ−ε) and µ−1 (τε). If the T action on (the V
factor of) this cobordism was regular for all times t this would even establish
a cobordism of the T -moduli problems associated to τ−ε and τε and the Euler
classes χV,τ±ε would coincide. But regularity fails because of the wall crossing at
t = 0. So we have to cut out a neighbourhood of the locus with singular action
and compute the invariant integral over the newly created boundary component.

To describe the situation around the singular locus we need some preparation.
Since WI has codimension one we can fix a primitive e1 ∈ Λ such that

〈wi, e1〉 = 0 for all i ∈ I, and
〈η, e1〉 > 0.

Denote by T1 ⊂ T the subtorus generated by e1 and by t1 ⊂ t its Lie algebra.
The quotient group and its Lie algebra are denoted by

T0 = T/T1 and t0 = t/t1

and as before we identify t∗0
∼= {w ∈ t∗ | 〈w, e1〉 = 0}.

Now T1 acts trivially on

V I := {(v1, . . . , vN ) ∈ V | vν = 0 for ν 6∈ I} .

For a small number δ > 0 we define

Wδ := (V × [−ε, ε]) \Nδ,

where Nδ is the δ-neighbourhood of the set

V I × [−ρ, ρ] ⊂ V × [−ε, ε]

with

ρ :=
π ·maxν 6∈I |〈wν , e1〉|

〈η, e1〉
· δ.
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The reason for this choice will become evident below. We choose δ small enough
such that Nδ is contained in the interior of V × [−ε, ε]. Hence Wδ is a smooth
connected oriented manifold with C1-boundary

∂Wδ = (V × {−ε}) t (V × {ε}) t ∂Nδ.

If we orient ∂Wδ as the boundary of Wδ ⊂ V × [−ε, ε] and ∂Nδ as part of this
boundary then

∂Wδ
∼= (−V ) t V t ∂Nδ.

On Wδ we have the T -action on the V -factor and we consider the equivariant
map

Φ(v, t) := µ(v)− τt.

Denote by Mδ := Φ−1(0) the zero set of Φ. Note that Φ(v, t) = 0 implies that

t =
π

〈η, e1〉
∑
ν 6∈I

|vν |2 〈wν , e1〉. (6.1)

Now on ∂Nδ we have
∑

ν 6∈I |vν |2 ≤ δ and hence the intersection of Mδ with the
boundary component ∂Nδ is contained in the cylindrical part

Zδ := {(v, t) ∈ ∂Nδ | |t| ≤ ρ} =

v ∈ V
∣∣∣∣∣∣
∑
ν 6∈I

|vν |2 = δ

× [−ρ, ρ].

We introduce the notation

V I
δ :=

v ∈ V
∣∣∣∣∣∣
∑
ν 6∈I

|vν |2 = δ


and

Sδ :=

(vν)ν 6∈I

∣∣∣∣∣∣
∑
ν 6∈I

|vν |2 = δ


and observe that Zδ = V I

δ × [−ρ, ρ] and V I
δ
∼= V I × Sδ.
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Proposition 6.7. For all η in a dense and open subset of t∗ the value 0 ∈ t∗

is regular for Φ : Wδ −→ t∗ and also for Φ|∂Wδ
. The T -action on Φ−1(0) = Mδ

is regular.

Proof. Pick (v, t) ∈ Mδ. For t 6= 0 the element τt is a regular value for the
moment map µ : V −→ t∗ and hence dΦ(v,t) is onto. This also holds for the
differential of the restriction of Φ to the boundary components V × {−ε} and
V × {ε}. For t = 0 we have µ(v) = τ0. Now the image of dΦ(v,t) is spanned by
η and the collection (wj)j∈J with J := {j ∈ {1, . . . , N} | vj 6= 0}. Suppose that
(wj)j∈J does not already span all of t∗. Then τ0 ∈ WJ implies that (wj)j∈J∩I

has rank k − 1. Otherwise τ0 would be contained in two different walls, which
we assumed not to be the case. So since η is transversal to WI we also get
surjectivity of dΦ(v,t). So for the first statement of the proposition it remains
to show regularity for Φ|∂Nδ

and in fact only for Φ|Zδ
since Mδ ∩ ∂Nδ ⊂ Zδ as

we remarked above.

We define

ϕ := Φ|Zδ
: Zδ −→ t∗.

Let (v, t) ∈ Zδ. The tangent space T(v,t)Zδ is given by pairs (x, s) ∈ V ×R such
that

∑
ν 6∈I g(vν , xν) = 0. Now

dϕ(v,t)(x, s) = 2π
N∑

ν=1

g(vν , xν) · wν − sη.

So with J := {j ∈ {1, . . . , N} | vj 6= 0} the image of dϕ(v,t) is given by

I :=

∑
j∈J

cjwj − sη ∈ t∗

∣∣∣∣∣∣
∑

j∈J\I

cj = 0, cj , s ∈ R

 .

Next we note that (wj)j∈J spans t∗: For t 6= 0 this follows by regularity of τt. For
t = 0 we see as above that (wj)j∈J∩I has rank k − 1. But now

∑
ν 6∈I |vν |2 = δ

implies that there is an index l ∈ J \ I and hence wl spans the remaining
dimension.

Given any τ ∈ t∗ we thus find numbers dj ∈ R with
∑

j∈J djwj = τ . In case
d :=

∑
j∈J\I dj = 0 this would already prove τ ∈ I. Else we pick ej ∈ R with∑

j∈J ejwj = η. Then if e :=
∑

j∈J\I ej 6= 0 we can set

cj := dj −
d

e
ej , s := −d

e
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to obtain τ ∈ I. So for proving I = t∗ it suffices to ensure by a suitable choice of
η that the equation

∑
j∈J ejwj = η has at least one solution with

∑
j∈J\I ej 6= 0.

Set

J := {J0 ⊂ {1, . . . , N} | (wj)j∈J0 is a basis for t∗} .

For every J0 ∈ J we introduce

E(J0) :=

∑
j∈J0

ejwj

∣∣∣∣∣∣
∑

j∈J0\I

ej = 0

 ⊂ t∗

and we choose

η ∈ t∗ \

(
span(wi)i∈I ∪

⋃
J0∈J

E(J0)

)
.

This ensures that η is indeed transversal to WI . And to obtain the needed
solution of

∑
j∈J ejwj = η we pick a J0 ∈ J with J0 ⊂ J . We then get a unique

solution of
∑

j∈J0
ejwj = η and setting all ej for j ∈ J \ J0 equal to zero we get

the desired solution of
∑

j∈J ejwj = η with
∑

j∈J\I ej 6= 0.

This finishes the proof of the first statement in the proposition.

The isotropy subgroups of the T -action at points (v, t) ∈ Mδ with t 6= 0 are
finite by regularity of τt. Now suppose (v, 0) ∈ Mδ is fixed by a whole 1-
parameter family {exp(te) ∈ T | t ∈ R} for some e ∈ Λ \ {0}. Again we set
J := {j ∈ {1, . . . , N} | vj 6= 0} and observe

j ∈ J ⇐⇒ 〈wj , e〉 = 0.

But similarly as above we see that (wj)j∈J spans all of t∗, which would imply
e = 0. This gives the desired contradiction.

So if we pick a generic direction η for the wall crossing we get a smooth cobor-
dism Mδ with regular T -action. If we fix an orientation of t∗ we get induced
orientations on µ−1(τ±ε) and Mδ. We equip the boundary components of Mδ

with the induced boundary orientations and obtain

∂Mδ
∼= (−µ−1(τ−ε)) t µ−1(τε) t ϕ−1(0).

By Stokes’ integration formula applied to invariant integration we thus obtain
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Proposition 6.8. If we orient ϕ−1(0) as part of the boundary of Mδ then

χV,τε − χV,τ−ε = −
∫

ϕ−1(0)/T

π∗ : H∗
T (V ) ∼= S(t∗) −→ R. (6.2)

where π : Zδ −→ V denotes the projection and integration over ϕ−1(0)/T is
understood as T -invariant integration.

Remark 6.9. This wall crossing formula also holds for non-generic η if we use
the cobordism property for Euler classes and interprete the integral on the right
hand side as the Euler class of a regular T -moduli problem over Zδ.

6.2.2 The reduced problem

The task is now to put the above formula for the wall crossing into a more
computable shape. In fact it is possible to deform the right hand side of 6.2 into
the Euler class of a reduced toric moduli problem. Note that the (wi)i∈I and
τ0 can be viewed as elements in t∗0 since they vanish on e1.

Lemma 6.10. The element τ0 ∈ t∗0 is regular for the collection of characters of
T0 given by the (wi)i∈I .

Proof. Given an index set J ⊂ I and real numbers aj > 0 with
∑

j∈J ajwj = τ0
we observe that the (wj)j∈J must have rank k − 1 because otherwise τ0 would
be contained in two different walls, which we assumed not to be the case.

But in general τ0 will not be super-regular for the action of the reduced torus
T0. We introduce

w̄ν := wν −
〈wν , e1〉
〈η, e1〉

· η

µ0(v) := π
∑
i∈I

|vi|2 · wi

R(v) := π
∑
ν 6∈I

|vν |2 · w̄ν

ϕs(v) := µ0(v)− τ0 + s ·R(v), for s ∈ [0, 1]

and observe that 〈ϕs(v), e1〉 = 0 for all v and s. Hence we can — and always
will — consider ϕs as a map to t∗0.

Lemma 6.11. ϕ−1(0) is T -equivariantly diffeomorphic to ϕ−1
1 (0).
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Proof. The projection π : Zδ = V I
δ ×[−δ, δ] −→ V I

δ restricts to a diffeomorphism
on ϕ−1(0) ⊂ Zδ because the inverse is explicitly given by

v = (vν) 7−→

(vν) , t =
π

〈η, e1〉
∑
ν 6∈I

|vν |2 〈wν , e1〉


as can be seen from equation 6.1.

Now T1 by construction acts trivially on V I . Hence the T -action on V descends
to a T0-action on V I that is given by the weight vectors (wi)i∈I . Furthermore
µ0 is a moment map for this T0-action on V I and τ0 is a regular level. If we
restrict to those v ∈ V with

∑
ν 6∈I |vν |2 = δ and choose δ small enough then

R(v) is as small as we want and hence also τ0 − s ·R(v) will be regular for the
T0-action for all s ∈ [0, 1]. So if we consider ϕs as a map

ϕs : V I
δ
∼= V I × Sδ −→ t∗0

we get that 0 ∈ t∗0 is a regular value of ϕs for all s ∈ [0, 1]. This shows

∫
ϕ−1

0 (0)/T

=
∫

ϕ−1
1 (0)/T

: H∗
T (V I

δ ) −→ R.

Together with the preceding lemma we obtain the following refinement of propo-
sition 6.8:

Corollar 6.12. We orient V I
δ
∼= V I × Sδ by the complex orientation on V I

and the standard orientation (via taking the outward pointing vector first) of
the sphere Sδ. We orient t∗0 via the fixed orientation of t∗ as the kernel of the
map e1∗ : t∗ −→ R. With the induced orientation on ϕ−1

0 (0) we obtain

χV,τε − χV,τ−ε =
∫

ϕ−1
0 (0)/T

i∗ : H∗
T (V ) ∼= S(t∗) −→ R. (6.3)

with the inclusion i : V I
δ −→ V .

Proof. We loose the minus sign from formula 6.2 by a change of orientation. All
the rest is clear.

Remark 6.13. Without the genericity assumption on the direction η one shows
more generally that the ϕs for s ∈ [0, 1] define a homotopy of T -moduli problems.
And lemma 6.11 can be rephrased as a morphism between the moduli problems
associated to ϕ on Zδ and ϕ1 on V I

δ . The above result then remains true if we
interprete the right hand side of 6.3 as the Euler class of the T -moduli problem
associated to ϕ0 on V I

δ as explained below.
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Observe that ϕ0 : V I
δ −→ t∗0 defines a fibred T -moduli problem of the kind that

we considered in section 5.3: We have the reduced T/T1 = T0-moduli problem
on V I given by the section ϕ0|V I : V I −→ t∗0. This is T0-regular, because τ0
as an element of t∗0 is regular for the weights wi ∈ t∗0 for i ∈ I. We write χV I ,τ0

for the associated Euler class.

The pull-back of the moduli problem under the projection

π : V I
δ
∼= V I × Sδ −→ V I

yields the T -regular moduli problem
(
V I

δ , V
I
δ × t∗0, ϕ0

)
, since ϕ0 does not depend

on the point in Sδ and T1 acts locally freely. Hence by proposition 5.6 we can
compute the right hand side of 6.3 by composing χV I ,τ0 with invariant push-
forward (π/T1)∗. So we finally obtain

χV,τε − χV,τ−ε = χV I ,τ0 ◦ (π/T1)∗ ◦ i
∗ : S(t∗) −→ R.

With the genericity assumption on the direction η this also follows immediately
from the functoriality property (4) in Proposition 3.2 without referring to fibred
moduli problems.

6.2.3 Localization

Recall that we derived an explicit formula for the T1-invariant integration
(π/T1)∗ ◦ i∗ : S(t∗) −→ S(t∗0) over an odd-dimensional sphere like Sδ in
the localization example in section 4.4. Note that the weights for the T -action
on Sδ are those wν with ν 6∈ I. Since the collection of the wν is assumed to
be proper no two weights are negative multiples of each other. Also recall that
every weight wν appears with multiplicity nν since dimC Vν = nν . So using
proposition 4.10 we can summarize and reformulate the wall crossing formula
as follows.

Theorem 6.14. Let x =
∏m

j=1 xj ∈ S∗(t∗). Then with the notation and con-
ventions from above we have

χV,τε(x)− χV,τ−ε(x) = χV I ,τ0(x0)

with

x0(ξ) :=
1

2πi

∮ ∏m
j=1〈xj , ξ + ze1〉∏

ν 6∈I〈wj , ξ + ze1〉nν
dz .

For every ξ the integral is around a circle in the complex plane enclosing all
poles of the integrand.
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6.3 Cohomology of toric manifolds

As we pointed out in section 6.1.1 we have the surjective Kirwan map

i∗τ : S(t∗) −→ H∗(X)

for every toric manifold X := XV,τ defined by a collection of weights wν ∈ Λ∗

and a super-regular element τ . We assume that the wν span all of t∗ — else X
would be empty. Hence we can present S(t∗) by sums and products of the wν

with the linear relations among them. If we manage to identify the generators
of the kernel of the Kirwan map in this presentation then we obtain an explicit
presentation of the cohomology ring H∗(X) in terms of generators and relations.

The result is well known and due to Danilov [Dan].

Theorem 6.15. There is a ring isomorphism

H∗(X;R) ∼= R [w1, . . . , wN ] / I,

where the ideal I is generated by the linear relations among the weights wν and
those products

∏
ν∈I

wν
nν with τ 6∈WĪ . (6.4)

Here I denotes a subset of {1, . . . , N} and Ī := {1, . . . , N}\I is its complement.
WĪ ⊂ t∗ denotes the cone spanned by the weights wν with ν ∈ Ī.

Remark 6.16. The usual formula for the relations 6.4 looks slightly different,
because usually weights that appear with higher multiplicity are accounted for
several times with their own indices. We instead treat them as one weight that
acts on a bigger space. It is a short combinatorial exercise to match our version
with the usual one.

To determine the kernel of the Kirwan map above, it suffices to know the kernel
of the Euler class χ := χV,τ : S(t∗) −→ R. An element x ∈ S(t∗) lies in the
kernel of i∗τ if and only if χ(xy) = 0 for all y ∈ S(t∗).

For an N -tupel of non-negative integers ` = (`1, . . . , `N ) we denote

w` :=
N∏

ν=1

wν
`ν ∈ S|`|(t∗) with |`| :=

N∑
ν=1

`ν .

Recall that dimRX = 2n − 2k with n =
∑N

ν=1 nν and k the dimension of the
torus T . Hence we want to compute χ

(
w`
)

for |`| = n− k.
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For any multi-index ` we introduce the notation

J` := {ν | `ν < nν} ⊂ {1, . . . , N} and W` := WJ`

and we define

s(`) :=
N∑

ν=1

max{`ν − nν , 0}.

The proof for the following result is contained in [CS, chapter 5]. It is a straight-
forward computation with the residue formula for the wall crossing.

Proposition 6.17. Let e1, . . . , ek be any basis of the lattice Λ. Assume that
the multi-index ` satisfies s(`) = 0 and |`| = n− k. Then we have

χ
(
w`
)

=

{ ∣∣∣det
(
〈wν , ej〉ν∈J`,1≤j≤k

)∣∣∣−1

if τ ∈W`,

0 if τ 6∈W`.

Remark 6.18. Since τ is regular the case τ ∈ W` can only occur if J` has at
least k elements, because W` has to have an interior in order to contain regular
elements. Together with the assumptions s(`) = 0 and |`| = n − k this implies
that |J`| = k, so that ` is of the form

`ν =
{
nν − 1 if ν ∈ J`,
nν if ν 6∈ J`.

In fact the k elements wν with ν ∈ J` have to form a basis for t∗ in this case.
Hence the formula in proposition 6.17 for the case τ ∈ W` makes sense: The
determinant of the given matrix is well defined and non-zero.

The following lemma shows that the above result already suffices to compute
any χ

(
w`
)
. Its proof is also contained in the arguments of [CS, chapter 5].

Lemma 6.19. Given any multi-index ` with |`| = n−k we can write w` ∈ S(t∗)
as a linear combination of terms of the form w`′ with J`′ ⊂ J` and with the
additional property that either χ

(
w`′
)

= 0 or s(`′) = 0.

We can now show that an element x :=
∏

ν∈I wν
nν with τ 6∈ WĪ indeed lies in

the kernel of the Kirwan map: Suppose that there exists a multi-index m with
χ (xwm) 6= 0. We write xwm =: w` with

`ν =
{
mν + nν if ν ∈ I
mν if ν ∈ Ī
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and apply the above lemma to write w` as a linear combination of terms w`′ .
We have J` ⊂ Ī, so all `′ satisfy J`′ ⊂ Ī. By assumption τ 6∈ WĪ , hence τ is
also not contained in any of the W`′ . We conclude that all involved w`′ satisfy
χ
(
w`′
)

= 0: Either this is immediately given by lemma 6.19, or in the case of
s(`′) = 0 it follows from proposition 6.17. This contradicts our assumption that
χ (xwm) 6= 0.

Hence the pairing of x with any other element y ∈ S(t∗) via χ(xy) gives zero.
This shows that i∗τx = 0 ∈ H∗(X).

If one tries to prove that the given relations actually generate the whole kernel
one runs into combinatorial difficulties. It is easy to show that modulo elements
of the ideal I any element in the kernel of the Kirwan map can be written as a
linear combination of terms w` with s(`) = 0 and τ ∈ W`. But we do not see
a simple way to argue that such a linear combination has to vanish by linear
relations among the wν .

The original way to prove completeness of these relations is to use Morse theory
to determine the rank of the free abelian group H∗(X) and then to show that
the given relations in fact give rise to a free abelian group of precisely this rank.
Although we are able to explicitly compute every pairing χ(xy) this does not
yield a simpler prove. So we will not go further in that direction.
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Chapter 7

Jeffrey-Kirwan localization

The discussion in the preceding chapter on wall crossing and the computation
of integrals over toric manifolds can be put into a much broader context. We
will briefly outline the general theory in this chapter.

Suppose the torus T acts on the compact manifold with boundary M such that
the action on the boundary ∂M is regular. Let α be a dT -closed form on M . If
the torus action was regular on all of M then by Stokes’ formula

∫
∂M/T

α =
∫

M/T

dα = 0.

But T -invariant integration over M is not defined as soon as there are points
p ∈ M with isotropy subgroups of positive dimension. As in section 4.1 we
denote the isotropy subgroups by Sp and their Lie algebras by tp. Consider the
set

Z := {p ∈M | dim(tp) ≥ 1} .

This set is T -invariant, but in general there is no reason why Z should be a
submanifold of M . But let us for the moment assume that

Z =
⊔
ν

Zν

is the disjoint union of connected and T -invariant submanifolds Zν such that
all p ∈ Zν have isotropy Sp = Sν for some fixed subgroup Sν ⊂ T .

We pick sufficiently small disjoint tubular neighbourhoods Uν of the Zν and
equivariantly identify the boundary of Uν with the unit sphere bundle SNν in
the normal bundle Nν of Zν in M with respect to an invariant metric.
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Now we obtain

∫
∂(M\tνUν)/T

α = 0

⇐⇒
∫

∂M/T

α =
∑

ν

∫
SNν/T

α.

If we denote the projection SNν −→ Zν by πν then we are precisely in the
situation required to apply proposition 3.2: The group Sν acts locally freely
on the sphere bundle SNν but trivially on the base Zν . If we introduce the
notation

Tν := T/Sν

then we obtain

∫
∂M/T

α =
∑

ν

∫
Zν/Tν

(πν/Sν)∗ α.

This is the basic identity from which the Jeffrey-Kirwan localization formulae
of [GK] and [Mar] and our results in chapter 6 can be deduced.

In all three cases the manifold M is obtained as the preimage of a certain path
τt in t∗ under the moment map µ : X −→ t∗ on some Hamiltonian T -space
X such that τt connects the point of reduction τ = τ0 with the exterior of the
image of µ. Hence

∂M/T = µ−1(τ)/T = X//T (τ)

is the symplectic quotient of X. Compactness of M is for example given if the
moment map is proper.

The first step now is to ensure that the above assumption on the set Z is satisfied.
This is done by a suitable choice for the path τt. In our case we have to demand
that the path does not hit the intersection of two walls. Then the components
Zν are the fixed point sets of certain one-dimensional subtori Sν ⊂ T . This can
in fact be arranged for any Hamiltonian T -space X (see [GK]).

Next one has to compute (πν/Sν)∗ α. We obtain the corresponding formula
in 6.14 by applying our relative version of the usual Atiyah-Bott localization
formula. This also works in the context studied in [GK] and gives an alternative
explanation for their residue operations. In addition we can avoid to work with
orbifolds.
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Finally one has to iterate this procedure for the Tν-invariant integrals over the
Zν . Indeed our detailed exposition in section 6.2 is mainly in order to show
that these reduced problems are in fact again of the same form as the initial
one and the combinatorial data can immediately be read off. This explicit
correspondence has no analogue in the more general setting of [GK] and is the
reason why one can actually evaluate these iterated residues to obtain the results
in section 6.3.
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Chapter 8

Vortex invariants

We now turn to vortex equations and the computation of vortex invariants for
toric manifolds. First we summarize the usual vortex setup in the case of a
linear torus action on CN . We then deform these equations as described in the
introduction and prove that this deformation yields a homotopy of regular T -
moduli problems. Then we study the deformed picture and gather consequences.

Throughout we freely use the notion and properties of moduli problems and
associated Euler classes from chapter 5. For the definitions and facts about the
Sobolev spaces that we use we refer to [KW, Appendix B]. The gauge-theoretic
results that we use originate in the work of Uhlenbeck [Uhl] and of Donaldson
and Kronheimer [DK], but we also use the book [KW] for references.

8.1 Setup

Let T be a k-dimensional torus. Using the notation from chapter 6 we consider
a torus action ρ on CN that is given by N weight vectors wν ∈ Λ∗. We assume
that this collection of weights is proper and spans t∗ so that we get non-empty
regular quotients XCN ,τ for regular elements τ in the image of the moment map

µ : CN −→ t∗ ; z 7−→ π

N∑
ν=1

|zν |2 · wν .

We fix an element κ ∈ Λ ∼= H2(BT;Z) and a principal T -bundle π : P −→ Σ
over a connected Riemann surface Σ with characteristic vector κ, i. e. P := f∗ET
with a classifying map f : Σ −→ BT satisfying f∗[Σ] = κ. Since T is connected
BT is 1-connected. Hence up to homotopy f is uniquely determined by this
property. Thus P is uniquely determined by the choice for κ.
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A T -equivariant map u : P −→ CN is the same as a section in the Hermitian
bundle V := P ×ρC

N or a collection of sections (u1, . . . , uN ) in the line bundles
Lν := P ×ρν C associated to the actions ρν of T on C given by the weights wν .
We use the convention that principal bundles carry right actions, hence we let
g ∈ T act on P ×C by

g(x, z) :=
(
xg−1, ρν(g)z

)
and equivariance of u : P −→ CN means that u(xg−1) = ρ(g)u(x). So for
p = π(x) ∈ Σ we set

uν(p) := [x, πν ◦ u(x)] ∈ Lν

with the projection πν : CN −→ C onto the ν-th component. This yields a
well-defined section of Lν since πν ◦ ρ(g) = ρν(g) ◦ πν . By construction the
degree of Lν is given by dν := 〈wν , κ〉 and V =

⊕N
ν=1 Lν .

Let A ∈ Ω1(P, t) be a connection form on P and u an equivariant map as above.
The symplectic vortex equations for the pair (u,A) at a parameter τ ∈ t∗ now
take the form

(∗)
{

(I) ∂̄Au = 0
(II) ∗FA + µ(u) = κ

vol(Σ) + τ.

In the first equation we have the linear Cauchy-Riemann operator ∂̄A on V that
is associated to the covariant derivative dAu := du−XA(u). It is given by

∂̄Au = dAu+ i ◦ dAu ◦ jΣ

with a fixed complex structure jΣ on Σ and the standard complex structure i
on CN . For the second equation we also fix a metric (respectively a volume
form dvolΣ) on Σ to get the Hodge ∗-operator and the volume vol(Σ) and we
also have to choose an inner product on the Lie algebra t to identify it with its
dual space t∗.

Note that in general the curvature FA is a two-form on Σ with values in the
bundle P ×Ad t, which in this case is trivial since T is abelian. Hence ∗FA is
just a map Σ −→ t. And by T -invariance of the moment map µ the composition
µ(u) also descends to a map Σ −→ t.

We consider the gauge group G(P ) of the principal bundle P and fix a point
x0 ∈ P to get the based gauge group

G0(P ) := {γ ∈ G(P ) | γ(x0) = e} .
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An element γ ∈ G(P ) is a smooth T -invariant map γ : P −→ T that acts on
pairs (u,A) by γ(u,A) := (γ∗u, γ∗A) with

(γ∗u) (x) := u (xγ(x)) = ρ
(
γ(x)−1

)
u(x)

and for v ∈ TxP

(γ∗A)x (v) := Ax(v) + γ(x)−1
∗ (dγ)x (v)

in short γ∗A = A+ γ−1dγ.

Now the based gauge group G0(P ) acts freely on the configuration space of pairs
(u,A). In fact γ∗A = A implies that γ : P −→ T is a constant map and since
P is connected the condition γ(x0) = e ∈ T for based gauge transformations
γ ∈ G0(P ) implies that γ(x) = e for all x ∈ P .

Using suitable Sobolev completions the quotient of this action becomes a smooth
Hilbert manifold B. Explicitly we consider

B :=
W k,2 (Σ,V)×Ak,2(P )

Gk+1,2
0 (P )

. (8.1)

By the local slice theorem ([KW, Theorem 8.1]) the quotient Ak,2(P )/Gk+1,2
0 (P )

is a smooth Hilbert manifold and the projection from B onto the connection-
part makes B to a Hilbert space bundle over this quotient. Taking k ≥ 3 ensures
that all objects are C2. In the end it does not matter which k ≥ 3 we take.

The map G(P )/G0(P ) −→ T ; [γ] 7−→ γ(x0) is a diffeomorphism. Hence the
action of the whole gauge group G(P ) descends to a T -action on the quotient B
given by

g [u,A] :=
[
ρ
(
g−1

)
u,A

]
with g ∈ T, [u,A] ∈ B.

Here we use that for an abelian Lie group the gauge group actually splits into the
product T × G0(P ) and that the constant gauge transformations g ∈ T ⊂ G(P )
act trivially on connections.

The equations (∗) now give rise to a T -moduli problem with base B and total
space

E :=
W k,2 (Σ,V)×Ak,2(P )×F

Gk+1,2
0 (P )

(8.2)



78 CHAPTER 8. VORTEX INVARIANTS

with fibre

F := W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕W k−1,2 (Σ, t) (8.3)

and section

S : B −→ E ; [u,A] 7−→
[
u,A,

(
∂̄Au

∗FA + µ(u)− κ
vol(Σ) − τ

)]
.

On the fibre F the gauge group G(P ) acts only on sections in the bundle V. Thus
a short computation shows that the section S is T -equivariant and well-defined,
i.e. it descends to the G0(P )-quotients.

The real index of this moduli problem ist (N − k) · χ(Σ) + 2
∑N

ν=1 dν and it is
regular if τ is regular. For the computation of the index, the regularity and the
compactness properties we refer to [CGMS]. The definition of the orientation
on det(S) will be discussed together with all further orientation issues in section
8.4.

The Euler class of this T -moduli problem then gives rise to the vortex invariant.
We denote it by

Ψρ,τ
κ,Σ : S∗(t∗)⊗H∗(A/G0) −→ R.

In case Σ = S2 has genus zero we omit the surface and just write Ψρ,τ
κ . This

map is constructed as follows: Elements in S∗(t∗)⊗H∗(A/G0) are pulled back to
H∗

T (B) via the equivariant evaluation map B −→ CN ; [u,A] 7−→ u(p0) and the
projection B −→ A/G0, and are then integrated T -invariantly over the compact
space of solutions M := S−1(0). If the space M is not cut out transversally
this integration is understood in terms of the Euler class.

Remark 8.1. In case of genus zero the space A(P )/G0(P ) is in fact contractible.
This follows for example from lemma 8.8 below. Hence the vortex invariant
reduces to a map

Ψρ,τ
κ : S∗(t∗) −→ R.

8.2 Deformation

The objects in the curvature equation (II) of (∗) are considered as elements of
W k−1,2(Σ, t). Using the fixed volume form dvolΣ we can split this vector space
into the direct sum

W k−1,2(Σ, t) = W k−1,2(Σ, t)⊕ t
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with

W k−1,2(Σ, t) :=
{
F ∈W k−1,2(Σ, t) |

∫
Σ

F · dvolΣ = 0
}
,

the space of maps with mean value equal to zero. For a general map F : Σ −→ t
we denote by

F :=

∫
Σ
F · dvolΣ
vol(Σ)

∈ t

its mean value and by

F := F − F

its projection onto the space of maps of zero mean value. Observe that by
Chern-Weil theory we have

∗FA =

∫
Σ
∗FA · dvolΣ
vol(Σ)

=
κ

vol(Σ)

for any connection A. For later use we also compute

µ(u) =
π

vol(Σ)
·

N∑
ν=1

‖uν‖2L2(Σ,Lν) · wν . (8.4)

In this splitting the vortex equations become

(∗)


(I) ∂̄Au = 0
(II) ∗FA + µ(u) = κ

vol(Σ) + µ(u)
(III) µ(u) = τ.

We regroup and introduce a parameter ε ∈ [0, 1] in the second equation to
obtain

(∗)ε


(I) ∂̄Au = 0
(II)ε ∗FA − κ

vol(Σ) = ε
(
µ(u)− µ(u)

)
(III) µ(u) = τ.

Remark 8.2. One can interprete the equations (∗)ε as the vortex equations for
the same Hamiltonian group action, but with rescaled symplectic form ε · ω on
the target manifold (hence the moment map for the action gets multiplied by ε)
and with rescaled parameter ε · τ . So as long as ε 6= 0 nothing particular will
happen. But the limit for ε −→ 0 is very interesting.
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We claim, and will prove it in the remainder of this section, that the deformed
equations with ε = 0 yield the same invariants as the usual vortex equations.
We consider the Hilbert space bundle [0, 1] × E −→ [0, 1] × B with B as in 8.1
and E as in 8.2, but we write the fibre from 8.3 as

F := W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕W k−1,2 (Σ, t)⊕ t.

In this bundle the equations (∗)ε give rise to the section

S : [0, 1]× B −→ [0, 1]× E

(ε, [u,A]) 7−→

ε,
u,A,

 ∂̄Au

∗FA − κ
vol(Σ) + ε · µ(u)− ε · µ(u)

µ(u)− τ

 .

Our claim now follows from the following theorem in combination with the
cobordism property of the Euler class.

Theorem 8.3. The triple {[0, 1]× B, [0, 1]× E ,S} defines a homotopy of regular
T -moduli problems if τ is regular.

There are three things to check that are not obvious:

(Orientation) There is a natural orientation on all determinant bundles
det
(
S|{ε}×B

)
with ε ∈ [0, 1] that fit together to define an orientation

on det(S) once we fix an orientation for the interval [0, 1].

(Regularity) The T -isotropy subgroup at every point [u,A] ∈ B with (u,A)
solving (∗)ε for some ε ∈ [0, 1] is finite.

(Compactness) The space of solutions {(ε, [u,A]) | (u,A) solves (∗)ε} in
[0, 1]× B is compact.

We discuss these points in separate sections.

8.2.1 Orientation

We refer to the argument from [CGMS, chapter 4.5] for the orientation in the
original vortex moduli problem and argue that the additional parameter ε only
induces a compact perturbation of the original operators and hence their de-
terminants are canonically identified. We postpone the detailed discussion to
section 8.4.
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8.2.2 Regularity

The idea for this proof is taken from [CGMS, Remark 4.3]. An element g ∈ T
fixes a map u : P −→ CN if

g ∈
⋂

x∈P

Isou(x)(T ) =: S.

Now VS :=
{
z ∈ CN | S ⊂ Isoz(T )

}
is a linear subspace, so µ(VS) is a convex

cone in t∗ based at zero. By construction u maps into VS , hence we obtain∫
Σ
µ(u) · dvolΣ ∈ µ(VS) and hence also

µ(u) =

∫
Σ
µ(u) · dvolΣ
vol(Σ)

∈ µ(VS).

Equation (III) then implies τ ∈ µ(VS). Thus there exists a z0 ∈ µ−1(τ) ∩ VS .
By definition of VS we have S ⊂ Isoz0(T ). By assumption τ is regular, which
implies that T acts with finite isotropy on z0 ∈ µ−1(τ). Hence S is finite.

8.2.3 Compactness

Let (εj , uj , Aj) ∈ [0, 1] ×W k,2 (Σ,V) × Ak,2(P ) be a sequence of triples with
(uj , Aj) solving (∗)εj . We want to prove the existence of a convergent subse-
quence in the quotient by Gk+1,2

0 (P ). By Sobolev embedding it suffices to exhibit
a uniform W k+1,2-bound on all (uj , Aj) after modifying them by suitable gauge
transformations. We do this in several steps.

Step 1:

The curvature of the connections Aj is uniformly bounded, i. e. there exists a
constant C with

‖FAj‖L∞ ≤ C

for all j.

Proof. The computation is analogous to the one in [CGS, Proposition 3.5].
There an L∞-bound on the maps u of solutions (u,A) to the usual vortex equa-
tions (∗) is shown. By the curvature equation (II) this yields such a uniform
bound on the curvatures. In our case for a solution (ε, u,A) of (∗)ε we only get
an L∞-bound on ε · µ(u), which does not give a uniform bound on the maps u,
but which is sufficient to also uniformly bound the curvatures via (II)ε.
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We fix a cover of Σ by a finite number of holomorphic charts Uk and equivariant
trivializations P |UK

∼= Uk × T that induce trivializations V|Uk
∼= Uk ×CN via

the local lifts Uk −→ P |Uk
; z 7−→ (z,1). In local holomorphic coordinates

(s, t) on Uk we can write a connection A as ϕ(s, t)ds + ψ(s, t)dt with functions
ϕ,ψ : Uk −→ t. Then the local expression for the curvature is

FA = (∂sψ − ∂tϕ)ds ∧ dt,

because the torus is abelian. The volume form dvolΣ is locally given by λ2ds∧dt
with a positive function λ. The infinitesimal action of an element ξ ∈ t at
z ∈ CN is given by Xξ(z) = ρ̇(ξ) · z with the skew-Hermitian matrix

ρ̇(ξ) := 2πi · diag(〈wν , ξ〉).

With this notation the equations (I) and (II)ε in local holomorphic coordinates
(s, t) on a chart Uk are equivalent to

(I)loc ∂su− ρ̇(ϕ)u+ i (∂tu− ρ̇(ψ)u) = 0, (8.5)

(II)loc
ε

∂sψ − ∂tϕ

λ2
− κ

vol(Σ)
= ε

(
µ(u)− µ(u)

)
. (8.6)

We introduce ∇s := ∂s − ρ̇(ϕ) and ∇t := ∂t − ρ̇(ψ) and denote the standard
real inner product on CN by 〈 , 〉. Then 〈u,∇su〉 = 〈u, ∂su〉, because ρ̇ is
skew-symmetric. With this observation a short computation shows that

∆|u|2

2
:=

1
2

(∂s∂s + ∂t∂t) 〈u, u〉 = |∇su|2 + |∇tu|2 + 〈u,∇s∇su+∇t∇tu〉 .

Now equation 8.5 reads ∇su = −i∇tu and hence

∇s∇su+∇t∇tu = ∇s (−i∇tu) +∇t (i∇s)u = i (∇t∇su−∇s∇tu) .

Furthermore

∇t∇su = (∂t − ρ̇(ψ)) (∂s − ρ̇(ϕ))u
= ∂t∂su− ρ̇(∂tϕ)u− ρ̇(ϕ)∂tu− ρ̇(ψ)∂su+ ρ̇(ψ)ρ̇(ϕ)u

and correspondingly with (s, ϕ) and (t, ψ) interchanged.
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Combining all these equations we obtain the following estimate:

∆|u|2

2
≥ 〈u, i (ρ̇(∂sψ)− ρ̇(∂tϕ))u〉

Here we used that the partial derivatives ∂s and ∂t as well as diagonal matrices
commute. If we write

ξε := λ2

(
κ

vol(Σ)
+ εµ(u)− εµ(u)

)
then equation 8.6 reads ∂sψ − ∂tϕ = ξε and hence

∆|u|2

2
≥ 〈u, iρ̇(ξε)u〉

= −〈u, 2π · diag(〈wν , ξε〉) · u〉
= −

∑
ν

2π · 〈wν , ξε〉 · |uν |2

= −2

〈
π
∑

ν

|uν |2 · wν , ξε

〉
= −2 〈µ(u), ξε〉 .

Now let x ∈ P be a point at which the function |u|2 attains its maximum. Then
0 ≥ ∆|u|2(x) and hence

0 ≤ 〈µ(u(x)), ξε(x)〉

= λ2 ·
〈
µ(u(x)),

κ

vol(Σ)
+ ετ − εµ(u(x))

〉
≤ λ2 · |µ(u(x))| ·

∣∣∣∣ κ

vol(Σ)
+ ετ

∣∣∣∣− λ2 · ε · |µ(u(x))|2 ,

where we useed the third equation µ(u) = τ for solutions of (∗)ε.

This implies

ε · |µ(u(x))| ≤
∣∣∣∣ κ

vol(Σ)

∣∣∣∣+ |τ | =: c.

Now since µ is proper this gives a bound on ε · |u(x)|2, which by definition of
x holds for ε · |u(y)|2 for all y ∈ P . This in turn gives a uniform bound for
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ε · |µ(u)|. Explicitly: Since the collection of wν is proper, by definition 6.1 there
exists an element η ∈ t with |η| = 1 and 〈wν , η〉 > 0 for all ν. We denote
m := min {〈wν , η〉 | ν = 1, . . . , N} > 0 and compute

ε · |u(x)|2 ≤ ε ·
N∑

ν=1

|uν(x)|2 · 〈wν , η〉
m

= ε · 〈µ(u(x)), η〉
πm

≤ ε · |µ(u(x))| · |η|
πm

≤ c

πm
.

Hence we obtain

ε · |µ(u)| ≤ ε · π
N∑

ν=1

|uν |2 ·max{|wν |} ≤
c ·max{|wν |}

m
(8.7)

for any triple (ε, u,A) with (u,A) solving (∗)ε. Now by (II)ε we obtain a uniform
bound on the curvatures as claimed.

Step 2:

Fix a real number q > 1 and a smooth reference connection A0 on P . Then
there exist gauge transformations γj ∈ G2,q(P ) and a constant C such that

‖γ∗jAj −A0‖W 1,q ≤ C

for all j.

Proof. By step 1 the curvatures FAj
are uniformly Lq-bounded. Hence the claim

follows by Uhlenbeck compactness (see [KW, Theorem A]).

Step 3:

There is a uniform W 2,2-bound on the maps γ∗j uj , i. e. there exists a constant
C with

‖γ∗j uj‖W 2,2 ≤ C

for all j.

Proof. By equation (III) there is a uniform L2-bound, because

‖u‖2L2 =
N∑

ν=1

‖uν‖2L2 ≤
∑N

ν=1 ‖uν‖2L2 · 〈wν , η〉
m

=
〈τ · vol(Σ), η〉

πm
=: c02.
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We fix a smooth partition of unity (fk) subordinate to the fixed finite cover
(Uk). It now suffices to give uniform W 2,2-bounds for maps f ·u having compact
support in one chart U with holomorphic coordinates (s, t). We write ‖ · ‖l,p for
‖ · ‖W l,p(U) and ∂̄ := ∂s + i∂t. We compute

‖∂s(fu)‖20,2 + ‖∂t(fu)‖20,2 = ‖∂̄(fu)‖20,2 ≤
(
cf · c0 + ‖∂̄u‖0,2

)2
.

Here cf is a constant depending only on the function f . Now equation 8.5
implies ∂̄u = (ρ̇(ϕ) + iρ̇(ψ))u =: B · u and by step 2 the entries of the diagonal
matrix B are L∞-bounded. Again using the uniform L2-bound on u this gives
a uniform W 1,2-bound on f · u and hence a bound

‖u‖W 1,2 ≤ c1.

Now consider the same computation as above with (fu) replaced by ∂s(fu). We
obtain the estimate

‖∂s∂s(fu)‖20,2 + ‖∂t∂s(fu)‖20,2 ≤
(
cf · (c0 + c1) + ‖∂̄∂su‖0,2

)2
.

The s-derivative of 8.5 gives ∂̄∂su = ∂sB · u+B · ∂su. We get an L2-bound on
B ·∂su via the L∞-bound on B and the W 1,2-bound on u. And for the L2-bound
on ∂sB · u note that the W 1,2-bound on u gives rise to an L4-bound on u, as
well as a W 1,4-bound on the connection A (from step 2 if we take q ≥ 4) gives
an L4-bound on ∂sB, and hence we get an L2-bound on the product.

Together with the corresponding estimate from replacing (fu) by ∂t(fu) we
finally get the desired W 2,2 bound.

From this point the proof continues along the lines of [CGMS, Theorem 3.2].
There compactness for solutions of the usual vortex equations is shown under the
additional assumption that the first derivatives of the maps u satisfy a uniform
L∞-bound.

We replace the sequence (εj , uj , Aj) by (εj , γ
∗
j uj , γ

∗
jAj), so we have a uniform

W 1,q-bound on (uj , Aj) modulo G2,q(P ) with q ≥ 4. Hence we get a weak
W 1,q-limit (ε, u,A) for some subsequence that we again denote by (εj , uj , Aj).
It follows that (u,A) satisfies (∗)ε and the next step is to improve the regularity
of this limit solution.

Step 4:

Fix a real number q > 2. Given a solution (u,A) of (∗)ε of class W 1,q there
exists a gauge transformation γ ∈ G2,q(P ) such that γ∗(u,A) is smooth.
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Proof. This follows exactly as in [CGMS, Theorem 3.1]. The additional factor
of ε ∈ [0, 1] in the curvature equation does not affect the argument.

So if we replace the previous gauge transformations γj by γj · γ then the limit
solution (u,A) is actually smooth. Note that the product of two W 2,q gauge
transformations on P is again of class W 2,q.

Next we want to apply the local slice theorem [KW, Theorem 8.1] to put the
connections Aj into Coulomb gauge relative to A. We have a uniform bound
on ‖Aj − A‖W 1,q and since the Aj converge strongly in C0 to A a suitable
subsequence lies in a sufficiently small L∞-neighbourhood of A so that we can
apply the local slice theorem. We obtain a sequence βj ∈ G2,q(P ) such that

d∗A(β∗jAj −A) = 0

and a constant C with

‖β∗jAj −A‖L∞ ≤ C · ‖Aj −A‖L∞

and

‖β∗jAj −A‖W 1,q ≤ C · ‖Aj −A‖W 1,q

for all j.

By the second inequality a subsequence of β∗jAj will again have a weak W 1,q-
limit which by the first inequality has to be equal to A. But we also have to
control β∗j uj .

Step 5:

The sequence βj ∈ G2,q(P ) is uniformly W 2,q-bounded.

Proof. By the second of the above inequalities we get a uniform bound on
‖β−1

j dβj‖W 1,q which in turn gives a uniform W 2,q-bound on βj . See [KW,
Appendices A, B] for details.

Thus replacing (uj , Aj) with β∗j (uj , Aj) yields an equivalent sequence with uni-
form W 1,q-bounds and connections in relative Coulomb gauge to A modulo
G2,q(P ) with q ≥ 4. In fact a uniform W 1,q-bound on the gauge transforma-
tions βj would suffice to keep the β∗j uj bounded.
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Step 6:

For every l ≥ 1 there is a number Cl with the property that

‖uj‖W l,2 ≤ Cl

and

‖Aj −A‖W l,2 ≤ Cl

for all j.

Proof. We already have the result for l = 1 and we get the estimates for higher
l by induction, because the gauge condition d∗A(Aj − A) = 0 together with the
curvature equation (II)ε and equation (I) form a complete elliptic system.

Finally we do not want these uniform estimates on (uj , Aj) modulo the action of
gauge transformations γj ∈ G2,q(P ), but modulo based gauge transformations
of class W k+1,2. Arranging the γj to be based is easy in our abelian case: We
can just multiply every γj by the constant gauge transformation γj(x0)−1, while
keeping uniform bounds. To get the desired regularity we need

Step 7:

Suppose A ∈ Ak,2(P ) and γ ∈ G2,2(P ) are such that γ∗A is again of class W k,2

and let k ≥ 2. Then in fact γ ∈ Gk+1,2(P ).

Proof. By definition γ∗A = γ−1Aγ + γ−1dγ, hence dγ = γ(γ∗A) − Aγ. Now
the product of W 2,2 with W k,2 for sections over a 2-dimensional manifold Σ is
again of class W 2,2 if k ≥ 2. Hence γ is in fact of class W 3,2 and the result
follows by induction.

This completes the proof for compactness. We finish the deformation discussion
with a list of important remarks.

Remark 8.4. The above arguments also show that the solution space and hence
the associated invariants do not depend on the choice of k in the definition of
the configuration space B: All solutions are gauge equivalent to smooth ones.

Remark 8.5. The corresponding deformation is already used in [CGMS, chap-
ter 9] for the computation of vortex invariants of weighted projective spaces.
But the claimed property of beeing a homotopy of regular moduli problems is not
further justified.
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Remark 8.6. It is essential for the deformation that the Lie group T is abelian.
The above proof for regularity does not extend to non-abelian groups. Further-
more the bundle P ×T t will in general not be trivial and sections therein cannot
be integrated over Σ. Hence one can not simply split the integrated equation
(III) from the curvature equation. An extension to general Lie groups is possi-
ble if one restricts to trivial principal bundles P . This case was considered by
Woodward [Wood].

Remark 8.7. In step 3 of the above proof for compactness it is essential that
we work with the standard complex structure on Cn. So while this deformation
could in principle be considered for any Hamiltonian T -space, it is not clear that
it gives a homotopy of T -moduli problems in general. We examine this question
further in chapter 9.

8.3 Computation of vortex invariants

We will now show how the deformation result can be used to actually compute
vortex invariants by studying the moduli problem associated to the equations
(∗)ε=0. This moduli problem is given by B as in 8.1, the bundle E as in 8.2 with
fibre

F := W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕W k−1,2 (Σ, t)⊕ t,

and the section

S : B −→ E ; [u,A] 7−→

u,A,
 ∂̄Au

∗FA − κ
vol(Σ)

µ(u)− τ

 .
8.3.1 The Jacobian torus

We begin with the following fact (see for example [DK]):

Lemma 8.8. Let π : P −→ Σ be a principal T k-bundle over a closed Riemann
surface Σ of genus g (with fixed volume form dvolΣ) with characteristic vector
κ ∈ Λ ⊂ t. Then the constant map κ̄ := κ/vol(Σ) is a regular value of the map

Φ : A(P )/G0(P ) −→
{
F : Σ −→ t |

∫
Σ

F · dvolΣ = κ

}
[A] 7−→ ∗FA
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The preimage Φ−1(κ̄) is diffeomorphic to the Jacobian torus

T :=
[
H1(Σ;R)
H1(Σ;Z)

]k

.

Proof. To be precise in the statement of the lemma we have to introduce Sobolev
completions in source and target of the map Φ. But then by smoothness of the
element κ̄ and elliptic regularity one shows that all solutions lie in the quotient
A(P )/G0(P ) of smooth objects. For simplicity we omit this discussion and deal
with smooth objects right away.

Given any A ∈ A(P ) the element ∗FA ∈ C∞(Σ, t) is defined as follows: By the
properties of connections the differential dA ∈ Ω2(P, t) descends to a 2-form
FA := π∗dA ∈ Ω2(Σ, t). This curvature-form is invariant under the action of
the gauge group G(P ) on connections. Then one puts ∗FA · dvolΣ := FA.

Recall that by Chern-Weil-theory the integral
∫
Σ
FA is the same for any con-

nection A and this value was our definition for the characteristic vector κ.

We first consider the case of a principal S1-bundle (i. e. we set k = 1). We
identify Lie(S1) ∼= R and write connections just as usual 1-forms. We start
with an arbitrary connection A and note that FA and κ̄·dvolΣ are cohomologous
since their difference evaluates to zero upon pairing with the fundamental class
[Σ]. Hence there is an element α ∈ Ω1(Σ) such that

FA − κ̄ · dvolΣ = dα.

Now define A0 := A − π∗α. First observe that A0 again is a connection form.
Furthermore it satisfies

∗FA0 = ∗π∗d(A− π∗α) = ∗(FA − dα) = κ̄.

The same reasoning as above shows that

{
F ∈ C∞(Σ) |

∫
Σ

F · dvolΣ = κ

}
=
{
κ̄+ ∗dα | α ∈ Ω1(Σ)

}
.

And for every connection A with ∗FA = κ̄ we see that the elements of the affine
space

{
A+ π∗α | α ∈ Ω1(Σ)

}
are connections with curvature κ̄ + ∗dα. This

shows that indeed κ̄ is a regular value of Φ.

To express Φ−1(κ̄) we first note that any A with ∗FA = κ̄ differs from A0 by
π∗α for some α ∈ Ω1(Σ) with dα = 0. Hence we obtain

Φ−1(κ̄) = {A0 + π∗α | dα = 0} /G0(P ).
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Now consider the normal subgroup G0,contr.(P ) C G0(P ) consisting of all those
based gauge transformations γ : Σ −→ S1 that are homotopic to the constant
map Σ 7−→ 1. Any such map can be written as γ(z) = eif(z) for some smooth
map f : Σ −→ R. The action of such a transformation on a connection A is
given by γ∗A = A+ π∗df .

Hence we obtain

{A0 + π∗α | dα = 0} /G0,contr.(P ) ∼= H1(Σ;R)

and the quotient G0(P )/G0,contr.(P ) can be identified with homotopy classes of
maps Σ −→ S1, which in turn is H1(Σ,Z). This proves the lemma in the case
k = 1. The general case now follows by splitting the k-torus into a product
of k circles and considering each component of the connections in the induced
splitting t ∼= ⊕k

j=1Lie(S1) separately.

This observation gives rise to the following morphism of moduli problems. We
define

Bκ :=
W k,2 (Σ,V)×

{
A ∈ Ak,2(P ) | ∗ FA = κ̄

}
Gk+1,2

0 (P )
.

This is a smooth submanifold of B. Over Bκ we consider the bundle Eκ with
fibre

Fκ := W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕ t

and section

Sκ : Bκ −→ Eκ ; [u,A] 7−→
[
u,A,

(
∂̄Au

µ(u)− τ

)]
.

The inclusion Fκ −→ F given by (δ, v) 7−→ (δ, 0, v) induces a bundle homomor-
phism F : Eκ −→ E covering the inclusion f : Bκ −→ B. It is now straightfor-
ward to show the following

Lemma 8.9. The pair (f, F ) is a morphism between the T -moduli problems
(Bκ, Eκ,Sκ) and (B, E ,S) in the sense of definition 5.2.

Proof. Only the fourth property of a morphism in definition 5.2 needs an expla-
nation. In fact we have not yet defined the orientation on det(Sκ). So we could
take the fourth point as the defining property for this orientation. We refer to
section 8.4 for a detailed discussion of orientations.
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8.3.2 Moduli spaces

We digress a little and just look at the moduli space Mκ = S−1
κ (0) without

worrying about the fact that in general it will not be cut out transversally.

Genus zero

In case Σ = S2 is a surface of genus zero the Jacobian torus is just one point.
We fix a smooth connection A representing this point, i. e. with ∗FA = κ̄, and
identify

Bκ
∼= W k,2 (Σ,V) .

The two components of the section Sκ are now completely uncoupled. The first
one picks out the holomorphic sections (with respect to the fixed connection A)
in the Hermitian vector bundle V = ⊕N

ν=1Lν . This is a finite dimensional vector
space V . The L2 inner product on sections of V makes V into a Hermitian
vector space.

If we denote the space of holomorphic sections in the line bundle Lν by Vν we
obtain V = ⊕N

ν=1Vν . The dimension of Vν is the dimension of the kernel of the
linear Cauchy-Riemann operator in the bundle Lν of degree dν = 〈wν , κ〉. By the
Riemann-Roch theorem (see [McS, Theorem C.1.10] for the precise statements
that we refer to) this is given by

nν := dimC Vν = max (0, 1 + dν) .

The remaining T ∼= G/G0-action on B carries over to a linear torus action ρ on
V that on the component Vν is given by the weight vector wν . Thus we are
precisely in the setting of a Hamiltonian torus action as described in section 6.1.
Hence the moment map for this action is given by

V =
N⊕

ν=1

Vν −→ t∗

(uν) 7−→ π

N∑
ν=1

‖uν‖2L2(Σ,Lν) · wν .

If we rescale the Hermitian form on V by vol(Σ)−
1
2 and compare this to equation

8.4 we see that the moment map is exactly µ. Thus the second component of
the section Sκ just picks out the τ -level of the moment map.

So in the notation of section 6.1 we obtain Mκ/T ∼= XV,τ . We have shown
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Theorem 8.10. Consider the linear torus action on CN that is given by weights
(wν)ν=1,...N . Then the moduli space of the deformed genus zero vortex equations
in degree κ for a regular parameter τ is the toric manifold XV,τ with V = ⊕N

ν=1Vν

as above.

The difference between the original toric manifold XCN ,τ and this moduli space
lies solely in the dimensions of the vector spaces Vν . These dimensions are
completely determined by the value of κ.

This observation makes the computation of the vortex invariants for genus zero
surfaces extremely transparent. We will turn to this point in the next section.

Higher genus

If the genus g of Σ is greater or equal to one then the dimension of the Jacobian
torus T is positive and the base manifold Bκ is a bundle over T with fibre
W k,2 (Σ,V) and the remaining torus acts only in the fibres. Now the above
discussion applies to the restriction of the T -moduli problem (Bκ, Eκ,Sκ) to any
such fibre, but the picture in each fibre may look very different: The dimension
of the kernel of the operator ∂̄A depends on the point [A] ∈ T. But we can
circumvent this difficulty if we make restrictions on the degrees dν . If we assume
that for every ν we either have

dν > 2g − 2 or dν < 0

then we get that the spaces Vν of holomorphic sections in Lν have complex
dimension

nν = max(0, 1− g + dν)

independent of the connection:

If dν < 0 we have nν = 0 and in fact the Riemann-Roch theorem tells us that
the Cauchy-Riemann operator of a complex line bundle of negative degree is
injective and hence dim(ker ∂̄A) = 0 for any connection A.

If on the other hand dν − 2g + 2 > 0, then the Cauchy-Riemann operator is
surjective and the dimension of the kernel agrees with the index (1 − g + dν).
And in fact we have nν = 1− g + dν in that case, because

dν − 2g + 2 > 0 =⇒ 1− g + dν > g − 1 ≥ 0.

This proves the following generalization of theorem 8.10 for general genus g.

Theorem 8.11. With the notation and the assumptions on the degrees dν from
above the vortex moduli space Mκ/T is a fibre bundle over the Jacobian torus
T with toric fibre XV,τ .
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8.3.3 Finite dimensional reduction

From now on we concentrate on the case Σ = S2 of genus zero. The next step
is to reduce the moduli problem (Bκ, Eκ,Sκ) to a finite dimensional one. The
existence of a finite dimensional reduction is the general tool to define the Euler
class for an equivariant moduli problem. In our case this reduction is easy and
we can give an explicit description, because of linearity.

As in the above discussion of the genus zero case we fix a smooth connection A
with ∗FA = κ̄ and write

Bκ
∼= W k,2 (Σ,V) =

N⊕
ν=1

W k,2 (Σ,Lν) .

For every ν ∈ {1, . . . , N} we denote by ∂̄A,ν the linear Cauchy-Riemann operator
on W k,2 (Σ,Lν) with respect to the fixed connection A. We set

Vν := ker ∂̄A,ν and Wν := coker ∂̄A,ν

and identify Wν with the L2-orthogonal complement to the image of ∂̄A,ν in
W k−1,2

(
Σ,Λ0,1T ∗Σ⊗C Lν

)
. Thus all Vν and Wν are Hermitian vector spaces

with othogonal T -actions given by the respective weights wν . As explained
above it makes sense to rescale the natural L2 inner products on these spaces
by vol(Σ)−

1
2 . By the Riemann-Roch theorem we have

nν := dimC(Vν) =
{

0 if dν < 0,
1 + dν if dν ≥ 0.

and hence

mν := dimC(Wν) =
{
−1− dν if dν < 0,

0 if dν ≥ 0.

Recall that the degree dν of the complex line bundle Lν is given by 〈wν , κ〉.
Hence the dimensions of these spaces depend on κ.

We now consider the following T -moduli problem

Bκ :=
N⊕

ν=1

Vν , Fκ :=

(
N⊕

ν=1

Wν

)
⊕ t , Eκ := Bκ × Fκ

with

Sκ : Bκ −→ Fκ ; v 7−→
(

0
µ(v)− τ

)
.
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This finite dimensional moduli problem is oriented by the natural orientation of
complex vector spaces and a choice of orientation on t.

Lemma 8.12. The inclusions Bκ ⊂ Bκ and Fκ ⊂ Fκ induce a morphism
between the T -moduli problems (Bκ, Eκ, Sκ) and (Bκ, Eκ,Sκ).

Proof. Everything apart from orientations is obvious. We deal with orientations
in section 8.4.

8.3.4 The Euler class

We are now ready to compute the Euler class χBκ,Eκ,Sκ . Recall from chapter 5
that for an oriented finite dimensional moduli problem the Euler class is defined
as follows: Pick a T -equivariant Thom structure (U, θ) on (Bκ, Eκ, Sκ) and for
a dT -closed equivariant form α ∈ Ω∗

T (Bκ) set

χBκ,Eκ,Sκ(α) :=
∫

Bκ/T

α ∧ Sκ
∗θ.

Lemma 8.13. The Thom form θ ∈ Ω∗
T (Eκ) can be chosen such that

Sκ
∗θ =

(
N∏

ν=1

wmν
ν

)
∧ Sκ

∗πF
∗θt.

Here θt is an ordinary Thom form on t and πF : Eκ = Bκ × Fκ −→ Fκ is the
projection onto the fibre of E.

Proof. Since the bundle E is trivial the Thom form θ can be written as

θ = πF
∗(θ1 ∧ . . . ∧ θN ∧ θt),

where θν is an equivariant Thom form on the linear space Wν . The section
Sκ is zero in all components Wν , hence the pull-back of πF

∗θν under Sκ is by
definition the equivariant Euler class of the trivial bundle Bκ ×Wν . Now the
complex dimension of Wν is mν and the torus T acts on Wν via the weight
vector wν . Hence by 4.5 this Euler class is given by

Sκ
∗πF

∗θν = wmν
ν .

The claimed result follows.
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Proposition 8.14. With V := Bκ = ⊕N
ν=1Vν and the notation from section

6.1.1 we have

χBκ,Eκ,Sκ(α) = χV,τ

(
α ·

N∏
ν=1

wmν
ν

)

for every α ∈ S(t∗).

Proof. This follows immediately from the preceding lemma and the fact that
χV,τ is defined to be the Euler class of the T -moduli problem associated to the
toric manifold that is described by the data Vν , wν and τ .

Theorem 8.15. With the notation from above the genus zero vortex invariant
for a regular element τ is given by the formula

Ψρ,τ
κ (α) = χV,τ

(
α ·

N∏
ν=1

wmν
ν

)

for every α ∈ S(t∗).

Proof. This follows immediately from the preceding proposition and the cobor-
dism and the functoriality property of the Euler class. One only has to observe
that the homotopy from our deformation and the subsequent morphisms induce
the identity map on S(t∗) and that the orientation conventions for the original
vortex moduli problem and the moduli problem associated to a toric manifold
coincide. We deal with the orientations in the following section.

8.4 Orientations

There are four issues on orientation that we still have to attend to:

• We need to define the orientation on the homotopy of moduli problems
given by our deformation in section 8.2.

• We need to identify the orientation on the target moduli problem of the
morphism in section 8.3.1.

• We need to identify the orientation on the finite dimensional reduction in
section 8.3.3.

• We need to relate the resulting orientation to that of toric manifolds as
discussed in section 6.1.2.



96 CHAPTER 8. VORTEX INVARIANTS

We start with the first point, which is just a slight generalization of the definition
of orientation on the original vortex moduli problem. Given a solution [u,A] ∈ B
of (∗)ε for some ε we choose a local trivialization of the bundle E around this
point to obtain the vertical differential

D : T[u,A]B −→ F .

This operator is Fredholm and its determinant det(D) is the one-dimensional
vector space

det(D) = Λmax (kerD)⊗ Λmax (cokerD) .

The tangent space T[u,A]B can be identified with the kernel of the map

ϕ : W k,2 (Σ,V)×W k,2 (Σ, T ∗Σ⊗ t) −→ W̃ k−1,2 (Σ, t) ,

which is the L2-adjoint to the inclusion of the tangent space to the orbit of
the based gauge group. Here W̃ denotes the space of maps that vanish at the
basepoint x0. We write an additional summand t into the target to get a map
ϕ̃ into W k−1,2 (Σ, t) that corresponds to a local slice condition for the whole
gauge group. Now after fixing an orientation on t the determinant of D can be
canonically identified with the determinant of the operator

D̃ : W k,2 (Σ,V)×W k,2 (Σ, T ∗Σ⊗ t) −→ F ⊕W k−1,2 (Σ, t)

that is given by D ⊕ ϕ̃.

Now source and target of D̃ carry complex structures and in the case of ε = 1 it
is shown in [CGMS, Chapter 4.5] that D̃ is a compact perturbation of a certain
complex linear operator. But this is also true for any other value of ε: The
parameter ε only appears as a factor in front of some parts of this compact
perturbation. Hence the natural orientation of the determinant for a complex
linear Fredholm operator induces an orientation for det(D).

This shows that during the whole homotopy we can orient all determinant line
bundles by connecting the corresponding operators to one fixed complex linear
one in the space of Fredholm operators. This defines an orientation on our
homotopy.

Let us be explicit about the complex structures that are used to define this
orientation. On W k,2 (Σ,V) we get it from the fixed Hermitian structure on V.
On W k,2 (Σ, T ∗Σ⊗ t) we take the Hodge ∗-operator that is given by the fixed
metric on Σ. On

F⊕W k−1,2 (Σ, t) = W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕W k−1,2 (Σ, t)⊕W k−1,2 (Σ, t)
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the complex structure is determined by fixing an order of the second and third
component. Here we make the same choice as for the complex structure on
t ⊕ t that we made in section 6.1.2 in order to define the orientation of toric
manifolds.

Next we consider the morphism (f, F ) from lemma 8.9. Recall that the source
moduli problem (B, E ,S) features the curvature equation ∗FA = κ̄ as part of
the section S, while the target moduli problem (Bκ, Eκ,Sκ) has this equation as
part of the definition of Bκ.

The orientation of det(S) is given as above and we can define the orientation
on det(Sκ) in just the same way: We split

W k−1,2 (Σ, t) ∼= t⊕W k−1,2 (Σ, t)

as in the introduction to section 8.2 and we can identify the kernel and cokernel
of the vertical differentialDκ with the kernel and cokernel of the same operator D̃
that we use to orient det(S). Only the component W k−1,2 (Σ, t) of the summand
that belongs to F is no longer interpreted as part of the fibre in the moduli
problem, but as defining equation for the tangent space to Bκ.

With this orientation on (Bκ, Eκ,Sκ) it is clear that (f, F ) is orientation pre-
serving.

Note that in the above splitting of W k−1,2 (Σ, t) we identify the subset of con-
stant maps with t, which agrees with the identification of t in the splitting

W k−1,2 (Σ, t) ∼= t⊕ W̃ k−1,2 (Σ, t)

that we used to extend the map ϕ to ϕ̃.

Now in the process of finite dimensional reduction in section 8.3.3 we first throw
away all the data associated to the connections A by fixing one. By the above re-
mark we can describe the induced orientation on the remaining moduli problem
by the complex structures on source and target of a map

W k,2 (Σ,V) −→ W k−1,2
(
Σ,Λ0,1T ∗Σ⊗C V

)
⊕ t⊕ t,

that are given as before.

The inclusions into source and target of the finite dimensional spaces
⊕N

ν=1 Vν

and
⊕N

ν=1Wν that describe the finite dimensional reduction of the problem are
complex linear. So if we define the orientation on (Bκ, Eκ, Sκ) in lemma 8.12
by the complex orientations of

N⊕
ν=1

Vν −→
N⊕

ν=1

Wν ⊕ t⊕ t,
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then we indeed obtain a morphism.

Now finally we observe that this gives precisely the complex orientation on XV,τ

that we explained in section 6.1.2.



Chapter 9

Generalizations

In this chapter we address the question to what extend our deformation result
from chapter 8 can be generalized. We consider general Hamiltonian T -spaces
and we examine the notion of energy for solutions of our deformed equations.
For the generalization to arbitrary Lie groups G see remark 8.6.

9.1 General Hamiltonian T -spaces

We want to extend the deformation of the vortex equations from section 8.2
to more general Hamiltonian T -spaces X than CN . As remarked above the
given proof for compactness fails if the almost complex structure on X is no
longer constant. In general one will encounter the phenomenon of bubbling of
holomorphic spheres. One could at least hope to retain the deformation result
for manifolds X that are symplectically aspherical, but this forces X to be
non-compact because of the following

Proposition 9.1. Suppose X is a closed symplectic manifold that carries a
nontrivial Hamiltonian S1-action. Then there exists an element α ∈ π2(X)
such that

ω(ᾱ) > 0,

where ᾱ is the image of α under the map π2(X) −→ H2(X;Z).

Proof. Consider a moment map µ : X −→ R for the Hamiltonian S1-action.
Since X is compact it has at least two critical points. Fix a compatible almost
complex structure J on X and consider the gradient flow of µ with respect to
the associated metric. Take a nontrivial flowline γ that converges to one critical
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point p. Again due to compactness of X the other end of γ converges to another
critical point q. Hence the closure of the S1-orbit of γ sweeps out the image of
a continuous map S2 −→ X. This map represents a class α with the desired
property. See [Ono] for details and more general results.

Now on a non-compact manifold X to start the bubbling analysis we first need
that the images of the maps u stay in a compact subset. Else one could have a
sequence of maps with diverging derivative on a sequence of points going off to
infinity.

But even in the linear case of X ∼= CN we do not get such an a priori bound:
The analysis in step 1 for the discussion of compactness in section 8.2 only gives
a uniform bound on ε · |u|2. We get the necessary C0-bound on the maps u a
posteriori from the W 2,2-bound that is established in step 3 and which makes
use of the fact that the complex structure on CN is standard, so that we can
circumvent the bubbling analysis completely.

9.2 Energy of ε-vortices

Given a configuration (u,A) for the usual vortex equations (∗)ε=1 the energy is
defined as

E(u,A) :=
1
2

∫
Σ

(
|dAu|2 + | ∗ FA|2 + |µ(u)− τ − κ̄|2

)
dvolΣ (9.1)

with κ̄ := κ
vol(Σ) .

The norms of the second and third term of the above integrand are defined via
the chosen inner product on t that is also used to identify t ∼= t∗. The norm of
the first term is given by the metric associated to the symplectic form ω and
an invariant compatible almost complex structure J on the target manifold X.
The following identity holds due to [CGMS, Proposition 2.2]:

E(u,A) =
∫

Σ

(
|∂̄J,Au|2 +

1
2
| ∗ FA + µ(u)− τ − κ̄|2

)
dvolΣ

+ 〈[ω − µ+ τ + κ̄] , [u]〉 (9.2)

Here the last term is the pairing of equivariant cohomology with homology: The
difference ω−µ is a dT -closed equivariant differential form, as are the elements
τ, κ̄ ∈ t∗. And the equivariant map u from a principal T -bundle P into the
manifold X represents an equivariant homology class.

Now as remarked in 8.2 the deformed equations (∗)ε can be interpreted as the
usual vortex equations with respect to the rescaled symplectic form ε · ω. This
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suggests to define the ε-energy Eε(u,A) by introducing a factor ε to the norm
|dAu|2, the moment map µ and the parameter τ in 9.1. Since κ is not affected
by this rescaling we include it into the curvature term and define

Eε(u,A) :=
1
2

∫
Σ

(
ε|dAu|2 + | ∗ FA − κ̄|2 + ε2|µ(u)− τ |2

)
dvolΣ. (9.3)

The analogous computations as in [CGMS, Section 2.3] then yield the following
energy identity:

Eε(u,A) =
∫

Σ

(
ε|∂̄J,Au|2 +

1
2
| ∗ FA + εµ(u)− ετ − κ̄|2

)
dvolΣ

+ε 〈[ω − µ+ τ ] , [u]〉

−ε
∫

Σ

〈µ(u)− τ, κ̄〉dvolΣ (9.4)

Hence for a solution (ε, u,A) to (∗)ε we obtain

Eε(u,A) = ε 〈[ω − µ+ τ ] , [u]〉 .

Note that the third term in 9.4 vanishes because of equation (III). So if we re-
strict to solutions with [u] ∈ H2

T (X) representing a fixed class then this identity
gives uniform L2-bounds on

|dAu| ,
1√
ε
· | ∗ FA − κ̄| and

√
ε · |µ(u)− τ |.

But as for the usual vortex equations this is a Sobolev borderline case and these
bounds do not suffice to get compactness. The bounds would be good enough
to carry out the bubbling analysis, but without a C0-bound on the maps u we
cannot even start it.
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Chapter 10

Givental’s toric map spaces

Let X := XCN ,τ be a toric manifold given by a proper collection of weights wν

and a super-regular element τ . Recall the description of the associated genus
zero vortex moduli space for degree κ ∈ Λ as the toric manifold

Xκ := XV,τ

from theorem 8.10: It is given by the same weights wν as X, only the spaces Vν

on which the torus T acts via those weights are changed from C to the spaces
of holomorphic sections in the complex line bundles Lν of degree dν = 〈wν , κ〉.
The complex dimension of Vν is nν = max(0, 1 + dν) and it is equipped with
the natural Hermitian form

(u, v) :=
∫

S2
u · v̄ dvolS2 .

The same space Xκ appears in Givental’s work [Giv] under the name toric
map space. More precisely Givental replaces every component of CN by the
nν-dimensional space of polynomials γν in one complex variable ζ of degree
deg(γν) ≤ dν ,

γν(ζ) =
dν∑

j=0

zν,jζ
j .

Both descriptions yield the same manifold, because the diffeomorphism type of
XV,τ is uniquely determined by the chamber of τ and the dimensions of the
components Vν : Any two Hermitian vector spaces of the same dimension are
isomorphic and since the torus actions are given by a fixed character T −→ S1

and complex multiplication, this isomorphism is also T -equivariant.
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In fact we can give the following explicit, though not canonical identification:
If we write

S2 ∼= C ∪∞,

remove the point at infinity and trivialize the bundles Lν over C, then we can
identify holomorphic sections uν with polynomials of degree at most dν . Those
are the holomorphic maps C −→ C that extend to a section in Lν over the
point at infinity.

The motivation for Givental’s toric map space is the following. If τ is an element
of the Kähler cone

K :=
N⋂

ν=1

W{1,...,N}\{ν} ⊂ t∗

then by theorem 6.15 none of the weights wν vanishes in cohomology and we
can identify H2(X,R) ∼= t∗ such that H2(X,Z) ∼= Λ. Hence κ also specifies an
integral second homology class of X.

Now X is canonically identified with the quotient of some open and dense subset
U ⊂ CN by an action of the complexified torus TC. This description uses the
notion of fans rather than weight vectors. See [Aud] for the correspondence of
the two constructions.

Hence for generic value of the complex variable ζ the collection

(γ1(ζ), . . . , γN (ζ)) ∈ CN

will actually lie in U and will thus represent a point in X. One can use this
to show that generic elements [γ1, . . . , γN ] ∈ Xκ actually represent holomor-
phic maps of degree κ from C ∪ ∞ into X. Hence Xκ can be viewed as a
compactification of the space of such maps.

The reason to consider these toric compactifications is that all the Xκ for κ
ranging over H2(X,Z) can be seen in one single infinite dimensional toric mani-
fold X, that is given by the same weights wν and the same element τ but for the
Vν we take infinite dimensional spaces of Laurent polynomials γ in one complex
variable ζ,

Vν := C
[
ζ, ζ−1

]
.

We choose the Hermitian metric such that the monomials ζj form an orthonor-
mal system. So if we write an element γν ∈ Vν as
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γν(ζ) =
∑
j∈Z

zν,jζ
j

with only finitely many non-zero coefficients zν,j , then the moment map is given
by

µ :
N⊕

ν=1

Vν −→ t∗

(γ1, . . . , γN ) 7−→ π

N∑
ν=1

∑
j∈Z

|zν,j |2 · wν .

There is the natural inclusion of Xκ into X given by

Xκ ≡ Xκ
0 :=

[γ1, . . . , γN ] ∈ X

∣∣∣∣∣∣ γν(ζ) =
dν∑

j=0

zν,jζ
j

 ⊂ X.

But now we can shift these submanifolds to different powers of ζ. For elements
κ0, κ1 ∈ Λ we define

Xκ1
κ0

:=

[γ1, . . . , γN ] ∈ X

∣∣∣∣∣∣ γν(ζ) =
〈wν ,κ1〉∑

j=〈wν ,κ0〉

zν,jζ
j


and observe that

Xκ
∼= Xκ1

κ0
for κ = κ1 − κ0.

In fact all ofX is built from these compact and finite dimensional toric manifolds
Xκ1

κ0
, because we have

X =
⋃

κ0,κ1∈Λ

Xκ1
κ0
.

To see this it suffices to have an element η ∈ Λ such that 〈wν , η〉 > 0 for all ν.
Then the spaces Xnη

−nη exhaust all of X for n ∈ N. But the existence of such an
element η follows by the assumption that the collection of weight vectors wν is
proper.

Now there is an additional S1 action on C[ζ, ζ−1] by complex multiplication on
the variable ζ. The above formula for the moment map shows that this action on
Laurent polynomials indeed descends to an action on X. In [Iri] it is shown that
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equivariant Morse-Bott theory with respect to this action on X gives rise to an
abstract D-module structure that can be identified with the quantum D-module
of the underlying toric manifold X. Philosophically the quantum D-module is
an object associated to the mirror of X. So this result can be interpreted as a
mirror theorem without explicitly knowing the mirror.

If we return to our point of view and consider Xκ as a vortex moduli space,
then it is slightly mysterious what the corresponding construction should be.
The S1 action on ζ ∈ C clearly corresponds to a rotation of S2. But this
action does not naturally lift to sections in the bundles Lν over S2. The point
is that our identification of Xκ with the corresponding toric map space in not
canonical: We have to remove a point from S2 and choose a certain trivialization
to write sections uν as polynomials in ζ. And if we want to obtain the identical
moment map as the one used by Givental then the natural Hermitian metric by
integration over S2 does not work: There is no volume form on C such that the
monomials ζj are L2-orthonormal. Restriction to and integration over S1 ⊂ C
would give such a product. So if we also remove the origin and pick a suitably
scaled metric f(r)dr ∧ dθ on C∗ we could match the moment maps. This leads
to the intuition that actually vortices on the cylinder are the correct object to
study in this context. We refer to the results by Frauenfelder [Frau] in this
direction.
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