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Abstract

Attosecond physics has become one of the most thriving field of science over the last decade.
Although high-order harmonic generation from gaseous media is widely used as the source of
attosecond pulses, a demand for more intense coherent extreme ultraviolet (XUV) and soft x-
ray (SXR) radiation sources is growing. The process of high-order harmonic generation from
plasma surfaces has attracted a strong interest as a promising candidate to meet this demand.
Despite many theoretical predictions of the possibilities to generate intense attosecond pulses,
experimental verifications are yet to come.

The main theme of this thesis is to characterize the temporal structure of the harmonics gener-
ated from plasma surfaces. To achieve this goal, several preparatory experiments are made first.
The contrast of the laser pulse is one of the most critical parameters for the harmonic generation
process and its improvement is demonstrated by using a plasma mirror. The properties of the
generated harmonics are studied thoroughly to find the optimal condition for temporal charac-
terization. These experiments provide the groundwork for the autocorrelation measurements of
the pulse train. To characterize the temporal structure of the generated harmonics, the technique
of the volume autocorrelation using two-photon ionization of helium is applied. The measured
autocorrelation traces reveal attosecond structures within the XUV radiation generated from the
plasma surfaces for the first time.

The observation of attosecond structures prove the potential of this harmonic generation pro-
cess as a source of attosecond pulses. The process holds a promise to generate attosecond pulses
with unprecedented intensities, which will open up a new regime of attosecond physics.
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Zusammenfassung

Die Attosekundenphysik hat sich im letzten Jahrzehnt zu einem der am schnellsten wachsen-
den Felder der Physik entwickelt. Obwohl die Erzeugung von hohen Harmonischen in Gasen
in vielen Laboren Anwendung findet, wächst der Bedarf an intensiveren kohärenten Strahlungs-
quellen im extremen Ultraviolett (XUV) und weichen Röntgenbereich (SXR). Die Erzeugung
von hohen Harmonischen an Plasma-Oberflächen ist ein vielversprechender Kandidat, um diese
Anforderungen zu erfüllen. Obwohl die M̈oglichkeiten der Erzeugung von Attosekunden-Pulsen
an Oberfl̈achen in der Theorie gut untersucht und verstanden sind, steht der experimentelle Nach-
weis dieser Pulse noch aus.

Das Hauptthema dieser Arbeit ist eben dieser Nachweis einer zeitlichen Struktur in der Har-
monischen Emission von Plasma-Oberflächen und deren Charakterisierung. Um dieses Ziel zu
erreichen, wurden zunächst einige vorbereitende Experimente durchgeführt. Der Kontrast der
verwendeten Laserpulse stellt einen der wichtigsten Parameter zur Erzeugung von Oberflächen-
harmonischen dar, und seine Verbesserung mittels eines Plasma-Spiegels wird in dieser Arbeit
dargestellt. Die Eigenschaften der erzeugten Harmonischen werden gründlich untersucht, um die
bestm̈oglichen experimentellen Bedingungen für die zeitliche Charakterisierung zu finden. Diese
Experimente stellen die Grundlage für die Autokorrelationsmessungen des Pulszuges dar. Um die
zeitliche Struktur der erzeugten Harmonischen zu messen, wird die Methode der Volumenauto-
korrelation angewendet. Als nichtlineares Medium dient die Zwei-Photonen-Ionisation von Heli-
um. Die in dieser Arbeit gezeigten Autokorrelationskurven zeigen zum ersten mal Attosekunden-
Strukturen in der XUV-Emission von Plasma-Oberflächen.

Der Nachweis dieser Strukturen zeigt, dass diese Methode zur Erzeugung von hohen Har-
monischen das Potential besitzt als Quelle für Attosekunden-Pulse zu dienen. Darüber hinaus
verspricht diese Quelle die Erzeugung von Attosekunden-Pulsen mit noch nie dagewesenen In-
tensiẗaten, die ein ganz neues Feld der Attosekundenphysik zugänglich machen.
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Chapter 1

Introduction

1.1 Intense attosecond pulse generation

The generation of attosecond pulses [1] has opened up a new realm of physics, which became one
of the most exciting field of science, ‘attosecond physics’ [2]. The pulses with unprecedented
duration of a few hundred attoseconds (1 as= 10−18 s) have enabled the time-resolved observa-
tion of many ultrafast phenomena. In fact, it has been demonstrated that these attosecond pulses
can be exploited to measure the electric field of a light pulse [3], to time-resolve the electron
tunneling process [4], and to observe the electron transport effect near the surface of a metal [5].

The generation of attosecond pulses to date were achieved through the process of high-order
harmonic generation (HHG) in atomic media [6, 7]. The idea of ultrashort pulse generation
comes from a technique of Fourier synthesis [8]. When a comb of equidistant frequencies is
generated in the spectral domain with controlled relative phases, it leads to a train of sub-cycle
pulses, which can be as short as a few hundred attoseconds. The process of gas HHG was con-
sidered to be a very promising candidate for this method [9, 10], and theories predicted that the
generation of attosecond pulse trains is indeed possible [11]. It was also predicted that extracting
a single attosecond pulse from a train is in principle possible by manipulating the polarization
of the incident pulse [12]. On the other hand, more straightforward way of generating single
attosecond pulses by using few-cycle pulses and selecting highest harmonic region was also pro-
posed [13, 14]. Experimentally, both the generation of a train of attosecond pulses [15, 16, 17]
as well as an isolated attosecond pulse [1, 18, 19] are successfully demonstrated.

If there is a problem in the process of gas HHG, that is its low conversion efficiency from the
incident field into the extreme ultraviolet (XUV) radiation necessary for synthesizing attosecond
pulses. To date, the generated attosecond pulses are not intense enough to allow autocorrelation
or XUV-pump–XUV-probe measurements. In spite of many studies to improve the harmonic
generation efficiency [20, 21, 22, 23], the highest conversion efficiency into XUV is approxi-
mately∼ 10−5 at 30 nm [24] and∼ 10−7 at 13 nm region [25, 26]. Increasing the intensity of
the incident field leads to the ionization of the media and results in reduced harmonic genera-
tion efficiency. Therefore, the XUV output is limited by the conversion efficiency and the usable
intensity.
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2 1. Introduction

From this reason, another approach to generate high-order harmonics from plasma surfaces
started to draw special attention as a potential source of intense attosecond pulses [27]. The
principle concept of this method is illustrated in Fig.1.1. An intense laser pulse is focused onto
the surface of a solid target, and generates a plasma there. From the interaction with the plasma,
the reflected pulse gets modulated and gains high-frequency components. A certain part of these
high-frequency components can be extracted with an appropriate filter to produce an isolated
attosecond pulse or a train of attosecond pulses. The main advantage of this process is that
plasma media allows much higher intensity than atomic media. In other words, the XUV output
is not limited by the usable intensity of the incident field. Furthermore, it is predicted that higher
incident intensity will lead to even higher conversion efficiency.

Figure 1.1: Scheme of attosecond pulse generation from solid surface. An intense laser pulse is
focused onto a solid target and generates a plasma on the surface. Through the interaction with
the plasma, the reflected pulse gets highly modulated. Attosecond pulses can be extracted with
an appropriate filter.

Many experimental and theoretical studies were made over the past decade [28, 29, 30, 31, 32,
33, 34]. While theoretical studies have predicted many fascinating possibilities of this process,
experimental studies are still at the investigation stage. One of the biggest challenges is to obtain
laser pulses that satisfy the high requirements necessary for the interaction process; not only the
required intensity is as high as∼ 1018W cm−2 or more for the incident wavelength of∼ 800 nm
or ∼ 1µm, the incident pulse must be ‘clean’ so that it does not disturb the interaction surface
prior to the arrival of the main pulse. This difficulty limited the scope of experimental work
to simply generating harmonics, studying the effect of the laser parameters, and characterizing
relatively simple properties such as spatial profiles. Despite many predictions of the possibility
to generate attosecond pulses, no work has ever achieved observing the temporal structure of the
generated harmonics.
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In this thesis, the temporal characterization of the harmonics generated from the plasma sur-
faces is the main theme. This aims at observing the possible attosecond structures within the
generated XUV radiation. A series of fundamental studies necessary for achieving the observa-
tion of the temporal structure will be also presented.

1.2 High-intensity laser–plasma interaction

The process of high-order harmonic generation from plasma surfaces (surface HHG) is based
on the interaction between an intense electromagnetic field and a dense plasma. The physics of
this process will be explained in Chapter2. Here I will introduce several key parameters for
describing this process.

An important parameter that characterizes the relativistic interaction is the normalized am-
plitudea of the vector potential, which is defined as

a =
eA
mec
, (1.1)

wheree is the charge of an electron,A the vector potential of the electromagnetic field,me the
mass of an electron, andc the speed of light. When the value of this dimensionless parametera
reaches 1, the quiver velocity of electrons becomes comparable to the light speed. In other words,
this parameter defines the relativistic threshold anda > 1 means the interaction is relativistic,
while a < 1 means non-relativistic. The parametera relates to the laser intensityI in a form

Iλ2 = 1.37× 1018 W cm−2 µm2 × a2, (1.2)

whereλ is the wavelength of the laser field. This means that intensity ofI ∼ 2× 1018 W cm−2 is
required to reach the relativistic regime at 800 nm.

Another important quantity is the plasma frequencyωp defined as

ωp =

√
nee2

ε0me
, (1.3)

wherene is the electron number density andε0 is the vacuum permittivity. This is the frequency
of the plasma oscillation and depends on the local density. The dispersion relation for electro-
magnetic waves within the plasma is affected by this value and expressed as

ω2 = ω2
p + c2k2, (1.4)

wherek is the wave vector. Since the value ofk becomes imaginary for any frequencyω below
the plasma frequencyωp, a wave with a frequencyω ≤ ωp cannot penetrate into the plasma and
will be reflected. The maximum density where a certain frequency can travel is called the critical
densityncr and expressed as

ncr =
ε0meω

2

e2
(1.5)



4 1. Introduction

for a frequencyω. In other words, the density of the plasma must be sufficiently high to reflect
the incident pulse. For experiments of surface HHG, typically a solid target is used and thus a
high plasma density is achieved that reflects the laser pulses.

A typical plasma density profile that the laser pulse interacts with is sketched in Fig.1.2.
Usually the target is ionized by the pedestal of the pulse, which leads to a hydrodynamic ex-
pansion of the plasma. This expansion is quantified by a characteristic distance called the scale
length, which is defined as

L = ne

/
dne

dx
. (1.6)

If the density profile is exponential, it can be expressed asne(x) = nmaxe−x/L. This value shows
how ‘clean’ the plasma surface is, and turns out to be one of the most important factors in the
process of surface HHG, because it directly affects the harmonic generation efficiency and other
properties such as reflected beam profile. Therefore, the scale length should be kept approxi-
mately belowL ∼ 1λ to keep the interaction clean.

Figure 1.2: Typical plasma density profile the laser pulse interacts with. Because of the hydro-
dynamic expansion, the plasma has an exponential ramp in front, which is quantified by scale
lengthL.

To keep the scale length short, the laser pulse must have a high contrast. The contrast of the
laser pulse is defined by the ratio between the peak intensity and the prepulse/pedestal intensity.
Since the damage threshold of typical dielectric material is∼ 1012 W cm−2, the contrast of the
pulse with the focal intensity of∼ 1019 W cm−2 must be kept as high as 107, which is not a trivial
task. Methods to improve the contrast will be discussed in Chapter3.

1.3 Outline of the thesis

The central topic of this thesis is the experimental study of high-order harmonic generation from
plasma-vacuum interface. The experiments were carried out in a very close collaboration with
my colleague Rainer Ḧorlein. In fact, both of us were involved in all the experiments except for
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the plasma mirror experiment presented in Chapter3. While his work focuses on characterizing
the properties of harmonic emission from different laser systems to find its potential as a source
of coherent XUV radiation, my work aims at the characterization of the temporal structure of the
generated harmonics.

In Chapter2, the process of surface HHG will be introduced. After a brief overview of
the history of surface HHG research, current understanding of the physical process of harmonic
generation is presented. A feasibility of attosecond pulse generation from this process is also
discussed by comparing it to the gas HHG process. The importance of the contrast is confirmed
by numerical simulations.

In Chapter3, improvement of the contrast—a critical parameter to the surface HHG process—
is discussed. Experimentally, a plasma mirror was used to improve the contrast of sub-10-
fs pulses. The properties of the plasma mirror are thoroughly characterized by measuring the
throughput, refocusability, and time-resolved reflectivity.

In Chapter4, the harmonics generated from plasma surfaces are characterized experimen-
tally in the context of the applicational use in further experiments. Methods to select only the
necessary spectral region is studied. The measurements of the beam profile and intensity of the
reflected XUV beam prove the feasibility of temporal characterization experiment.

In Chapter5, temporal characterization of the harmonics is presented. Several pulse charac-
terization methods in the XUV region are reviewed first. After preparing the nonlinear detector
by generating helium ions through the two-photon ionization process, the harmonics are charac-
terized with the technique of volume autocorrelation. The temporal structure of the harmonics
are deduced by analyzing the measured traces.

In Chapter6, the experimental results are summarized and future prospects are discussed,
including the ways to improve the current experimental setup and the possibility to generate
isolated attosecond pulses.





Chapter 2

High-order harmonic generation from
plasma–vacuum interface

In this chapter, high-order harmonic generation from plasma–vacuum interface is introduced.
First, the history of surface HHG is reviewed and two different regimes for surface HHG are
explained. Then, various possible methods to generate attosecond pulses are described. Finally,
insight gained by so-called particle-in-cell simulation are presented.

2.1 Introduction

High-order harmonic generation from solid surfaces were first observed by using high-energy
nanosecond pulses from CO2 laser systems [35, 36, 37]. In these experiments, pulses with
∼ 100 J of energy at 10.6µm with∼ 1 ns duration was focused to the intensity of∼ 1015 W cm−2,
and harmonics up to 46th order (∼ 230 nm) was observed. Theoretical studies attributed the har-
monic generation mechanism to the nonlinear restoring force of the plasma and mode coupling
into plasma oscillation [38, 39]. They also predicted that there would be a cutoff in the harmonic
spectrum, whose position is determined by the plasma density.

Another decade was needed until the first observation of harmonics from plasma surfaces
using femtosecond pulses produced from table-top Ti:sapphire laser systems [28, 40]. Typical
parameters were∼ 100 mJ of energy at∼ 800 nm with∼ 100 fs duration. Although the pulse
energy was 3 orders of magnitude lower than that from CO2 lasers, the pulse duration being
shorter by 4 orders of magnitude allowed to achieve the intensity of∼ 1017 W cm−2. On the other
hand, since the relativistic amplitudea scales asa2 ∝ Iλ2, higher intensity was compensated by
the shorter wavelength, i.e., the value ofa was comparable to that of CO2 lasers. Nevertheless,
it was shown that the surface harmonics can be generated with a much smaller, table-top laser
systems.

In the meanwhile, numerical work with a particle-in-cell (PIC) simulation code found that
there is no cutoff in the spectrum [41], which is in contrast with the prediction from previous
studies. Harmonics beyond the predicted cutoff was also observed experimentally using a high-
power, picosecond Nd:glass laser system with a focal intensity of∼ 1019 W cm−2 at 1053 nm

7



8 2. High-order harmonic generation from plasma–vacuum interface

[29]. A new theoretical model was proposed to explain these results, which is known as the
oscillating-mirror model [30]. The model predicts that the harmonics are generated from fast
moving reflective surface. This idea is first proposed by Bulanovet al. [42] and later formu-
lated thoroughly [30, 43]. The appearance of the cutoff in the previous mode-coupling picture
was attributed to low resolution of PIC simulation [41]. The oscillating-mirror model and the
numerical simulation predicted that the harmonic generation could be extended well beyond the
previously expected cutoff by increasing the laser intensity to the relativistic regime [41, 44].
This new prediction lead to growing interest into harmonic generation from plasma surfaces as a
source of coherent XUV radiation.

Many experimental studies have followed. Several investigations have found that the har-
monic generation process is strongly dependent on the plasma scale length [31, 45]. Harmonic
generation efficiency was found to have an optimal scale length above zero, and then drop rapidly
as the scale length increases [31, 46, 47]. In fact, improving the contrast of the incident laser pulse
with a plasma mirror was found to be beneficial to the harmonic generation process [48]. Angular
distribution of the generated harmonics was also studied. For picosecond laser pulses, the angu-
lar distribution was found to be near isotropic rather than specular [29, 49], which was attributed
to surface rippling owing to the high ponderomotive pressure. On the other hand, XUV beam
directed in the specular direction was observed for femtosecond laser pulses [45], where the in-
teraction occurs faster than the plasma expands. The polarization dependence of the process was
studied by several groups [29, 31, 45, 50, 51]. The harmonic generation efficiency was observed
to be much lower fors-polarization when femtosecond pulses were used [31, 45], which was
consistent with the prediction of the oscillating-mirror model [30]. When picosecond pulse was
used, on the other hand, almost no difference was observed in harmonic generation efficiency by
changing the polarization fromp to s [29, 51], and the polarization of the generated XUV beam
was also not consistent with the oscillating-mirror model. This discrepancy was explained by
surface rippling and resulting polarization mixing [52]. Some studies have found that there were
modulations in the harmonic spectra, which were attributed to the nonlinear oscillation of the
plasma surface [53, 54].

Theoretical work has pursued the possibility of the harmonic generation process as a source
of attosecond pulses. It was pointed out that the harmonics are inherently phase-locked and that
leads to a train of attosecond pulses [55]. Another work proposed to focus a few-cycle pulses into
a spot as small as the fundamental wavelength, which leads to generation of an isolated single
attosecond pulse in a certain direction [56]. Analytical work similar to the oscillating-mirror
model [57] has revealed that the harmonics spectra scales as a power lawIq ∝ q−p, whereq is
the harmonic order andp is a scaling parameterp ∼ 2.5. From this slow power-law decay, they
predicted that even a train of zeptosecond pulses could be produced. This scaling was verified
by experimental observation of the harmonic spectrum matching the power law [33]. Even more
precise model was developed by the same group [32] and the factor of power law was modified to
p ∼ 8/3. While this modification was minor and the experimental observation was still within the
experimental error, this work predicted more important result: the cutoff position should scale
as∼ γ3, whereγ is the relativisticγ-factor. This means that the highest harmonics generated
from this process scales up very rapidly when the intensity of the incident field is increased. This
scaling of the cutoff was also confirmed experimentally [58].
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One more important thing to be mentioned is the recent study of harmonic generation in
non-relativistic regime [34]. They found that there is a harmonic generation process efficient
with non-relativistic intensity, which they named as coherent wake emission (CWE). The results
predicted from their model are similar to the predictions from very early theoretical models, for
example, the observation of the cutoff [38, 39]. Indeed, their model can be regarded as revisit
to the old picture of mode coupling into plasma oscillation. An important thing is the new
explanation they provided for the excitation mechanism of the plasma wave. Another important
point is the clear indication of a mechanism different from the oscillating mirror [59, 60], which
has been overlooked in the past.

2.2 Harmonic generation mechanisms

Harmonic generation mechanism from solid surfaces is categorized into two different regimes
depending on the incident laser intensity: relativistic regime and non-relativistic regime. The
former is known as relativistic oscillating mirror (ROM) model [30, 43], while the latter is named
as coherent wake emission (CWE) [34].

2.2.1 Relativistic oscillating mirror

In this model, the source of harmonic generation is periodic Doppler shift from oscillating re-
flective surface of the plasma (Fig.2.1). When the electromagnetic field is incident on a plasma
surface, the electric field and/or the ponderomotive force pushes electrons back into the plasma.
On the other hand, ions in the plasma do not move in femtosecond time scale, i.e., the ions are
immobile if femtosecond pulses are incident. Thus, the electrons pushed back into the plasma
by the incident pulse are pulled back mainly by the restoring force from the ions that remained
at the original positions. This results in oscillation of the electrons, periodic to the frequency
of the incident field. When the intensity of the incident pulse is high, the maximum velocity of
the electrons approach the speed of light, and electron motion becomes relativistic. Since the
incident electromagnetic pulse is reflected at the electron surface and this surface is moving rel-
ativistically, the incident field experiences an extreme Doppler shift, thus generating a frequency
component much higher than the original.

The model predicts the polarization of the generated harmonics as well [30, 43]. The selec-
tion rules are summarized in Table2.1. The selection rules can be derived by assuming that the
collective motion of electrons is similar to figure-8 motion [61, 62] of a single electron in an elec-
tromagnetic wave. Forp-polarized incident light, the electrons move in the plane of incidence.
Both ω0 motion and 2ω0 motion have component perpendicular to the surface—the direction
without a symmetry—and thus all the harmonics are generated inp-polarization. Fors-polarized
incident light,ω0 motion is parallel to the surface—the direction with a symmetry—and thus
odd harmonics are generated ins-polarization. At the same time, 2ω0 motion has component
perpendicular to the surface and thus all the harmonics of 2ω0 (all the even harmonics ofω0)
are generated inp-polarization. When circularly polarized pulse is used at normal incidence,
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Figure 2.1: Schematic drawing of oscillating mirror. The electromagnetic field of the incident
pulse drives the plasma–vacuum interface back and forth. The pulse experiences a huge Doppler
shift upon the reflection on the oscillating surface, which leads to the generation of high fre-
quency component.

no harmonic is generated because the ponderomotive force varies only slowly according to the
envelope of the pulse and there is no fast oscillation of the electrons.

Table 2.1: Selection rules for polarization of harmonics.

Incident pulse Odd harmonics Even harmonics
p-polarization p p
s-polarization s p

circular polarization (normal) — —

To derive the scaling law and the cutoff position, it is necessary to follow a more precise
model [32, 57]. Since the analytical treatment of the model is rather complicated, I will describe
only the important points. Because of the relativistic Doppler effect, the fundamental frequency
ω0 is up-shifted to 4γ2

maxω0 [57], whereγmax is the relativistic Lorentz factor of the oscillating
plasma surface. There is another factor to be taken into account, and that is the effect of temporal
confinement [32]. When the velocity of the plasma surface approaches the light speed, the value
of γ forms a “γ-spike,” as shown in Fig.2.2. The harmonics are generated efficiently whenγ-
parameter peaks up sharply, and the temporal width of thisγ-spike scales as∆t ∼ 1/γmax. In
other words, the duration of the emitted pulse scales accordingly. Since this pulse is compressed
by a factor 4γ2

max, the time interval harmonics are emitted scales as∆t/4γ2
max ∼ 1/γ3

max. This
means that there is a frequency component that scales as∼ γ3

max, which gives the scaling of the
cutoff position. Full analytical treatment shows that the harmonic spectrum follows a scaling law
of Iq ∝ q−8/3, whereq is the harmonic order, and this scaling is satisfied up to a pointq ∼

√
8γ3,
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where it starts to deviate from the power law.

Figure 2.2: Motion of the plasma surface. As the velocityv approaches the light speedc, theγ
parameter forms a sharp spike. The duration of the spike scales as∆t ∼ 1/γmax.

2.2.2 Coherent wake emission

When the intensity of the incident laser field is not relativistic, the oscillating mirror does not
generate harmonic efficiently and CWE [34] becomes dominant.

Figure2.3 illustrates the process of CWE. The CWE is a process associated with plasma-
wake oscillation. For this process to work, the incident electric field must havep-polarization.
When a pulse is incident onto the surface of a plasma, the electric field of the pulse pulls electrons
out from the plasma. Those electrons are driven back into the plasma by the same electric field
and absorbed by the plasma—a process known as vacuum heating [63]. These electrons bunch
in the plasma density gradient and constitutes a density wave inside the plasma. As the density
wave travels, it triggers plasma oscillations in its wake. These plasma oscillations are converted
back to electromagnetic waves at the point where the wave front of the wake turns around [64].
As the generated electromagnetic wave travels along the density gradient, it refracts and comes
out of the plasma in the specular direction of the incident beam. Since this occurs within a
fraction of a cycle, each wave generated is in a form of a pulse shorter than one cycle, possibly
sub-femtosecond.

The CWE process has several interesting properties. As opposed to the ROM harmonic
generation, this process is efficient down to the incident intensity ofIλ2 ∼ 4× 1015 W cm−2

[34], which corresponds to the normalized amplitude ofa ∼ 0.05. Therefore, CWE will be
the dominant harmonic generation mechanism when the intensity is non-relativistic. Another
important feature of CWE is that the harmonic spectra shows a clear cutoff at the maximum
plasma frequencyωp, which is determined by the density of the plasma. The reason no harmonic
is generated aboveωp is because the generation process relies on the density wave in the plasma.
This is in contrast with the spectra of ROM harmonics, where it shows a slow roll-over around
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Figure 2.3: Schematic illustration of coherent wake emission. (a) The pulse enters the plasma
density gradient with oblique incidence. (b) The electric field of the pulse pulls electrons out from
the plasma into vacuum and then drives them back into the plasma. The plasma gains the energy
through the re-collision (vacuum heating) and plasma density wave is generated. (c) Plasma
oscillation in the wake of the density wave generates a pulse back into the vacuum.

the frequency
√

8γ3. It is also shown that the harmonics and a pulse train generated from CWE
is chirped in two ways. One is a chirp generated within the density gradient, because the higher
frequency component is generated from the higher-density part in the plasma and hence needs
to travel more to come out of the plasma. The other is a chirp coming from the velocity of
the electrons pulled out into the vacuum. Since the velocity of the electrons is dependent on the
intensity of the incident pulse, the time they require to re-collide with the plasma surface depends
on the intensity. In other words, it gains a chirp according to the intensity envelope of the pulse.
The former introduces a chirp in a single attosecond pulse in a train, which is analogous to an atto
chirp observed in gas HHG [65], while the latter changes the time spacing between individual
pulses in a train, analogous to a harmonic chirp [65].

2.3 Route to intense attosecond pulses

One of the most appealing aspects of harmonic generation from solid surfaces is its potential
to generate intense attosecond pulses [27]. In fact, the predicted harmonic generation efficiency
is several orders of magnitude higher than that of gas HHG and thus attosecond pulses with
very high intensity are expected. According to theoretical studies, the surface HHG process is
capable of generating a train of attosecond pulses [55] or an isolated attosecond pulse [27, 56],
analogously to the gas HHG. To date, the generation of attosecond pulses has been demonstrated
only for gas HHG and no experimental work for surface HHG has been reported. In this section,
I will describe methods to generate a train of attosecond pulses and an isolated attosecond pulses
by reviewing the methods demonstrated in gas HHG and discussing the applicability of these
methods to surface HHG.
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2.3.1 Generation of a train of attosecond pulses

When several equidistant frequencies are phase-locked, superposing them will lead to a train
of pulses much shorter than the cycle of the original frequencies [8]. Applying this idea to the
harmonics was proposed to generate a train of attosecond pulses [9, 10]. One of the properties
that makes harmonic generation process suitable for attosecond pulse generation is its broad
spectral span of the generated harmonics. Even for harmonics from a monochromatic wave, the
overall spectral bandwidth is as wide as∆ω ∼ 2Nω, whereN is the number of the synthesized
harmonics. The expected pulse duration after the Fourier synthesis isτ ∼ 1/∆ω ∼ 1/2Nω. Note
that the factor of 2 appears only for gas HHG, where only odd harmonics are generated. For
example, when a 800 nm fundamental wave (ω = 2.35× 1015 Hz) is used, synthesizing three
harmonics of gas HHG (five for surface HHG) can lead to an attosecond pulse train, where each
pulse is as short as∼ 100 as.

Above mentioned analysis assumed that the harmonics were phase locked, which is not nec-
essarily the case in reality. In fact, it was found that the individual atoms are not phase locked
in the gas HHG process [11]. On the other hand, it was also found that the propagation in the
atomic media will result in the phase locking of the harmonics [11], which allows to generate of
an attosecond pulse train. The generation of a train of attosecond pulses with gas HHG is also
successfully demonstrated experimentally [16, 17].

Since the physical origin of harmonic generation from the plasma surface is different from
that of gas HHG, the same question arises as to whether harmonics are phase locked and attosec-
ond pulses can really be generated. Theoretical studies found that this is indeed the case and
predicted that it is possible to generate a train of attosecond pulses [55, 66].

2.3.2 Generation of isolated attosecond pulses

Although a train of attosecond pulses can be used for applications such as spectroscopy, the
interpretation of the measurement will not be straightforward because the measured data will
be a convolution of information from each pulse in the train. Therefore, an isolated attosecond
pulse would be more desirable. Generating single attosecond pulses is not an easy task, but
fortunately it is possible to apply methods used in gas HHG experiments. Here I will describe
two possibilities: using few-cycle pulses and polarization gating.

Use of few-cycle pulses

The most straightforward way to generate attosecond pulses is to use short driver pulses so that
harmonics are generated only within one cycle [13, 14]. This method has been demonstrated in
gas HHG experiments [1] and the attosecond pulses generated by this method have been used in
several applications [3, 4, 67].

Figure2.4 illustrates the principle of this method. When the incident pulse is short enough,
the highest frequency component is generated only at the middle of the pulse, where the intensity
is significantly higher than the other part of the pulses. Filtering out that highest-frequency part
of the spectrum will lead to a single attosecond pulse. When the incident pulse is longer, on the
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other hand, the high frequency component is generated over several cycles, i.e., filtering results
in a train of attosecond pulses instead of a single attosecond pulse. It is also important to note that
a shorter incident pulse can lead to a shorter attosecond pulse, because the threshold intensity at
the middle will be lower and thus the spectral region that can be used to synthesize the attosecond
pulse will be broader.

Figure 2.4: Principle of single attosecond pulse generation by a few-cycle pulse. Dashed lines
show the threshold intensity for generating the high frequency component of interest. (a) When
the incident pulse is short, only one cycle contributes to the generation of the high frequency
component. Single attosecond pulses can be extracted by filtering out this frequency component.
(b) When the incident pulse is longer, where the high frequency component is generated over
several cycles, a train of attosecond pulses is generated instead. Note that these are symbolic
drawings to show the idea. In reality, the generation timings of the attosecond pulses do not
necessarily coincide the peaks of the fields.

It is possible to apply this method to the surface HHG process directly because the principle
is the same; the high frequency component is generated only at the middle of the pulse where
the intensity is high enough. There is a small difference that the high frequency component is
generated twice per cycle for gas HHG, while once per cycle for surface HHG. This difference
is actually advantageous in practice because the condition on the pulse duration is slightly re-
laxed. A feasibility of attosecond pulse generation for surface HHG using few-cycle pulses is
thoroughly studied by numerical simulation [27], and they predict that the generation of 5 as
pulse with the efficiency of 2.2× 10−5 is possible by using an ordinary copper filter when the
intensity is sufficiently high.

One important thing to consider is the effect of carrier-envelope phase (CEP), namely CEP
offset [68] and absolute phase [69]. Figure2.5 illustrates the concept of CEP offset and absolute
phase. The absolute phase of the pulse is defined by the phase of the carrier with respect to the
envelope. The absolute phase is not necessarily the same for all the pulses coming out of the
laser system but shifts by a constant amount, which is the definition of the CEP offset. The effect
of the CEP offset and the absolute phase is negligible for longer pulses where the process occurs
over several cycles, because the harmonic yield is averaged over those cycles. On the other hand,
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if the harmonic is generated only during one or two cycles, there is no averaging effect and the
change in CEP results in a significant change in generated XUV pulses. In gas HHG, a cosine
pulse produces a single attosecond pulse, while a sine pulse produces two attosecond pulses
[70]. For surface HHG, numerical simulations predict an analogous behavior [27]. Therefore, it
is necessary to control the CEP to generate isolated attosecond pulses.

Figure 2.5: Schematic drawing of CEP offset and absolute phase. The absolute phase is the
phase of the carrier with respect to the envelope. On those three pulses from left to right, the
absolute phases are 0,π/2, andπ, respectively. The absolute phase shifts by a constant amount
∆φ from one pulse to next, which is known as CEP offset.

Polarization gating

Although the method mentioned in the previous subsection is straightforward, it is not easy
to obtain the few-cycle pulses necessary for the method to work. It is even more difficult for
surface HHG, where very high intensity is also required. Therefore, another method is proposed
to utilize the ellipticity dependence of the gas HHG process [12], most commonly referred to
as polarization gating. Since the efficiency of the gas HHG process drops dramatically when
the polarization of the pulse becomes elliptical [71, 72], it should be possible to confine the
harmonic generation time not only by the intensity but also with the polarization. The idea
is to use an incident pulse with a changing polarization, so that only the central part is linearly
polarized while the edges of the pulse are elliptically polarized (Fig.2.6). This way, the harmonic
generation efficiency will be high only in the ‘gate’ where the polarization is close to linear and
thus harmonic generation can be confined to a single cycle.

Several methods have been proposed and tested to obtain pulses with changing polarizations,
for example, combining two orthogonally-polarized pulses with different frequencies [12, 73],
combining two pulses with counter-rotating polarizations [74, 75, 76], and using two Michel-
son interferometers [77]. Since the first method is rather difficult to implement experimentally
because of the difficulty to obtain two synchronized pulses with different frequencies, I will
describe only the other two methods.

Combining two pulses with counter-rotating polarizations can be achieved by first prepar-
ing two orthogonally polarized pulses with a delay and then sending both of them through a
quarter-wave plate. When the axes of the quarter-wave plate is properly aligned, the two linearly
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Figure 2.6: Pulse with changing polarization, used for polarization-gating technique. The in-
stantaneous ellipticity is color-coded into the pulse. The polarization of the pulse is circular at
one edge, and it gradually changes to linear polarization at the center, and then changes back to
circular polarization of the opposite direction at the other edge.

polarized pulses turn into two pulses with counter-rotating polarizations. The delay between the
two polarization component is usually introduced by a birefringent crystal rather than a Michel-
son interferometer to achieve a high throughput and high stability. This method has been applied
not only to long pulses but also to 5 fs pulses and generation of a single attosecond pulse with
the duration of 130 as has been reported [19, 78].

Although the method mentioned in the previous paragraph has advantages of simplicity and
stability, it had a problem for pulses as long as∼ 50 fs or longer. To achieve a short gate using a
long pulse, a long delay between two orthogonal components is necessary. If the delay between
the two components is too large, the overlap becomes very small, which makes the intensity
at the middle drop rapidly and hence decreases the total efficiency significantly. The method
called interferometric polarization gating, which uses two Michelson interferometers, has been
proposed to overcome this problem [77]. The idea is to combine a pulse with high amplitude
at the middle with a pulse with low amplitude at the middle orthogonally, thus making a linear
polarization at the middle. Each of these pulses is synthesized with a Michelson interferometer.
If the delay between the two pulses are aligned properly, a pulse with the polarization changing
from circular to linear and back to circular is obtained, same as the previous method. A slightly
modified scheme using two consecutive Mach-Zehnder interferometers was also proposed to
improve the stability of the setup [79]. Although these method are more complicated compared
to the two-crystal scheme, it has an advantage that the gate width can be made shorter with higher
efficiency.

Since the process of harmonic generation is different, care must be taken to apply this method
for surface HHG. It is especially important to note that the interaction at the plasma–vacuum
interface is different betweenp- ands-polarizations, which makes it different from the gas HHG
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process. A theory predicts that it is possible to introduce a similar kind of gating for a case of
normal incidence by controlling the transverse component of the vector potential [80]. On the
other hand, this is not very practical in experiments because the normal incidence means that
the generated light will be reflected back in the direction of the incoming beam. A numerical
study was made under more realistic condition of oblique incidences [81], and they predict that
the technique of polarization gating can be certainly used to obtain a single attosecond pulse in a
practical experimental scheme.

One more issue that cannot be neglected is the problem of nonlinear effects from the transmis-
sion in the optics such as wave-plates and beam splitters. Since very high intensity is necessary
for the process of surface HHG, the value ofB-integral [82] from a couple of optics can easily
exceed the value of 1, which results in undesirable consequences such as formation of hot spots
in the beam. It is not easy to avoid this problem. Making the optics thin to minimize the non-
linear effect is not as easy as it sounds because the beam used for surface HHG usually has a
diameter as large as∼ 50 mm, and it is difficult to manufacture very thin optics with this size.
Manipulating the polarization before compressing the pulse is not as straightforward because
the compressor is usually polarization sensitive and hence destroys the manipulated polarization.
This problem makes it difficult to implement polarization gating for surface HHG, especially
interferometric one because it needs many transmission optics. Therefore, extra care must be
taken when applying polarization-gating technique to surface HHG.

2.4 Particle-in-cell simulation

One of the most powerful tool for studying the laser–plasma interaction is the particle code [83],
more commonly known as particle-in-cell (PIC) simulation code. PIC codes can be used to
simulate the interaction between the electromagnetic field and the charge particles.

The approach of the PIC simulation is rather simple. In an ordinary PIC code, the space
is divided into many cells and each cell contains so-called macro particles. A macro particle
is a collection of charged particles and treated as a single particle in the simulation. First, the
charge and current density are calculated in each cell. Using this charge and current density,
the electromagnetic field is obtained by solving the Maxwell equation in a self-consistent way.
Then these fields are used to calculate the next charge and current distribution from the equation
of motion. In other words, PIC codes uses only very fundamental equations and do not make
any other assumptions. Therefore, simulations on PIC codes can be considered as numerical
experiments.

To study the behavior of harmonic generation efficiency as the plasma scale length grows, I
have made a series of simulation using a PIC codeLPIC++ written by Lichters [30, 84]. This is
a 1D3V (one spatial, three velocity dimensions) PIC code that allows to simulate the interaction
between a laser pulse and a plasma in any angle of incidence for any polarizations. This code
is basically one dimensional code and has an advantage that it requires less computation time
compared to two dimensional or full three dimensional code, and has a disadvantage that it is
not capable of simulating spatial effects. Nevertheless it is a useful tool for gaining insights into
physical processes.
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In the simulation, a two-cycle Gaussian pulse was used as the input pulse. This short pulse
duration was chosen so that the computation time would be reasonably short. The pulse was
incident onto the target withp-polarization at 45° incidence angle. The target density was set
to 240 times the critical density. Figure2.7shows one of the typical harmonic spectra obtained
from LPIC++. In this run, the amplitude of the incident pulse wasa = 5 and the plasma scale
length wasL = 0.1λ. The shape of the input pulse is shown in the inset of Fig.2.7 as a blue
curve. The reflected pulse is obtained as the red curve in the same inset, and the spectrum is
obtained by Fourier transforming it.

Figure 2.7: Harmonic spectrum obtained from PIC simulation (red curve) ata = 5, L = 0.1λ.
The blue curve shows the spectrum of the incident pulse. The inset shows the electric field of the
incident (blue) and reflected (red) pulse.

A series of runs was made by changing the amplitudea and the scale lengthL. The efficiency
of the harmonic generation between 10th order to 50th order, which corresponds approximately
to the transmission of aluminum filter, was calculated from each spectrum. The result is shown
in Fig. 2.8. Harmonic generation is not very efficient when the scale length is zero, i.e, when
the plasma–vacuum boundary is sharp, and becomes most efficient aroundL ∼ 0.2λ. This ob-
servation is consistent with the observation of other studies [31, 46, 47]. The low efficiency at
zero scale length is explained by the huge force needed to overcome the restoring force in the
dense plasma. An important thing to note is the sharp drop of the efficiency once the scale length
exceeds the optimal region. Since the expansion of the plasma density profile to the scale length
of ∼ 0.5λ typically takes place in the order of∼ 10 ps [45], it is very important for the process of
surface HHG to suppress the preplasma generation before this time, i.e., the contrast in this time
scale must be kept high. Improving the contrast in a few-picosecond time scale is not possible
with electronic devices. One of the possible solutions is the plasma mirror, which is capable
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of improving the contrast in sub-picosecond time scale, and I will discuss about it in the next
chapter.

Figure 2.8: Harmonic generation efficiency as a function of scale length obtained for four differ-
ent intensities. Harmonic generation is efficient aroundL ∼ 0.2λ. The efficiency drops sharply
when the scale length increases. The inset shows the same plot in log scale to show the same
feature fora = 1.





Chapter 3

Plasma mirror with sub-10-fs pulses

The contrast of the laser pulse is one of the most important parameters in high-energy laser–
plasma interaction. If the contrast is not high enough, this will result in a formation of preplasma,
which impairs the interaction process. To achieve high contrast, one possibility is to use a plasma
mirror, which is the main topic of this chapter. I will report on the performance of the plasma
mirror with sub-10-fs pulses, namely the reflectivity of the device and the refocusability of the
reflected beam. The temporal evolution of the reflectivity is revealed by a high-dynamic-range
third-order correlation measurement.

3.1 Plasma mirror

3.1.1 Background

A laser pulse generated by a chirped-pulse amplification (CPA) system [85] is typically not a per-
fect Gaussian and has features shown in Fig.3.1. The main pulse is surrounded by pre/postpulses,
pedestal generated from amplified spontaneous emission (ASE), and pedestal coming from im-
perfect compression. The contrast of the pulse is defined by the ratio between the intensity of the
main pulse and the intensity of the prepulses/pedestal. When the intensity is low, the prepulses
or pedestal play no significant role because they are usually several orders of magnitude less
intense than the main pulse and their intensities are well below the damage threshold and plasma
formation limit of the target.

The situation changes significantly when the energy of the laser pulse becomes high and
reaches a certain level. When the prepulses/pedestal become intense enough, for example, inten-
sity of ∼ 1012 W cm−2 for fused silica [86], they start to damage the material, i.e., plasma starts
to generate. If the plasma is generated before the main pulse arrives, it will expand hydrodynam-
ically. In other words, the main pulse will no longer interact with a clean, steep plasma density
profile. This deformation of the plasma–vacuum interface changes the processes based on the
interaction at the plasma–vacuum interface such as high-order harmonic generation from solid
surfaces [27, 31, 48] and ion acceleration [87, 88], and often leads to unfavorable consequences.
Therefore, it is extremely important for the high-intensity laser–plasma interaction processes to

21
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Figure 3.1: Typical pulse from chirped-pulse amplification (CPA) system. Aside from the main
pulse, it generally has pre- and post-pulses. Pedestals usually come from amplified spontaneous
emission (ASE) and imperfect compression. Contrast of the pulse is defined by the ratio be-
tween the intensities of the main pulse and prepulses/pedestal. Typical values of the contrast are
indicated for prepulses and pedestals.

keep the prepulse/pedestal intensity low. For a pulse with the intensity of∼ 1019 W cm−2, for
example, the contrast of 107 or higher is required to have an ideal interaction.

There are several ways to improve the contrast of the laser pulse. Some methods focus on
improving the contrast of the pulse before stretching in the CPA system. The methods clas-
sified into this category includes nonlinear Sagnac interferometers [89], nonlinear polarization
rotations [90, 91, 92], and cross-polarized-wave (XPW) generation [93, 94]. Since the energy
applicable to these methods is limited and the throughput is rather low, further amplification is
usually necessary. A scheme using double CPA stages was demonstrated [92], where the pulse
was amplified with the first CPA stage to the energy level necessary for the nonlinear process
of cleaning, sent through a nonlinear temporal filter to improve the contrast, and then amplified
again with the second CPA stage. The plasma mirror [95], on the other hand, is used to improve
the pulse after amplification and compression and provides higher throughput without limitation
on the input energy. Since it is used after the whole CPA chain, the plasma mirror can be imple-
mented in a laser system without any modification to the system itself. Other advantages include
spatial filtering effects [95] and wide bandwidth acceptance.

Several investigations have been conducted to study the reflectivity of the plasma mirror
[96, 97] and the spatial profile of the reflected beam [97, 98, 99]. Some studies have pursued
the applicational possibility of the plasma mirror: improving the repetition rate by using a liquid
jet as the target [100] and cascading two plasma mirrors to improve the contrast even further
[99, 101].

All the studies mentioned above used pulses with 25 fs of duration or longer and no exper-
iment has been done with sub-10-fs pulses. On the other hand, intense few-cycle pulses with a
sufficiently high contrast would open up a new prospect for many applications [27, 102]. There-
fore it has great significance to study the possibility to obtain high-contrast few-cycle pulses
using a plasma mirror.
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3.1.2 Principle

The principle of the plasma mirror is illustrated in Fig3.2. First, the laser pulse is focused onto
a material transparent for the laser wavelength. Since the material is transparent, the prepulse
and the pedestal are transmitted. On the other hand, when the main pulse arrives on the target
and the intensity exceeds the damage threshold of the material, the target is ionized and plasma
is generated on the surface. As soon as the electron density in the plasma exceeds the critical
density for the incident wavelength, its reflectivity for the incident pulse switches to a high value,
i.e., the main pulse and everything afterward are reflected. This way, the reflectivity is maintained
low for the prepulses and the pedestal, while increased by several orders of magnitude for the
main pulse. In other words, the contrast of the pulse is increased by the ratio of the plasma
reflectivity to cold reflectivity of the material. The contrast improvement is typically 2 to 3
orders of magnitude with AR coated targets or with a geometry close to Brewster’s angle.

Figure 3.2: The principle of the plasma mirror. (1) The incident pulse is focused onto a trans-
parent target. (2) The prepulses/pedestal are transmitted through the material. (3) Plasma is
generated by the leading edge of the main pulse. (4) The rest of the pulse is reflected by the
generated plasma.

3.2 Experimental configuration

3.2.1 Laser system

The experiment was conducted with a broadband Ti:sapphire laser system built at Vienna Uni-
versity of Technology [103], based on chirped-pulse amplification with three multi-pass am-
plifier stages and a hollow-core fiber compressor. The typical output parameters were an en-
ergy of 550µJ at 1 kHz repetition rate, and a pulse duration of 7 fs at the central wavelength of
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730 nm. Typical output spectrum is shown in Fig.3.3(a). It extends from 600 nm to 900 nm and
its Fourier-transform limit corresponds to 7 fs of pulse duration. Figure3.3(b) shows a typical
second-order autocorrelation trace measured with a second-order autocorrelator (Femtometer PC
DAQ, Femtolasers). This trace also corresponds to the pulse duration of∼7 fs.
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Figure 3.3: Typical output from the laser system used for plasma mirror experiment. (a) Spec-
trum extends from 600 nm to 900 nm. (b) Second-order autocorrelation of the output pulse,
corresponding to the pulse duration of 7 fs.

3.2.2 Experimental setup

The experimental setup used for reflectivity measurement of the plasma mirror is shown in
Fig. 3.4. After the compressor chamber, all the optics were placed in vacuum. The polariza-
tion of the beam was set to eitherp or s by changing the alignment of a periscope. The incident
beam was expanded to the diameter of 50 mm with a telescope (not shown in the Figure). The
beam was focused onto the surface of a target with a silver-coated, 90° off-axis parabola with
the effective focal length1 of feff = 150 mm. The energy on target was typically 350µJ to 400µJ.
The loss of the energy was due to several optics after the compressor chamber. A round BK7
glass plate with the diameter of 120 mm was used as a target. The target was mounted on two
motorized linear translation stages (LM60, OWIS) and one motorized rotation stage (DRT65,
OWIS). Rotation and translation along the surface was used to provide a fresh part of the target
surface for each shot because each laser shot was intense enough to destroy a small surface of
the target. A typical number of shots allowed on each target was∼ 2× 106 with a spacing of
∼ 50 to 100µm between each spot. In other words, one target lasted approximately for an hour

1Here I use the term ‘effective focal length’feff to refer to the distance between the focus and the center of the
off-axis parabola surface. This is because the focal lengthf of the parabola is defined by the distance between the
focus and the bottom of the paraboloid. The relationship betweenf and feff is feff = f / cos2(θ/2), whereθ is the
angle of the off-axis parabola.
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at 1 kHz repetition rate. The other translation stage allowed to move the target parallel to the
incident beam and was used for focal scan. Reflected beam was collected with an achromatic
lens into a detector. Different detectors were used for different experiments, for example, a power
meter was used for reflectivity measurement.

Figure 3.4: Experimental setup for reflectivity measurement of the plasma mirror. The 50 mm
diameter beam was focused with a silver parabola (F = 3) onto a round glass target, which was
mounted on three motorized stages. The reflected beam was collected with an achromatic lens
and sent onto a detector.

During the alignment, the focus was imaged with a microscope objective onto a charge-
coupled device (CCD) beam profiler (WinCamD, DataRay). Figure3.5shows a typical image of
the focal spot. The full width at half maximum (FWHM) size of the spot was obtained to be 7µm
to 8µm by fitting Gaussian on vertical and horizontal lineouts. From this value and the values
mentioned above, the maximum peak intensity on target during the measurement is estimated to
be∼ 5× 1016 W cm−2.

3.3 Reflectivity of the plasma mirror

The efficiency of the plasma mirror was characterized by measuring the energy throughput and
the peak reflectivity. The energy throughput is obtained as the ratio of the reflected energy to
the incident energy, while the peak reflectivity is the ratio of the reflected peak intensity to the
incident peak intensity assuming that the pulse duration did not change during the reflection. This
assumption is validated in Section3.5. The peak reflectivity was calculated from the incident
energy and the measured beam profile on the target. The energy throughput is important for
applications because this is the direct output from the system. On the other hand, the peak
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5 µm

Figure 3.5: Image of a typical focal spot. Gaussian fit on a vertical and horizontal lineout returns
the full width at half maximum (FWHM) of the spot to be 7µm.

reflectivity is also important because this value is independent from the system parameter such
as beam profile. This can be considered as the reflectivity at a certain point, i.e., the integration
of this value over space and time will yield the energy throughput.

For these experiments, a power meter was used as the detector shown in Fig.3.4. The
throughput of the plasma mirror was measured by comparing the energies in front of the com-
pressor chamber and at the detector outside the vacuum chamber. The throughput of the optics—
from the compressor chamber to the target and from the target to the detector—was characterized
thoroughly to determine the reflectivity precisely.

The energy throughput was measured as a function of the incident fluence. The incident
fluence was changed by either changing the incident energy by using neutral-density (ND) filters
(energy scan), or scanning the position of the plasma mirror in focal direction, i.e., changing the
spot size on target (z-scan). Figure3.6 shows one of the measurement results from thez-scan.
The red circles show the energy measured at the power meter outside the vacuum chamber. The
values are the average of several thousand laser shots and the error bars show the characteristic
deviation of the measured energy over several seconds. The incident energy on the target was
∼ 380µJ during this measurement. Since the throughput of the optics between the plasma mirror
and the detector (an achromatic lens, two silver mirrors, and an exit window) was∼ 73% for
our ultrabroadband pulses, the maximum reflectivity for this measurement is calculated to be
(100/0.73)/380 ' 0.36. The corresponding images of the spots along thez-axis was observed
by making a separate scan right after the energy measurement. This scan was made with low
energy to make sure that there is no effect from the plasma mirror. The blue squares in Fig.3.6



3.3 Reflectivity of the plasma mirror 27

shows the diameters of the spots. The incident fluence for each position was estimated by using
this diameter and the incident energy of∼ 380µJ. The larger error at the positions far from the
focus is due to non-Gaussian beam profile.

Figure 3.6: The reflected energy measured byz-scan, indicated by red circles. Blue squares
show the diameter of the incident beam on the target observed at the corresponding positions.
The reflectivity and the incident fluence are calculated from these results.

Figure3.7(a) shows the energy throughput measured forp-polarization as a function of the
average incident fluence. The average incident fluence is obtained by dividing the half of the en-
ergy by the area containing that energy. Different sets of measurements are shown with different
symbols in Fig.3.7. The measurements were well reproducible and gave the same results for the
energy scan and for thez-scan. The highest throughput reached up to∼ 40%, while the lowest
reflectivity was as low as∼ 0.5% because the incidence angle (45◦) was close to Brewster’s an-
gle (∼ 56◦). From these values a contrast improvement of two orders of magnitude is expected.
The throughput was measured also with longer pulse durations, which was achieved by either
chirping the pulse or clipping the spectrum. Chirping was achieved by inserting several pieces
of AR-coated glass (total thickness of 3.5 mm) into the beam right before the compressor, which
stretched the pulse duration to∼ 50 fs. Clipping was achieved by placing a beam block in the
prism compressor in front of the hollow-core fiber [103] and observing the spectra after the fiber.
The bandwidth after clipping is shown in the legend of Fig.3.7in parentheses. With this method,
the Fourier limited pulse duration was made longer to either∼ 30 fs or∼ 60 fs. Although the
pulse duration was increased up to∼ 60 fs, i.e., a factor of 8, no significant change was observed
in the behavior of the reflectivity. This result is consistent with the observation of Doumyet al.
[97]. Therefore, I plotted the reflectivity as a function of the incident fluence in Fig.3.7.

The energy throughput measured fors-polarization is plotted in Fig.3.7(b). The highest re-
flectivity reached up to∼ 65%, which is higher than the reflectivity obtained forp-polarization.
This is due to the absence of resonance absorption [83] and Brunel absorption [63] for s-polarization,
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Figure 3.7: Energy throughput of the plasma mirror measured as a function of the average inci-
dent fluence. Different symbols represent different sets of measurements. (a) Forp-polarization,
the highest and lowest reflectivity are measured to be∼ 40% and∼ 0.5%, respectively. From
these values, contrast improvement of two orders of magnitude is expected. The pulse dura-
tion was changed either by chirping or by clipping the spectrum. In the case of clipping, the
bandwidth after the clipping is indicated in the legend. (b) Fors-polarization, the reflectivity is
higher than that ofp-polarization. On the other hand, the expected contrast improvement is lower
because of the higher reflectivity for low incident fluence.
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in contrast top-polarized light, where these processes absorb the energy and thus reduce the re-
flectable energy. On the other hand, the expected contrast improvement is only one order of
magnitude because of the relatively high Fresnel reflectivity fors-polarization, which is∼ 8%
at 45° angle of incidence for our target material. The results plotted in Fig.3.7(b) had larger
fluctuations than those in Fig.3.7(a) owing to the different laser conditions from different days.

Reducing the Fresnel reflectivity with anti-reflection (AR) coated targets [97] will boost the
contrast improvement up to factor of 200. Therefore, usings-polarized beam with AR-coated
targets is ideal for obtaining the maximal throughput (65%). On the other hand, AR-coated
targets are expensive, especially when they have to be replaced frequently. Usingp-polarized
light solves this problem at the cost of decreased throughput (40%). The contrast improvement
factors are in the same order fors-polarized light with AR-coated targets and forp-polarized light
with ordinary targets, at 45° incidence angle. Using the plasma mirror at Brewster’s angle (∼ 56°
for BK7 glass) will increase the improvement factor forp-polarization even more, although the
alignment will be more complicated because the reflected beam will not be perpendicular to the
incident beam any more.

The spatial peak reflectivities forp- ands-polarization are depicted in Fig.3.8 as a function
of the peak fluence. The maximum value was above 60% forp-polarization. It is even higher
for s-polarization, where the maximum value is above 80%, but the measurement had rather
large errors. As I mentioned in the beginning of this section, the value of peak reflectivity is
important because it is independent from the parameter of the experimental setup. While the
average reflectivity shows the overall performance of the specific system, the peak reflectivity
shows the performance that depends solely on physics. Since this value is system-independent
and similar values are obtained with other experiments [96, 97], it can be used to estimate the
throughput when one needs to implement a plasma mirror on a different system.

3.4 Refocusability of the reflected beam

Since the plasma mirror is based on a nonlinear plasma effect, it is not self-evident that the
focusability of the reflected beam is comparable to that of the incident beam. Therefore, the
spatial profile of the reflected beam was characterized by refocusing it.

The setup was slightly modified from the previous measurement, as shown in Fig.3.9. The
reflected beam was collimated with an achromatic lens (f = 150 mm) and refocused with a
90°, feff = 75 mm off-axis parabola. The image of the refocused spot was magnified with a
microscope objective and captured by a CCD beam profiler (WinCamD, DataRay).

Figure3.10shows some of the images of the refocused spot. As a reference, the refocused
image was observed without activating the plasma mirror [Fig.3.10(a)]. This image was taken
when the focus of the incident beam was exactly on target, while the incident fluence was suf-
ficiently low so that no plasma was generated, in other words, the plasma mirror was “off.”
Figure3.10(b) shows an image observed at the same position and with the full incident energy,
i.e., with the plasma mirror “on.” The spot is smaller and the corresponding near-field beam
profile is cleaner than the one measured without activating the plasma mirror. The horizontal
and vertical lineouts of the refocused spot images clearly shows that the spot is smaller when the
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Figure 3.8: Peak reflectivity of the plasma mirror plotted against the spatial peak fluence of
the incident beam. The maximum reflectivity reached∼ 60% forp-polarization and∼ 80% for
s-polarization.

Figure 3.9: Setup for refocusability measurement. The reflected beam was collimated with an
achromatic lens and refocused with an off-axis parabola (feff = 75 mm). The refocused image
was observed with a CCD camera with a microscope objective.
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plasma mirror is “on,” as shown in Fig.3.11.

5 µm

(a)

5 µm

(b)

Figure 3.10: Images of the refocused spot. (a) Image taken while the plasma mirror was off, i.e.,
when the incident fluence was low. (b) Image taken while the plasma mirror was operating.

To study the behavior of the plasma mirror further, the refocused image was observed by
scanning the plasma mirror inz-direction and adjusting the imaging system for each position to
find the best refocused spot. The measured spot diameters are plotted as a function of the plasma
mirror position in Fig.3.12. The horizontal lines indicate the spot diameter when the plasma
mirror was “off.” The different focus diameters fors- andp-polarizations are due to different
alignments of the beam line. It is clearly seen that the diameter of the reflected beam becomes
smaller when the plasma mirror is “turned on” and it is placed close to the focus of the incident
beam.

Two effects are observed on the refocused beam profile: smaller spot size and cleaner beam
profile. Both effects are explained by the fluence-dependent reflectivity of the plasma mirror. The
plasma mirror reflects more efficiently at the central part of the beam, while the reflection at the
surrounding area is relatively suppressed. In other words, the plasma mirror acts as a spatial filter
that makes the beam profile cleaner [104]. At the same time, this fluence-dependent reflectivity
makes the peak narrower, which results in a smaller spot size right after the reflection off from
the plasma mirror and consequently a smaller refocused spot size.

3.5 Time-resolved reflectivity measurement with third-order
correlation

The temporal characteristics of the reflected beam was also investigated by measuring a high-
dynamic-range third-order correlation. The setup was almost the same as the one shown in
Fig. 3.4except for the detector, where a home-made third-order correlator [105] was used. The
polarization of the beam incident to the target was set top because a better contrast improvement
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Figure 3.11: (a) Horizontal and (b) vertical lineouts of the refocused images with (blue solid
line) and without (red dashed line) the plasma mirror. Refocused spot size is clearly smaller
when the plasma mirror is “on.”

was expected. The fluence on the plasma mirror during this measurement was estimated to be
∼ 60 J/cm2. The reflected beam was re-collimated and sent into the third-order correlator.

Figure3.13shows the measured third-order correlation of the reflected pulse together with
that of the incident pulse. The negative delay represents the leading edge of the pulse. Although
the measured contrast was limited to 106 because of the low energy (∼ 50µJ) sent into the
correlator, the expected contrast improvement of two orders of magnitude is clear at the pulse
front, for example, around−2 ps or at−8.5 ps. The peak appearing at−1.5 ps is an artifact from
a post pulse, which appears due to the nature of correlation measurements. A pulse-steepening
effect is also evident on the rising edge [106]. On the other hand, no effect is observed on
the falling edge of the pulse, which implies that the reflectivity was constant during the pulse.
Since 100-µm-thick crystals were used in the correlator to gain strong signals, the third-order
correlation trace does not reflect the short pulse duration shown in Fig.3.3.

Figure3.14depicts the time-resolved reflectivity of the plasma mirror forp-polarization ob-
tained by dividing the correlation trace of the reflected pulse by that of the incident pulse. The
curve was normalized by setting the average value between 0 ps and 4 ps to the expected peak
reflectivity of 50%. A steep rise of the reflectivity is clearly seen starting from−500 fs. This
steep rise indicates that the plasma is generated∼ 500 fs before the main pulse. This suggests
that the plasma mirror was activated with the pedestal of the sub-10-fs pulses, similarly to the
previous experiments with longer pulses. It is apparent that the reflectivity is constant during the
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Figure 3.12: Refocused spot size (FWHM) as a function of the plasma mirror position in the
focal (z) direction. The measurement was made with (a)p- and (b)s-polarization on the plasma
mirror. Horizontal lines indicate the reference spot size without activating the plasma mirror.

Figure 3.13: Third-order correlation measured with (red) and without (blue) the plasma mirror.
Negative delay represents the leading edge of the pulse. Although the measured contrast was
limited by the low input energy (∼ 50µJ), contrast improvement of two orders of magnitude is
seen in the leading edge, for example, around−2 ps.
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pulse, and it starts to decrease again∼ 6 ps after the main pulse.

Figure 3.14: Time-resolved peak reflectivity of the plasma mirror calculated from the correlation
traces in Fig.3.13. The horizontal red lines show the average value of the reflectivity between 0 ps
and 4 ps and the error bar correspond to the standard deviation. The inset shows the magnified
view of the reflectivity. Fast increase of the reflectivity is observed at the leading edge.

To further understand the physical process, the hydrodynamic expansion of the plasma was
simulated with a simulation codeMEDUSA [107]. The input pulse used for the simulation was a
7 fs Gaussian pulse sitting on a 1.7 ps Gaussian pedestal with 2× 10−4 contrast and 7 fs Gaussian
prepulse a 8.5 ps before the main peak with 10−4 contrast. The parameter was determined by
a fit on the third-order correlation trace measured without the plasma mirror. The result of the
simulation is shown on Fig.3.15, together with the temporal structure of the input pulse. The
simulation shows that the scale lengthL ≡ ne/|dne/dz| of the plasma, wherene is the electron den-
sity, is∼ 0.03λ at the critical density when the main peak of the pulse arrives. If the scale length
is too large, a plasma mirror acts similarly to a chirped mirror because different wavelengths are
reflected at different depths in the plasma surface, owing to the different critical densities. With
this scale length, however, this chirping effect is negligible and the pulse duration stays the same
after the plasma mirror. The simulation also shows that the scale length exceeds 0.1λ around
+2 ps after the main peak. Above this scale length, the process of resonant absorption starts
[108], and reaches its maximum efficiency aroundL ∼ 0.3λ [83]. The simulation shows that this
scale length is reached around∼ +4 ps, which explains the decrease of the reflectivity around
6 ps. The slight quantitative discrepancy is probably due to the imperfect fitting of the Gaussian
profiles.
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Figure 3.15: Evolution of plasma scale length calculated withMEDUSA (courtesy of L. Veisz).
The blue curve shows the temporal profile of the input pulse, which has a prepulse 8.5 ps in front
of the main pulse and a 1.7 ps Gaussian pedestal. Red circles show the evolution of the plasma
scale length. It stays almost unchanged when the main pulse arrives and starts to increase after
most of the pedestal has passed.

3.6 Summary

In conclusion, the contrast improvement of sub-10-fs pulses by using a plasma mirror is demon-
strated. The reflected pulses were cleaned both spatially and temporally. The spatial peak reflec-
tivity reached≥ 80% (≥ 60%) and the energy throughput had a value of∼ 65% (∼ 40%) fors-
(p-) polarization at 45° angle of incidence. The first measurement of the complete high-dynamic-
range correlation revealed the temporal structure of the pulses reflected from the plasma mirror.
The time-resolved reflectivity of the plasma mirror was determined with the help of these results,
showing the contrast improvement of two orders of magnitude and the pulse steepening at the
leading edge.

Improving the contrast with the plasma mirror will lead to better performances in experiments
such as high-order harmonic generation on plasma surfaces. On the other hand, this will impose
a limit on the number of laser shots in one experimental run. The use of the plasma mirror
should be determined by weighing the benefits gained by the contrast improvements against the
drawback of the limited number of shots.





Chapter 4

Experimental investigations of HHG from
plasma–vacuum interface

In this chapter, the experimental results to characterize the harmonics generated from the ATLAS
laser system is presented. Characterizing the properties of the harmonics is important especially
if the harmonics are meant to be used as a radiation source. The measured properties of the
harmonics are presented and discussed in conjunction with further applications.

4.1 Experimental configuration

4.1.1 Laser system

The experiment was conducted using a laser system developed at MPQ, which is an upgraded
version of ATLAS [109]. The system is based on Ti:sapphire CPA scheme and consists of a
broadband oscillator, a multi-pass pre-amplifier, a regenerative amplifier (regen), and two multi-
pass amplifier stages. After the compression, the system typically produced the pulses with the
energy of 850 mJ and the duration of 45 fs at the center wavelength of 800 nm with the maximum
repetition rate of 10 Hz. Since this laser system is intended for ultrahigh-intensity experiment,
extra care was taken to achieve high contrast. One is the pre-amplifier stage before the regen, so
that the amplification in the regen could be lowered and thus the generation of the ASE pedestal
could be lowered. Another is an extra Pockels cell with a fast rise time (∼200 ps) after an ordinary
Pockels cell of the regenerative amplifier, which suppresses any of the remaining ASE pedestal
at 200 ps before the main pulse.

The contrast of the pulse was measured with a homemade third-order correlator [105]. Fig-
ure4.1shows the measured autocorrelation trace. The full third-order correlation trace is shown
on Fig.4.1(a). It shows a contrast of 108 around 100 ps in front of the main pulse. The rapid
drops of the signal at the beginning and at the end of the trace shows the noise level (10−11

relative to the peak intensity), which indicates that the measured contrast is not limited by the
detection level of the device. The magnified view around the main pulse is shown on Fig.4.1(b).
It shows a slow rise starting around 40 ps before the main pulse, and the contrast at the rising

37
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edge of the main pulse reduces to 106. Note that the peak in front of the main pulse is a ghost of
a post pulse and does not affect the real contrast of the pulse. For the estimated focal intensity of
∼ 1018 W cm−2 to 1019 W cm−2, the contrast of 108 at 40 ps is good enough because this means
that the intensity in the pedestal should be lower than the damage threshold of dielectric materials
[86]. The experiments described here were performed without a plasma mirror because its use
significantly limits the number of laser shots, which will be critical for further applications.
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Figure 4.1: Third-order correlation trace of the output pulse from ATLAS (courtesy of
K. Schmid). (a) Full correlation trace showing the contrast of 108 at 100 ps before the main
pulse. Negative value represents the front side of the pulse. The noise level was measured at the
beginning and at the end of the scan (drops of the signal to 10−11) to make sure that the measured
contrast is not limited by the dynamic range of the device. (b) Magnified view of the trace. The
pulse shows a slow rise starting around 40 ps before the main pulse. The contrast reduces to 106

at the rising edge of the main pulse. The peak in front of the main pulse is a ghost of a post pulse
and has nothing to do with the contrast.
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4.1.2 Experimental chamber

The output beam from the system was sent through a vacuum beamline to the experimental
chamber. Figure4.2 shows a photograph and a perspective drawing of the experimental cham-
ber used for the first measurement. The 60-mm-diameter infrared (IR) beam coming from the
beamline was focused with a dielectric 4-inch 30° off-axis parabolic mirror with the focal length
f = 150 mm (effective focal lengthfeff = 160.8 mm) onto a glass target. An AR-coated, 500-
µm-thick glass wafer was placed right in front of the parabola to protect it from possible debris
from the target. Typical energy on the target was 700 mJ.

Figure 4.2: Photograph and drawing of the experimental chamber and the beamline. The beam
coming from the beamline was focused onto a target with a off-axis parabola (f = 150 mm) onto
a solid target. The reflected beam was collected with a spherical mirror (R = 600 mm) and sent
into an XUV spectrometer.

The target was driven by four motorized stages (DRT65/LIMES60, OWIS). Since each laser
shot destroys a part of the target surface, a rotation stage and a translation stage was used to
provide a fresh part of the surface for each shot. It allowed approximately 5000 shots on one
round target with the diameter of 120 mm, when the spacing between each shot was set to a
typical value of 1.5 mm. The spacing was reduced to save the target when the incident energy
was lowered, i.e., when the damage spot was smaller. Another translation stage is used for a
focal scan along the incident beam axis. The other translation stage is used to move the whole
target drive mechanism away from the beam to observe the beam profile at the focus.

During the alignment, the focus of the beam was imaged with af = 100 mm objective onto
a beam profiler (WinCamD, DataRay), which was placed∼ 6 m away from the focus. The
alignment of the off-axis parabola was optimized by observing this image. Figure4.3 shows a
typical image of the focus after the optimization. The spot has an Airy pattern [110] because
the profile of the incoming beam is flat-top. Energy distribution of the spot was analyzed from
this image by calculating the energy within a circle with a certain radius. The blue circles in
Fig. 4.3(b) shows the relative energy contents as a function of the radius of the enclosing circle.
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To obtain an approximate focal intensity distribution, the plot is fitted to a double Gaussian
profile. The power within a circle with radiusr is calculated as

P(r) = P0

[
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whereP0 is the peak power,w1 andw2 the 1/e2 radii of the two Gaussian profiles, andα the
fraction into one of the Gaussian. SinceP(r) is a “cumulative” power, the intensity profile of this
beam is obtained as
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If the temporal profile of the pulse is Gaussian, the peak powerP0 is obtained as

P0 =

√
4 ln 2

π

E
τ
, (4.3)

whereE is the total energy andτ is the pulse duration. From the experimental valuesE = 700 mJ
and τ = 45 fs, together with the fitted parameters, the beam profile is obtained as shown in
Fig. 4.3(b). The obtained peak intensity is∼ 4× 1019 W cm−2. On the other hand, the radius
corresponding to 1/e2 radius of Gaussian beam—where∼ 86% of the enegy is contained—is
obtained as∼ 10µm and from this value, the average intensity of the spot is calculated to be
∼ 4× 1018 W cm−2. From this analysis, it is seen that the energy in the focal spot area with
intensity< 4× 1018 W cm−2 is ∼ 55%, while with intensity> 1019 W cm−2 only ∼ 30%.

The reflected beam was collected with a gold-coated spherical mirror with a radius of cur-
vatureR = 600 mm and sent into a 0.2 m vacuum monochromator (VM-502, Acton Research).
The signal was detected with a multi-channel plate (MCP) with a phosphor screen and a CCD
camera (CH350, Photometrics) and read out by a personal computer (PC).

Figure4.4shows a typical spectral image obtained with the setup. The image was taken with
a single shot. Harmonics up to the 15th order are clearly observed. The observed spectral range
was limited by the reflectivity of the gold focusing mirror and the efficiency of the grating.

4.1.3 Grazing-incidence spectrometer

Although it was possible to measure the spectra with the Acton spectrometer to a certain extent, it
was not clear whether there is any signal above the observed spectral range. In fact, it is important
to know the real XUV radiation because any unexpected radiation could be detrimental to some
applications. Therefore, we made some modifications to the setup shown in Fig.4.2. The first
was to introduce a 1-m focal length scanning grazing incidence spectrometer (Model 248/310,
McPherson). The advantage of the grazing incidence spectrometer is its high efficiency for the
short wavelength. An MCP and a phosphor screen connected to a CCD camera (DH420, Andor)
with a tapered fiber was chosen as the detector.

The spectrometer uses a Rowland-circle configuration [111], where the horizontal focusing
of the vertical slit image is assured if the entrance slit and the detector are both located on the
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Figure 4.3: Typical focal spot of ATLAS. (a) Image observed with a beam profiler. The spot
shows an Airy pattern owing to the flat-top profile of the incoming beam. (b) Energy contents
plotted as a function of a radius of the enclosing circle (blue dots). The blue dashed line shows
a fit, where a double-Gaussian profile is assumed. From the fit, the intensity profile of the beam
was calculated (red line).

Figure 4.4: Typical image obtained with the setup. Harmonics up to 15th order is observed. The
observed spectral range was limited by the reflectivity of the gold mirror and the efficiency of the
grating.
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Rowland circle. Figure4.5 shows the configuration of the spectrometer. The reflection angleθ
is related to the incidence angleα asdsinα − dsinθ = Nλ, whered is the distance between the
grooves of the grating,N is the diffraction order, andλ is the wavelength of the incident light.
Figure4.5also shows that cosθ = x/r, wherex is the chord length (distance between the grating
and the center of the detector), andr is the grating radius, which is equal to the diameter of the
Rowland circle. The detector is placed parallel to the tangent of the Rowland circle but intersects
with the Rowland circle at two points so that the most of the rays are close to the focus. The
position of the detector can be scanned along the Rowland circle to observe different wavelength
ranges. The spectrometer is equipped with a counter that shows the chord lengthx in inches, and
the conversion fromx to the center wavelengthλ on the detector is given as

λ = d
[
sinα − sin

(
cos−1 x

r

)]
. (4.4)

For our spectrometer, the parameters wereα = 87°, r = 998.8 mm, andd = 1/133.6 mm.

Figure 4.5: Configuration of the grazing-incidence spectrometer. The grating is placed tangential
to the Rowland circle and has a radius of curvature equal to the diameter of the Rowland circle.
The entrance slit and the detector are positioned on the Rowland circle. While the position of the
slit is fixed, the detector can be scanned along the Rowland circle.

Another modification made was to attach the spectrometer directly to the chamber, so that
the spectrometer is placed at the position of the spherical mirror in Fig.4.2 and no reflection is
involved before the spectrometer.

After those modifications, less signal was expected overall because there was no collecting
optics any more. On the other hand, there is no component that truncates the short wavelength
region of the spectra, thus we expect to obtain a clearer picture of what is generated at short
wavelength region. Spectra measured with this modified setup will be presented and discussed
in the next section.
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4.2 Spectral properties and selection

As an XUV radiation source, one of the most important property is its spectral contents because
many applications require specific wavelengths. For example, two-photon ionization of helium
requires wavelength of the radiation to be longer than 50.4 nm. It is also important to take
care of the fundamental wavelength reflected by the target and travels along with the generated
harmonics, because the energy of the fundamental pulse is usually several orders of magnitude
higher than that of the harmonics and hence easily disturbs further applications. In this section,
methods to select a certain spectral region and to remove the unwanted wavelength component
are described.

4.2.1 Spectral selection using various filters

The simplest way to select a spectral region is to use an appropriate filter. Metallic filters block
IR beam, while transmitting a certain XUV spectral region depending on the material.

Figure4.6shows spectra measured with a 150-mm-thick aluminum filter. An aluminum filter
was chosen because it transmits wavelength as short as 17 nm with high efficiency (∼ 80%) and
it can be easily obtained from any manufacturer. The transmission curve of the filter is shown on
the top [Fig.4.6(a)]. Figure4.6(b) shows a spectrum obtained at the center wavelength of 50 nm.
The cutoff at 10th harmonic (∼ 80 nm) is due to the low transmission of the aluminum filter.
Figure4.6(c) shows a spectrum at 50 nm. Harmonics up to 18th order is clearly seen. Besides
the harmonic signals, the signal coming from the line emission from oxygen is also observed.
Figure4.6(d) shows a spectrum at 30 nm. Strong line emission from oxygen is observed around
20 nm. The sharp drop of the line emission signal is due to the X-ray absorption edge of alu-
minum (L-edge), which is located at 17 nm [112]. Spacing of the harmonics appears to change
from Fig.4.6(b) to Fig.4.6(c) because the detector moves along the Rowland circle.

Figure4.7 shows a vertically integrated profile of the image shown in Fig.4.6(c). The har-
monics up to 19th order were clearly observed, which was impossible with the Acton spectrom-
eter. The signal around 30 nm is due to the scattered light that hits the edge of the MCP and the
tapered fiber and thus has no physical significance. The harmonic signal lies on top of the slope
of the second-order oxygen line emission signal. An important thing to note is that the oxygen
line emission produced a signal comparable to harmonics, even for second-order diffraction. Its
high photon energy will be adverse for further applications such as two-photon ionization of he-
lium, if this radiation is not properly suppressed. Since aluminum has high transmission down to
17 nm, where the oxygen line lies, it does not make an appropriate filter for that purpose.

Fortunately, there exist other materials that suppress the spectral region around 20 nm effi-
ciently. Indium, for example, is one of them. Figure4.8shows the transmission curve of indium
and spectra measured with an indium filter. The indium filter transmits harmonics from 8th to
10th efficiently, while suppressing the radiation around 20 nm by 5 orders of magnitude. The
spectra observed with a 150-nm-thick indium filter shows strong signals for 8th to 10th harmon-
ics, a weak signal for 11th harmonic, and no signal for oxygen line emission. A tin filter is
another possibility. Figure4.9shows the transmission curve of tin and spectra measured with a
150-nm-thick tin filter. The tin filter transmits 10th to 15th harmonics, which is consistent with
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Figure 4.6: Spectral images measured with an aluminum filter. The transmission curve of a
150-nm-thick aluminum is shown on the top (a). The spectral images are taken at the center
wavelengths of (b) 70 nm, (c) 50 nm, and (d) 30 nm. A strong signal from line emission of
oxygen is also observed.

the observed spectra. No signal from oxygen line is observed.

4.2.2 Comparison of various targets

Another possibility to confine the spectral region of harmonic emission is to use a different target.
This method works only for the CWE, where maximum harmonic order is limited by the plasma
density, as explained in Section2.2.2.

Fused silica

So far, all the spectra are taken by using fused silica as the target. Since the density of fused silica
is 2.21 g cm−3 [113], the maximum electron number density expected from the fused silica (SiO2)
is

ne = 2.21 · 14+ 8× 2
28+ 16× 2

· 6.02× 1023 = 6.65× 1023 cm−3,
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Figure 4.7: Spectrum obtained with an aluminum filter. The harmonics up to 19th order is
observed. A strong signal from the second-order diffraction of oxygen line is also observed. The
signal at the left end is scattered light hitting the edge of the MCP and tapered fiber.

Figure 4.8: Spectra measured with an indium filter. Transmission curve of a 150-nm-thick
indium filter is shown on the top (a). Spectra are measured at (b) 90 nm, (c) 70 nm, (d) 50 nm,
and (e) 30 nm.
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Figure 4.9: Spectra measured with a tin filter. Transmission curve of a 150-nm-thick tin filter is
shown on the top (a). Spectra are measured at (b) 90 nm, (c) 70 nm, (d) 50 nm, and (e) 30 nm.

when the fused silica is fully ionized. This number density corresponds to the plasma frequency
of

ωp =

√
nee2

ε0me
=

√
6.65× 1023× (1.602× 10−19)2

8.85× 10−12× 9.11× 10−31
= 4.60× 1016 Hz.

Since the frequency of the fundamental field at 800 nm isω0 = 2πc/λ = 2.35× 1015 Hz, this
plasma frequency satisfiesωp ' 19.5ω0. Therefore, the maximum harmonic order expected
from CWE using a fused silica target is 19th order.

This is exactly the maximum order observed experimentally, and this suggests that the har-
monics generated from the experiment might come from CWE and not ROM. Note that this
coincidence does not necessarily exclude the possibility that the harmonics are generated from
ROM. To find whether they are generated from CWE or ROM, the easiest way is to change the
target with a material with lower density and see whether the cutoff position changes.

Plexiglas

When the target is changed to Plexiglas (polymethylmethacrylate), whose molecular formula is
(C5O2H8)n and density is 1.19 g cm−3 [113], the maximum electron number density is reduced
to 3.58× 1023 cm−3 and the maximum plasma frequency becomesωp ' 14.3ω0 accordingly.
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Therefore, if no harmonic is observed above the 14th order with the same experimental condition,
it indicates that the harmonics are generated from CWE.

Figure4.10shows the spectra obtained with glass and Plexiglas. For those spectra, the signals
were accumulated for 100 laser shots each. For the glass target [Fig.4.10(a)], the harmonics up to
16th order was observed, which is consistent with the results shown before. On the other hand, no
harmonic above 14th order is observed when the target was changed to Plexiglas [Fig.4.10(b)].
Since the laser condition is practically the same for those two measurements, the difference in
the spectra is attributed to the difference in the material density. This means that those harmonics
are generated from the CWE process.

Figure 4.10: Comparison between the spectra taken with (a) glass and (b) Plexiglas at the center
wavelength of 70 nm using an Al filter. Harmonics as high as 16th order is observed for a glass
target, while no harmonic above 14th order is observed for a Plexiglas target.

This result suggest that it is possible to suppress harmonic generation above 14th order by
using Plexiglas target, which is helpful for future applications such as two-photon ionization of
helium, discussed in Section5.1.2.

The result also suggests that no ROM harmonic is generated, although the estimated average
intensity of 4× 1018 W cm−2 is already in relativistic regime. One of the possible explanation
is that the contrast of the laser pulse was not high enough for ROM process. For relativistic
interaction to take place, not only the intensity but also the plasma scale length plays a role
[60]. In fact, ROM harmonics have been observed with laser pulses with higher contrast [59,
114], while no ROM harmonic has been observed with lower-contrast laser pulses at relativistic
intensity [28, 31]. Compared to the CWE process, which occurs within the plasma density
profile, the ROM process is bounded to the surface and requires a clean, well-defined vacuum–
plasma interface [33].

Thus I conclude that most of the harmonics generated with ATLAS is generated from CWE
process. The main harmonic generation process is considered to be CWE for the rest of the
experiments presented in this thesis.
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Silicon

One thing to note is that harmonic generation efficiency was very low when silicon was used
as a target. Since silicon has a density of 2.33 g cm−3 [113], which is comparable to that of
the fused silica, at least the same number of harmonics are expected theoretically. Figure4.11
shows the spectra observed from a silicon target with and without a 150-nm-thick aluminum
filter. Although some harmonics were still generated, they were so weak that they were not
observable when the aluminum filter was used, i.e., when the condition was the same as the
previous measurement with a glass target shown in Fig.4.6. The oxygen lines are most probably
coming from the contamination layer on the surface of the target.

Figure 4.11: Spectra measured from a silicon target at the center wavelength of 80 nm (a) without
and (b) with an Al filter. Note that the color scales are different for the two images.

The reason why the harmonic emission was weak is explained in terms of the contrast of the
pulse and the plasma mirror effect. The main difference between fused silica and silicon is the
absorptivity of the material. The fused silica is practically transparent to IR, while the silicon is
not, i.e., it absorbs IR. This means that more energy from the pedestal of the pulse is absorbed
by silicon and that leads to earlier formation of the preplasma on the target. The fused silica,
on the other hand, does not absorb the energy on the pedestal efficiently, which is exactly the
same process as the plasma mirror and thus the effective contrast for the interaction is increased.
Since the contrast improvement by a plasma mirror increases the harmonic generation efficiency
significantly [33, 48], the main reason for the low harmonic generation efficiency with the silicon
target is attributed to the low effective contrast.

4.2.3 Suppression of infrared

Since the process of the surface HHG requires very high intensity, extra care should be taken
with the remaining IR after the interaction because its extremely high intensity can easily ruin
further applications.
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The simplest method to attenuate the IR is to use a metallic filter. Any of the filters men-
tioned in Section4.2.1suppresses the fundamental wavelength by several orders of magnitude.
Although the metallic filters are sufficient for moderate intensities like∼1014 W cm−2, it is not
ideal for the energy used for surface HHG experiment. One of the problems is that the IR is so
intense that it easily damages the filters. In fact, several pinholes have been found in some of the
filters after several laser shots.

One possibility is to use the reflection from a silicon plate at the Brewster angle for the fun-
damental wavelength [115]. Figure4.12shows the reflectivity curve of silicon forp-polarization
at 74.83° incidence angle. While the reflectivity of the fundamental wavelength of 800 nm is
approximately 10−6, the reflectivity at the region of interest—between 8th to 15th harmonics—is
close to unity. In other words, this “reflective filter” allows to suppress IR with a very high effi-
ciency and with high throughput. It is possible to use multiple silicon plates to achieve higher IR
suppression.
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Figure 4.12: Reflectivity of silicon forp-polarization at 74.83° incidence angle. The vertical
dashed line indicates the fundamental wavelength of 800 nm and the filled region indicates the
region between 8th to 15th harmonics.

In practice, the suppression ratio depends strongly on the alignment of the plate. In fact, a
small portion ofs-polarized component increases the reflectivity significantly because the Brew-
ster angle works only forp-polarization, and the reflectivity fors-polarization at the same inci-
dence angle is as high as∼ 75%. If the pulse containss-polarized component with 1% of the
pulse energy, for example, the reflectivity increases to∼ 7.5× 10−3, which is almost 4 orders
worse than the best case. It is also important to note that the plate needs to be replaced once in
a while because the energy of IR is not transmitted but absorbed by the plate, which leads to a
burn spot on the surface if the IR energy is high, and deteriorates the XUV reflection.

Other materials can be also used. For example, higher IR suppression is expected with silicon
carbide at the price of lower XUV throughput [115]. Use of AR-coated dielectric plates has been
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also reported [59].

4.3 Spatial profile

Spatial property of the radiation is important when one aims for high XUV fluence/intensity.
There is a huge difference in efficiency whether the radiation is emitted in one direction as a
beam or in any 4π direction. It is also important to know the divergence of the radiation for
collecting the radiation for further applications.

To find the divergence of the radiation, the XUV signal was measured by placing an abso-
lutely calibrated XUV diode (AXUV100In/MgF2, IRD) in the specular direction and scanning it
vertically and horizontally with two motorized translation stages (LM60, OWIS). The diode was
mounted in a box with a 5-mm-diameter circular aperture. Figure4.13shows the experimental
setup used for the measurement. Everything was placed inside the vacuum chamber. Although
the diode was already equipped with an indium filter, an extra 300-nm-thick indium filter was
placed in front of the diode to suppress as much IR as possible. To measure the remaining back-
ground signal from IR, a 5-mm-thick glass piece that can be moved in and out of the beam was
placed in front of the filter to make it possible to block the XUV completely and let only the IR
through.

Figure 4.13: Setup for the measurement with XUV diode. The XUV diode is mounted on two
translation stages to allow scanning in vertical and horizontal direction.

The signal was measured with and without the glass piece. The signal measured with the
glass piece corresponds to the background signal from IR, while the signal measured without
the glass piece corresponds to the XUV signal, possibly with IR background. To obtain the net
XUV signal, the signal measured with the glass piece was subtracted from the signal measured
without the glass piece. The results are shown on Fig.4.14. The blue circles represent the net
XUV signal after background subtraction. The background IR signal is also shown on the graphs
for comparison. The range of the measurement was limited by the travel of the translation stages.
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The Gaussian fits onto the IR signals show a rough estimate of the profiles of the reflected IR
beam.
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Figure 4.14: Divergence measurement with an XUV diode. The diode was scanned (a) ver-
tically and (b) horizontally. Blue circles and red triangles represent the signal from XUV and
IR, respectively. The gray dashed lines is the Gaussian fit to the IR background, showing the
divergence of the reflected IR.

The results shown on the graphs suggest that the harmonic emission has approximately the
same order of divergence angle as the reflected IR. However, the measured divergence is not
very accurate because the observed range was limited. There is also a possibility that an extra
background was added by electrons generated in the plasma and emitted in the specular direction.

Therefore, the spatial profile of the XUV beam was measured with another setup shown
in Fig. 4.15. To make sure that the whole beam is collected, a gold-coated, 1-inch 30° off-
axis parabola (f = 50 mm, F = 2) was placed after the target. The collection angle of this
recollimating parabola is larger than that of the focusing parabola, i.e., all the reflected light
should be collected with this parabola. The collected beam was sent through three reflections
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from silicon wafers (two reflections at the Brewster angle, one reflection at 60°) to suppress IR.
A 150-nm-thick indium filter was placed in the beam to select 8th to 10th harmonics. A 5-mm-
thick piece of glass was also placed in the vacuum chamber so that the background signal from
IR can be measured. Both the indium filter and the glass piece were mounted on flipper mounts
so that they can be moved in and out of the beam. The signal was detected with an MCP with a
phosphor screen and the image was observed with a CCD camera (CH350, Photometrics).

Figure 4.15: Setup for spatial profile measurement. The IR beam was focused onto the target
with the off-axis parabola (F = 2.5). The reflected beam was collected with a gold-coated
parabola (f = 50 mm, F = 2). The beam was sent through three silicon wafers and filters to
suppress IR. The beam was detected with an MCP with a phosphor screen and observed with a
CCD camera.

The measured beam profiles are shown on Fig.4.16. Figures4.16(a–c) are the profiles of
reflected IR beam, measured with the glass piece in the beam. The white dotted circles indicate
the edge of the MCP. Red dashed circles are placed to show the diameter of the IR beam. It can
be seen that the MCP is slightly larger than the re-collimated IR beam. Figures4.16(d–f) are
the profiles of XUV beam measured with the indium filter. The position of the beam was shifted
upwards for images (c) and (f) to make sure that there was no clipping at the bottom. No signal
was observed when both the glass piece and the indium filter was placed in the beam. In other
words, there is no background signal coming from IR for images (d–f). The top-left corner of
each image has a line and is blurred because the tapered fiber between the MCP and the CCD
was chipped.

The profile of the XUV beam is clearly smaller than the red circle—the diameter of the col-
lected IR. To analyze the data quantitatively, the diameter of the XUV beam profile is calculated
by taking the root-mean-square (RMS) distance from the centroid. If the beam profile is Gaus-
sian, the RMS distance corresponds to 1/e radius (see AppendixA.1.3). From this value, the
FWHM of the XUV beam is estimated to be 12 mm, as compared to 24 mm of IR diameter.
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Figure 4.16: Measured beam profile of (a–c) IR and (d–f) XUV. White dotted circles indicate the
edge of the MCP. Red dashed circles show the diameter of the IR beams. Position of the beam
was shifted upwards for images (c) and (f) to make sure that there is no clipping at the bottom.
The line and the blur at the top-left corner of each image is coming from the chipped fiber taper
between the MCP and the CCD.

Therefore, the diameter of the XUV beam (8th to 10th harmonics) is approximately half of the
diameter of IR, which is comparable to the result of another work [59]. This result shows that
the generated harmonics have acceptable spatial coherence.

However, the profile of the XUV beam is not as smooth as the one reported in Ref. [59]. The
most probable reason for that is the difference in the contrast of the incident laser pulse, where
they had a double plasma mirror setup and had a contrast two orders of magnitude better than that
of ATLAS. The difference of the contrast by two-orders of magnitude resulted in more distorted
plasma–vacuum interface, which deteriorated the profile of the generated XUV beam.

4.4 Efficiency

To find the possibility of the surface HHG as an XUV radiation source, it is important to de-
termine the conversion efficiency. Here the harmonic generation efficiency is estimated in the
context of the next experiment, volume autocorrelation using two-photon ionization of helium
(presented in Chapter5).

Figure4.17 shows the experimental setup. Most of the setup is same as the setup for the
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experiment shown in Fig.5.2. The IR beam is focused onto a Plexiglas target and the reflected
beam is collected by a gold-coated, 90° off-axis parabola (f = 75 mm, effective focal length
feff = 150 mm). Since theF-number of this parabola isF = 6 and theF-number of the incident
IR beam isF = 2.5, not all part of the reflected IR beam is collected. On the other hand, the
diameter of the XUV beam is approximately half of that of the IR beam and a large amount of
XUV beams should be collected. The collected beam is reflected by a glass plate at 60° incidence
angle, which is close to the Brewster angle of 800 nm. The harmonics of 8th order and higher are
selected with a 150-nm-thick indium filter. A 5-mm-thick glass piece is placed in the chamber to
be able to block the XUV signal, which enables to measure the background signal from IR. The
XUV signal is detected with an absolutely calibrated XUV diode (AXUV576C, IRD), which has
a 1-inch square detector chip, and amplified with a signal amplifier (PA100, IRD). The output
signal from the amplifier is measured with an oscilloscope (TDS3054B, Tektronix).

Figure 4.17: Experimental setup for efficiency measurement. The IR beam is focused onto the
target. The reflected beam is collimated with afeff = 150 mm parabola, reflected by a glass plate,
and sent through a 150-nm-thick indium filter onto an XUV diode.

The typical signals obtained from the diode are shown in Fig.4.18. The area under the curve
corresponds to the electrons generated by the diode. The red curve was measured with both the
indium filter and the glass piece in the beam, i.e., the background signal generated purely from
IR. The blue curve was measured only with the indium filter in the beam. The difference between
the blue curve and the red curve corresponds to the signal generated from XUV.

The absolute XUV energy is calculated as follows. The chargeQ generated at the diode is
obtained by

Q =
∫

I dt =
1
R

∫
V dt, (4.5)

where the integral of the last term is equal to the area under the curve. The signal amplifier
was used in a setting corresponding to the value ofR = 5000. Therefore, the absolute charge
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Figure 4.18: Typical signal measured from an XUV diode. The signals are average over 10 laser
shots and measured with (red curve) and without (blue curve) the glass piece in the beam. The
hatched area corresponds to the electrons generated by XUV.

generated in the diode is the hatched area in Fig.4.18 divided by 5000, which is obtained to
be (1.9± 0.3) nC. To determine the photon energy from this value, the contributions from each
harmonic must be considered separately. Although the spectrum consists of harmonics between
8th to 14th, here I neglect harmonics from 11th to 14th because the energies of those harmonics
after the In filter is more than an order of magnitude lower than 8th to 10th harmonics. The
procedure to obtain the contribution from each harmonic is summarized in Table4.1.

Table 4.1: Summary of the procedure to obtain the contribution from each harmonics.

harmonic order 8th 9th 10th
quantum efficiency 1.6 1.9 2.3
relative energy in spectrum 1.0 1.5 1.7
contribution to the generated charge 1.60 2.85 3.91
charge generated at the diode/ nC 0.364 0.648 0.888
number of electrons at the diode 2.27× 109 4.04× 109 5.54× 109

photon number at the diode 1.42× 109 2.13× 109 2.41× 109

single photon energy/ nJ 1.99× 10−9 2.23× 10−9 2.48× 10−9

total energy/ nJ 2.82 4.74 5.98
total energy on the diode 13.5 nJ

The quantum efficiency of the diode is provided by the manufacturer. The ratio of the en-
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ergy of each harmonic signal was obtained from a typical spectrum shown in Fig.4.8. The
contribution to the charge generated in the diode is calculated by the product of energy of each
harmonic and quantum efficiency. This ratio is used to divide the previously calculated value of
charge 1.9 nC at the diode. Number of electrons is readily obtained by dividing these values by
the charge of single electrone = 1.60× 10−19 C. The number of photon generated in the diode
is calculated by dividing the electron number by the quantum efficiency. From these numbers,
energy of the each harmonic on the diode is calculated. The total XUV energy on the diode is
calculated to be 13.5 nJ.

To find the harmonic conversion efficiency, the reduction of the energy from the target to
the diode must be considered. There is a number of components in the path from the target
to the diode that reduce the energy of the harmonics, namely, reflection on the gold off-axis
parabola at 45° incidence angle, reflection on the glass plate, and transmission of the indium
filter. The transmission of those components are summarized in Table4.2. Since the diameter
of the parabola is 5/12 of the IR beam, it is approximately 5/6 of the FWHM of the XUV beam.
If the XUV beam profile is assumed to be Gaussian, the energy contained within this radius is
estimated to be 38% (see AppendixA.1.1). From these values, the energy of 8th, 9th and 10th
harmonic generated on the target is estimated to be 14.5µJ, 11.6µJ, and 14.9µJ, respectively.
Since the typical energy on target was 700 mJ, the generation efficiency for 8th to 10th harmonic
is estimated to be 6× 10−5.

Table 4.2: Transmission of the components between the target and the diode.

harmonic order 8th 9th 10th
gold parabola (45°) 0.064 0.063 0.059
glass plate (60°) 0.043 0.055 0.053
150-nm-thick In filter 0.182 0.310 0.339
overall transmission 0.50× 10−3 1.07× 10−3 1.06× 10−3

From the XUV energy of 13.5 nJ on the diode, the intensity in the further application is
also estimated. With aR = 300 gold-coated mirror at near normal incidence,∼ 13% of the
energy is reflected. If you assume the pulse duration to be the same as the IR and the spot size
to be 10µm—derived from a simulation (see AppendixB for detail)—the peak intensity of the
focused XUV beam is estimated to be∼ 3.2× 1010 W cm−2. This intensity should be sufficient
for detecting helium ions from two photon ionization process [116, 117].

4.5 Summary

In this chapter, I have presented the characterization of the harmonics generated from solid targets
and discussed the results in the context of using the generated harmonics in further applications

With the ATLAS laser system, harmonics up to 19th order was observed from glass targets. It
is also found that there was a strong contribution from the line emission of oxygen, which should
be taken care of before using the generated XUV radiation. This line emission was properly
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suppressed by using appropriate filters and/or changing the target material to Plexiglas. This
result also indicates that the harmonics generated in this setup is mainly from CWE process.

The spatial profile and divergence of the beam is studied because they are crucial for further
applications where the beam must be sent far from the target, where they are generated. The
collected XUV beam had a nice beam profile. The divergence of the generated harmonic beam
is found to be approximately half of the reflected IR beam, which is helpful when the collection
optics needs to be placed far from the source.

Efficiency of the harmonic-generation process is estimated by using an absolutely calibrated
XUV diode. The efficiency of the harmonic generation for 8th to 10th order is estimated to
be 6× 10−5. The intensity of the focused XUV beam in a realistic setup is estimated to be
∼ 3.2× 1010 W cm−2, which should be sufficient for the next experiment, the volume autocorre-
lation using two-photon ionization of helium.





Chapter 5

Volume autocorrelation of harmonics by
two-photon ionization of helium

In this chapter, I present the experiment of volume autocorrelation using two-photon ioniza-
tion of helium to characterize the temporal structure of the generated harmonic radiation. The
background for temporal characterization of harmonic radiation and the technique of volume
autocorrelation is described in detail first. Then the experimental demonstration of two-photon
ionization of helium is presented. This nonlinear process was used for measuring autocorrelation
to characterize the temporal features of the generated harmonics, which is the main results of this
work and discussed thoroughly.

5.1 Temporal characterization of XUV radiation

5.1.1 Attosecond pulse characterization techniques

One of the most challenging tasks in the study of harmonic generation process is the character-
ization of the temporal structure of the generated harmonics. The most of the problems come
from the lack of optics in XUV region and low intensity of generated XUV radiation, which
make it difficult to apply the common techniques used in the visible region. Nevertheless, many
studies have proposed and demonstrated the methods to characterize the duration of XUV pulses
generated with gas harmonics.

Some methods can be classified as cross-correlation type. A technique called RABITT [16]
uses the fundamental electric field to produce sidebands in the photoelectron spectra generated
with XUV photons. The average duration of the pulses within a train of attosecond pulses was
characterized by observing the interference between the sidebands. Another technique known as
streak camera [1, 118] uses the fundamental electric field to “dress” the energy distribution of
photoelectron generated by XUV photons. This modulation in the photoelectron spectrum was
used to determine the duration of the isolated attosecond pulses [1, 18].

Another class of methods is based on autocorrelation. Those methods typically use XUV
photons to trigger nonlinear processes such as two-photon ionization (TPI). Several different

59
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materials and different ionization processes are demonstrated such as TPI of helium [17, 119],
two-photon above-threshold ionization (ATI) of helium [120, 121, 122], two-photon double ion-
ization of helium [123], and two-photon ATI of argon [122]. The ion species were determined by
ion mass spectroscopy for the most of the cases [17, 119, 123]. For ATI methods, photoelectron
spectroscopy was used instead [120, 121, 122].

There were also some proposals and demonstrations to extend full pulse characterization
methods used in visible wavelength region such as frequency-resolved optical gating (FROG)
[124] and spectral phase interferometry for direct electric-field reconstruction (SPIDER) [125].
This class of methods include FROG using two-photon ATI as the nonlinear process [126], FROG
for complete reconstruction of attosecond burst (FROG CRAB) [19, 127], and XUV SPIDER
[128, 129].

All the methods mentioned above are demonstrated with gas HHG process. Here I discuss
the feasibility of those methods to our experiment. For our 45 fs pulse produced by ATLAS, it is
more likely that the generated XUV pulse is a train instead of a single pulse. Therefore, it is better
to use the method that works with a train. RABITT, for example, is meant to characterize a train
of attosecond pulses. Unfortunately it is not straightforward to apply RABITT to surface HHG
process because not only odd harmonics but also even harmonics are generated from surface
HHG process. These even harmonics will appear at the same position as the sidebands generated
in RABITT process, which makes it difficult to unfold the necessary information. Autocorrela-
tion using two-photon ionization process is directly applicable to the surface HHG process. The
drawback of this technique is that usable photon energy is strictly limited by the target medium
and the process. In other words, different medium or different process is needed to observe dif-
ferent wavelength region. Full characterization would be an ideal solution, but generally they
require rather complicated setups and accumulation of a large number of shots. It should be
noted that preparing two replicas of XUV pulses necessary for many of the methods is not trivial
for surface HHG because it is not clear if the method used for gas HHG works. A typical method
in gas HHG is to produce harmonics from a double pulse, but it does not necessarily produce
identical XUV pulses for surface HHG because of the complicated interaction between the laser
pulse and the plasma.

From the above considerations, the volume autocorrelation using two-photon ionization was
chosen for our experiment. This technique certainly has a limitation to the applicable XUV
energy. On the other hand, the required setup is rather simple, consisting of a split mirror and
a time-of-flight (TOF) setup. It also has an advantage that splitting and delaying of the XUV
pulse by the split mirror is not affected by the harmonic generation process. These simplicity
and direct applicability to surface HHG make it suitable for the first attempt to characterize the
temporal structure of harmonics generated from solid targets.

5.1.2 Volume autocorrelation

The method of volume autocorrelation was demonstrated by Tzallaset al. [17] to characterize
a train of attosecond pulses generated by gas HHG. Figure5.1 illustrates the scheme of volume
autocorrelation. After the harmonics are generated, a metallic filter is used to suppress the IR
and extract a certain region of harmonics that can be used for the nonlinear process. A split



5.1 Temporal characterization of XUV radiation 61

mirror—a spherical mirror cut into two pieces—was used to introduce a delay in two spatially
divided components of the XUV beam and to focus them into a gas jet. Typically helium gas is
used as the nonlinear medium. The generated ions are accelerated with a static electric field and
collected with a TOF setup. The ion signals are detected with an MCP to form a mass spectrum,
which is used to extract the nonlinear signal.

Figure 5.1: Scheme of volume autocorrelation. After the harmonic generation, a filter is used to
block the IR and select harmonics. The harmonic beam is divided into two spatial components
with a split mirror and focused into a gas jet. The generated ions are collected with a TOF setup
and detected with an MCP.

First thing to consider when implementing the volume autocorrelation is the nonlinear pro-
cess used for the autocorrelation and range of harmonics allowed by the process. Two-photon
ionization of rare gas such as helium [119] is one of the simplest and the most straightforward
processes. Helium has the highest ionization potential of all the atoms, whose value is 24.6 eV
[113], and is suitable for this purpose because it allows the use of a wide range of harmonics.
For an IR pulse with the central wavelength of 800 nm, any combination of harmonics between
8th order (12.4 eV) to 15th order (23.2 eV) can be used to ionize helium through two-photon
ionization process. On the other hand, any harmonics from 16th order (24.8 eV) and above is
capable of ionizing helium by a single photon. This single-photon ionization is a linear process
and cannot be used for autocorrelation measurement.

The problem of single-photon ionization is its high cross section and resulting high ion yield,
which can easily mask the ion signal from the two-photon ionization process. The cross section
for single-photon ionization at the 16th order (50 nm) is∼ 7× 10−18 cm2 [130], while the cross
section for two-photon ionization around the 10th order (∼ 80 nm) is∼ 10−51 cm4 s [131]. The
total ion yield can be estimated from the cross section and the XUV photon flux. The XUV
photon flux for each harmonic is estimated to be∼ 1028 cm−2 s−1 from the parameters used in
Section4.4. From this value, the transition probability per second [131] is obtained to be∼
7× 1010 s−1 for single-photon ionization and∼ 105 s−1 for two-photon ionization. Therefore, the
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ion yield from single-photon ionization process is expected to be∼ 5 to 6 orders of magnitude
higher than that from two-photon ionization. In other words, if the harmonics of 16th order and
higher are not sufficiently suppressed, single-photon ionization process will be dominant and it
will obscure the signal from two-photon ionization process. Thus it is crucial to suppress the
photons with the energy higher than the ionization potential of helium.

Another thing to be considered is the property of the autocorrelation trace. The volume
autocorrelation technique is different from the conventional Michelson-interferometer-type au-
tocorrelation in two respects [132]. One is that the beam is split spatially into two and changing
the delay between them results in a spatial redistribution of the energy in the nonlinear medium.
This is in contrast to the amplitude-splitting arrangement, where the delay variation results in
the change in the energy reaching the nonlinear crystal and the detector. The other is related to
the first effect. Since the delay variation is reflected in a spatial distribution of the energy, the
calculation must take account of the volume where the interaction occurs, which makes it more
complicated than the amplitude-splitting method, where the effect of volume does not play a
crucial role.

In the volume autocorrelation technique, any signal generated from a linear process will be
constant over the delay because the energy within the focal volume does not change by varying
the delay. On the other hand, a second-order process will be sensitive to the delay because the
signal scale as the square of the intensity, whose integral is not constant even when the total
energy is constant. Mashiko and his coworkers [133] calculated the spatial distribution of the
energy in the focal plane analytically, and used it to calculate a second-order interferometric
autocorrelation trace. The peak-to-background ratio was obtained to be∼ 4.5 : 1. Tzallas and
his coworkers [117] made a numerical simulation including the volume effect by calculating also
in the focal direction, and obtained a second-order interferometric autocorrelation trace with the
peak-to-background ratio of∼ 2.75 : 1. Although the peak-to-background ratio is lower than
that of the conventional Michelson-type autocorrelation, where the ratio is 8 : 1, these results
suggest that this method can be certainly used for autocorrelation measurement.

5.2 Experimental setup

5.2.1 General setup

The experimental setup used for the autocorrelation measurement is shown in Fig.5.2. The laser
parameters are the same as those described in Section4.1.1. The 60-mm-diameter IR beam was
focused with a dielectric 4-inch 30° off-axis parabola with the focal lengthf = 150 mm onto a
target (F = 2.5). A 120-mm-diameter round plate made with Plexiglas was used as the target
because the highest harmonic generated from Plexiglas is 14th order (21.7 eV), as shown in
Fig. 4.10. In other words, no harmonic is generated with the photon energy above the ionization
threshold of helium.

The reflected beam was re-collimated with a gold-coated, 90° off-axis parabola with the focal
length f = 75 mm (effective focal lengthfeff = 150 mm), which is the same as the one shown
in Fig. 4.17. TheF-number of the parabola wasF = 6, which is approximately half of theF-
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Figure 5.2: Experimental setup for volume autocorrelation. The incoming IR beam is focused
with a parabola (F = 2.5) onto a Plexiglas target. The reflected beam is re-collimated with a gold
parabola (F = 6) and reflected by two silicon wafers to suppress the remaining IR. The spectral
region is selected by a filter afterward. The beam is focused with a split mirror (R = 300 mm)
into a helium gas jet. The generated ions are collected with a TOF setup and detected by an
MCP. The re-collimating parabola could be flipped out of the beam to observe the spectrum of
the reflected light with a spectrometer.

number of the incident IR beam. This configuration was chosen to avoid a technical problem.
To collect the whole beam and still keep the beam size small so that the beam can be easily
handled, the best way is to place the parabola as close to the target as possible. However, the
energy of the IR beam is so high that the reflected IR beam damages the coating of the parabola,
if it is placed too close to the target. Therefore it was placed rather far from the target. On the
other hand, the usable size of the XUV beam is limited by the sizes of the split mirror and the
filters, which are approximately 1 inch. Thus the diameter of the parabola was also chosen to be
1 inch. The collected XUV energy is estimated to be∼ 38% of the generated XUV, as discussed
in Section4.4.

The parabola was mounted on a flipper mount so that the spectra of the reflected beam could
be observed with a 1-m grazing incidence spectrometer (Model 248/310, McPherson) by moving
the parabola out from the beam. The beam collected with the parabola was reflected by two
silicon wafers at 75° incidence angle to suppress the reflected IR beam. These silicon wafers
were replaced with a single glass plate at 60° incidence angle in some of the experiments. After
the silicon wafers, a metallic filter was inserted in the beam to select a certain region of the
harmonic spectra and suppress the remaining IR. Typically, a 150-nm-thick indium filter with
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1-inch open aperture was used. A 150-nm-thick tin filter was also tried, but it was not used in
the autocorrelation measurements because the quality of the filter was not as good as indium
filters with the same size. With the indium filter, harmonics from 8th order to 10th order are
transmitted efficiently (∼ 30%), and the other harmonics from 11th to 14th are transmitted with
the efficiency of∼ 2% or lower. The transmitted harmonics are focused with a gold-coated
spherical split mirror (R = 300 mm) into a gas jet generated from a pulsed valve (Model LPV,
Lasertechnics). The generated ions are accelerated with a static electric field into a TOF setup
and time-resolved mass spectra are measured with an MCP and accumulated with an oscilloscope
(TDS7104, Tektronix).

5.2.2 Focus property in the interaction volume

Since the focus property in the interaction region is important for the method of volume autocor-
relation, the focus of the IR beam in the gas jet was imaged and observed with a beam profiler
(WinCamD, DataRay). This imaging system also served the purpose of the alignment. To have
enough reflectivity off from the silicon wafers for the weak alignment IR beam, a half-wave plate
was moved into the beam to change the polarization fromp to s. The filter was mounted on a
flipper so that it could be moved out of the beam. Typical images of the spot are shown on
Fig. 5.3(a, b).

Since the diameter of the beam was as large as∼ 25 mm, the gas jet had to be placed 20 mm
above the incoming beam, which resulted in a rather large angle of∼ 8° between the incoming
beam and the reflected beam. This means that the aberration from the split mirror is not negligible
and the autocorrelation traces obtained by former work [117, 133] are not applicable. Therefore,
I made a numerical simulation similar to the one shown in Ref. [117] by taking the effect of
aberration into account (see AppendixB for detail). Some of the images obtained for IR incident
beam with the same parameters as the experiment are shown in Fig.5.3(c, d), together with
corresponding images observed experimentally. In Fig.5.3, two different foci produced from
two halves of the split mirror are shown separately. Although the simulation results do not
reproduce all the features observed in the experimental spots, the overall profiles resemble the
experimentally observed IR spots. The discrepancy is probably due to slight misalignments and
non-perfect wavefront of the experimental beam. Fringe structures are coming from aberrations
similar to a coma [134].

With this code including aberration, volume autocorrelation trace was calculated by using
three harmonics from 8th to 10th order, which corresponds to the main harmonics transmitted
through the indium filter. Other harmonics are ignored because they are at least one order of
magnitude weaker than those three harmonics. The amplitude was assumed to be constant over
time, i.e., the simulation included no information about the envelope of the pulse train. The
focal volume to be considered was found by making many runs with low resolution and studying
which part of the volume has the highest value for the square of the intensity, which should
be proportional to the helium ion yield. The focal volume used for the full scan was 15µm ×
50µm × 150µm. Figure5.4 shows the autocorrelation trace obtained from the simulation. A
peak with sub-cycle structure is observed for each cycle, in contrast to the gas HHG [117], where
two peaks are observed for each cycle because the separation between the harmonics was 2ω0.
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Figure 5.3: Images of the (a, b) measured and (c, d) simulated profiles at the focus. The images
show the focus observed with half of the beam coming from (a, c) left half and (b, d) right half
of the split mirror. The experimental and simulation results resemble each other. The fringe
structures are from aberrations similar to a coma.

Since no envelope was included in the simulation, the background level was obtained separately
by simulating only half of the beam so that no interference occurs, and then multiplying the
obtained value by 2, which is equivalent to setting the delay∆τ → ∞. The peak-to-background
ratio is found to be approximately 1.5 : 1. This value is lower compared to the values obtained
by other work [117, 133] because of the aberration. Nevertheless, this simulation shows that the
fringe should be still observable with the current setup.

5.2.3 Time-of-flight setup

The time-of-flight setup was characterized by using argon gas instead of helium gas because it
can be easily ionized and detected with the TOF setup. Typically, 5 kV to 6 kV of high voltage
was applied over the distance of∼ 10 cm to accelerate the ions. The distance between the end
of the acceleration region and the MCP was approximately∼ 50 cm. Figure5.5shows a typical
ion spectrum measured by focusing the XUV beam that passed through a 150-nm-thick indium
filter into argon gas jet. A sharp, strong peak around 4µs is the signal coming from Ar+. A small
peak on the left around 1µs is a signal coming from the scattered light and corresponds to the
arrival time of the XUV pulse. Those two peaks are used for calibrating the axis of the mass
spectra and identifying other ion signals in other ion spectra. When measuring mass spectra,
several parameters, especially the amount of the gas, were controlled carefully so that the ion
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Figure 5.4: Autocorrelation trace obtained from simulation. A periodic structure of sub-cycle
pulses constituting a train is clearly observable. The horizontal dashed line shows the background
level. The peak-to-background ratio is approximately 1.5 : 1.

peaks were strong but also narrow at the same time. When the amount of the gas is too much,
the peaks start to get broader because of the space-charge effect, i.e., the ions are expelled in all
the directions and arrives at the MCP at different moments, which results in the broadening of
the peaks. When the space-charge effect is observed, it means that there is too much gas, which
can be detrimental to the measurement because dense electrons and ions can cause collisional
ionization, which also obscures the two-photon ionization process.
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Figure 5.5: Raw ion mass spectrum measured with argon gas. A sharp, strong peak in the middle
is the signal from Ar+. A small peak on the left is a signal coming from the scattered light, which
is used to determine the arrival time of the XUV pulse.
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5.3 Two-photon ionization of helium

The first thing to confirm before starting to measure the autocorrelation is that helium ions are
generated from two-photon ionization process. In fact, it is possible that the ions are generated
by other processes, for example, single-photon ionization from the remaining high-energy XUV
photons that were not properly suppressed. If the single-photon ionization process is dominant,
no modulation will be observed in the autocorrelation trace [117].

Ion mass spectra are measured with the setup shown in Fig.5.2. A 150-nm-thick indium filter
was used to select mainly from 8th to 10th harmonics with the throughput of∼ 20 to 30%, while
transmitting higher-order harmonics with low efficiency (∼ 2%). Since Plexiglas is used as the
target, no harmonic above 14th order should be generated. Those harmonics are focused into a
helium gas jet. Measured ion mass spectrum is shown on Fig.5.6.
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Figure 5.6: Calibrated ion mass spectrum measured with helium gas. The horizontal axis is the
massm divided by the charge state numberZ. Besides a helium peak, signals from remaining
argon gas and other gases contained in the air are observed. All the gases other than helium
should be ionized from a single photon.

The horizontal axis is calibrated from the positions of the photon peak and the argon peak
in separately measured spectra as in Fig.5.5. Besides the signals from helium and remaining
argon, signals from the gas contained in air such as water, nitrogen, oxygen, and sometimes
carbon dioxide are observed. All the gases other than helium has ionization potential lower
than 16 eV, as shown in Table5.1. Since harmonics from 8th to 10th order should be the main
constituents of the XUV beam, the water, oxygen, and carbon dioxide can be easily ionized with
a single photon of 9th (13.9 eV) or 10th (15.5 eV) harmonic. On the other hand the nitrogen and
argon should be ionized with relatively weak (but still strong enough) harmonics between 11th
to 14th order through single-photon ionization process. A double-peak structure observed on the
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O+2 peak was coming from non-perfect overlapping of the two foci from the two halves of the
split mirror. This is not critical for measurements that does not require changing the delay, but
better overlapping is certainly necessary for autocorrelation measurements.

Table 5.1: Ionization potential of the observed gases [113].

Gas Ionization potential (eV)
He 24.6

H2O 12.6
N2 15.6
O2 12.1
Ar 15.8

CO2 13.8

Although the helium signal is clearly observed in Fig.5.6, it is not a proof that the helium
ions are generated from two-photon ionization process. To find the nonlinearity of the ionization
process, it is necessary to observe how the ion signal scales as the XUV intensity changes. If the
ion signal scales linearly to the XUV intensity, it means that the process is linear and indicates
that the single-photon ionization process is dominant. On the other hand, if the signal scales
quadratically to the XUV intensity, it means that a 2nd-order process—two-photon ionization—
is dominant. Therefore, it is necessary to make an XUV energy scan to find the nonlinearity of
the ionization process.

One issue has to be mentioned before the scan, which is a technical problem of the target
degradation. After a few hundred laser shots on one target, a rapid degradation of the ion signal
was observed. Figure5.7 shows the ion signal measured over∼ 100 spectra without changing
any experimental parameters. For each spectra, 20 laser shots were accumulated. The signal
stayed at the same level only for the first 10 spectra, and then started to degrade rapidly. The
degradation of the signal slows down after∼ 40 spectra, and the signal eventually converge into
certain values.

This degradation of the signal is most probably due to the degradation of the target surface.
Actually there seemed to be two types of surface degradation. One is a relatively long-term
degradation caused by debris. In fact, a large amount of debris was observed while shooting onto
the Plexiglas target, even more than that observed from glass targets. The debris floats in the
vacuum chamber and eventually come back onto the target surface and impairs the surface qual-
ity. This type of surface degradation takes place when the target stays too long in the chamber.
For example, when a half-used target stayed in the chamber over night, the XUV signal observed
on the next day was much lower than that from the day before, even when nothing has changed
in the laser condition. This type of degradation was avoided by placing a thin protective plate
right in front of (∼ 1 mm away from) the target. The other type of degradation was rather short
term, which caused the signal degradation observed in Fig.5.7. It was cracking of the surface
from each laser shot. Although the observed damage spot size was∼ 1 mm and 1.5 mm spacing
in each direction seemed to be enough, actually it was not the case. The signal started to de-
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Figure 5.7: Degradation of the ion signals. Each point is extracted from an ion spectrum mea-
sured with an accumulation of 20 laser shots. The signals degrade rapidly within∼ 40 spectra
and eventually converge into certain values.

grade after the target has made one revolution and the focal spot moved to the next circle on the
target. This suggests that the actual damage was larger in radial direction (although it was not
visible) and the spot in the new circle was actually hitting the damaged surface. This degradation
was avoided by increasing the interval between the damage circles to 4 mm. On the other hand,
this reduced the number of shots allowed on each target to∼ 2000. After those changes, no
significant degradation of the signal was observed over one target.

Having solved the technical problem of target degradation, I return to the determination of the
nonlinearity. To find the nonlinearity of the generation process of the ions observed in Fig.5.6,
the ion signals were measured by changing the energy of the incident IR pulse with ND filters.
Each mass spectrum was obtained by accumulating 50 laser shots. For this measurement, the
split mirror was fixed at the zero-delay position, i.e., the split mirror was used as an ordinary
spherical mirror. The nonlinearity of the ionization process can be found by plotting the ion
signal as a function of the XUV intensity in a log-log scale, where the slope of the plot should
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equal the nonlinearity of the process. Since it was not possible to measure the XUV intensity
directly with the setup, I plotted the ion signals as a function of O+

2 signal instead. Rationale
behind this is as follows. Theoretically, oxygen should be ionized with any harmonic photons of
8th order (12.4 eV) or higher through the single-photon ionization process, i.e., O+

2 signal should
scale linearly to the XUV intensity. In other words, O+2 signal should be proportional to the
XUV intensity and plotting against O+2 signal should be equivalent to plotting against the XUV
intensity. The resulting plot is shown in Fig.5.8(a).
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Figure 5.8: Intensity dependences of ion signals. The ion signals are plotted against O+
2 signal,

which is equivalent to plotting against the XUV intensity. (a) Results obtained with a Plexiglas
target. The signals from water and nitrogen show the slope of one, while the helium ion signal
shows the slope of two. This means that water and nitrogen are ionized with a single photon,
while helium is ionized through two-photon ionization process. (b) Results obtained from a glass
target. All the ion signals exhibit the slope of one, which indicates that all the ions including He+

are generated from single-photon ionization process. The difference from the Plexiglas target is
the presence of harmonics higher than 15th order, which are capable of ionizing helium with a
single photon.

The slopes of the ion signals are determined by linear fitting. For the ion signals from water
and nitrogen, the observed slopes are one. This indicates that water and nitrogen are ionized
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through the single-photon ionization process. On the other hand, the ion signal from helium
shows the slope of two. This means that the helium ion yield scales quadratically to the XUV
intensity and the helium ions are generated through two-photon ionization process. These scal-
ings are exactly the expected behavior, and it is confirmed that the ionization process of helium
is second order.

For comparison, same kind of measurements and analysis were made by changing the target
to fused silica. The result is shown in Fig.5.8(b). In this case, the observed slopes are one
for all the ions including helium, which means that all the ions are generated from the single-
photon ionization process. This is explained by the presence of harmonics higher than 15th order
for the glass target, as shown in Fig.4.10. Although a 150-nm-thick indium filter was used, the
suppression of those higher-order harmonics was only 2 to 3 orders of magnitude and was clearly
not enough, and thus the single-photon ionization process became dominant.

5.4 Coarse autocorrelation measurement

Provided that the generation process of the helium ions is second order, autocorrelation traces
can be measured by observing the evolution of the helium ion signal as a function of the delay
between two parts of the beam [119]. The measurement of Ref. [119] characterized the duration
of only one harmonic and is fundamentally different from our experiment, where more than one
harmonic are involved and interference among them results in a pulse train structure [17]. On the
other hand, if the delay scan is made with a coarse step so that the interference is not resolved,
this under-sampling will cause aliasing and only the overall tendency of the autocorrelation trace
will be observed. In other words, the measured coarse autocorrelation will reflect the shape of
the envelope of the XUV pulse train [117], which corresponds to intensity autocorrelation in
conventional terminology.

Before starting the measurement, the silicon wafers to suppress IR was replaced with a thick
glass plate because we found that the reflection from thin silicon wafers distort the wave front.
After two reflections from the silicon wafers, the observed image of the IR focal spot in the gas
jet was far from the spot expected from the ray tracing, which implies that there was a severe dis-
tortion of the wave front. For the previous measurement of the two-photon ionization of helium,
this focus was good enough because the focal pattern did not change during the energy scan,
i.e., the shape of the focal spot did not affect the measurement. On the other hand, the autocor-
relation measurement relies on the energy and intensity redistribution within the focal volume
[117] and thus distorted focal spot might lead to unexpected results. Therefore, it was crucial
to improve the focus. A thick glass plate was chosen as the replacement because its reflectivity
of 800 nm radiation at 60° is∼ 2.5× 10−3, which should be enough amount of suppression, and
less wave front distortion was expected from the thick slab. After replacing the silicon wafers to
a thick glass plate, the focus became much smaller and similar to the results obtained from the
ray-tracing calculation, as shown in Fig.5.3. The reflectivity of 8th to 10th harmonics from the
glass plate at 60° is∼ 5%, which is a factor of∼ 10 smaller than two reflections from silicon
wafers at 75°. On the other hand, the focus spot became much smaller and the loss of energy was
compensated by a smaller spot size, i.e., the expected XUV intensity at the focus was at least at
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the same level, if not higher.
To measure a coarse autocorrelation trace, the evolution of the helium ion signal was observed

by changing the delay between the two components from the split mirror. A half of the split
mirror was scanned with a step size of 0.5µm, which corresponds to 1µm of light path difference
and 3.3 fs of delay. This is larger than one cycle of the fundamental laser pulse and hence it is not
possible to resolve the fine pulse structure within the XUV pulse train. For each delay, 20 laser
shots were accumulated to measure one mass spectrum. The He+ signals are obtained from the
measured ion spectra and plotted against the delay. The resulting autocorrelation trace is shown
in Fig. 5.9(a).
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Figure 5.9: Measured coarse autocorrelation. (a) Autocorrelation trace measured using He+

signal with a step of 3.3 fs. The raw data points are shown as gray dots, which have a rather large
fluctuations but still show a tendency of high signals in the middle and low signals at the edges.
Blue dots are the running average of 4 points on each sides, which reduces noise and makes the
structure clearer. The red dashed curve shows a Gaussian fit to the raw data. The duration of
the envelope of the XUV pulse train obtained from the fit is∼ 44 fs. (b) The same kind of trace
measured with H2O+ signal. The trace shows no significant peak compared to the background
level, which is expected because the ionization process is linear.

The raw data is shown as gray dots in Fig.5.9. Although the fluctuation is large, a tendency
of higher signals around the zero delay and lower signals at the edges can be seen. This feature
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becomes clearer when the running average (smoothing) of the data is taken. The blue dots show
the running average of 4 points on both sides from each points, i.e, running average of 9 points
overall. The error bars show the standard error of the running average. If the fluctuation is from
pure noise, the averaging should result in a flat trace. Instead, a clear peak structure is seen.
To deduce some quantitative information, I fitted a Gaussian onto the ‘raw’ data. I chose to fit
on the raw data instead of the running average because the fitting onto running average tends
to overestimate the width of the trace, which I will explain later. Despite the large fluctuation
of the raw data, the fitted curve nicely lies on the points from the running average. From the
fitted parameters, the peak-to-background ratio was obtained to be (1.7±0.3) : 1, which matches
the ratio of 1.5 : 1 obtained from the calculation shown in Section5.2.2. The width of the
autocorrelation is obtained as (62± 28) fs, which means that the duration of the envelope of the
XUV pulse train is (44± 20) fs, because the width of the autocorrelation trace is a factor of

√
2

larger than that of the measured pulse, when a Gaussian profile is assumed. The error is rather
large because of the large fluctuation of the raw data. A fit to the running average of 3 points
gives the pulse duration of (44± 9) fs instead, where the error is much smaller, but care must be
taken here. The more points you take for running average, the longer the fitted pulse becomes,
as summarized in Table5.2. The fitted pulse duration for running average of 9 points is clearly
longer than that for the raw data. On the other hand, this effect is smaller for the running average
of less number of points. Thus I conclude that the duration of the XUV pulse train is∼ 44 fs.

Table 5.2: Fitted pulse duration for different number of running average.

Averaged points Duration (fs)
1 44± 20
3 44± 9
5 46± 6
7 49± 4
9 53± 4

The duration of∼ 44 fs is almost the same as the duration of the incident IR pulse produced
from ATLAS, which was∼ 45 fs. This is somewhat counter-intuitive because the harmonic
generation process for gas HHG is nonlinear and the duration of the XUV pulse train expected in
analogy is shorter than that of the incident IR pulse. On the other hand, it was observed that the
generated XUV intensity of the CWE process is actually nearly linear to the incident IR intensity
[135]. This observation is consistent with the observed duration of the XUV pulse train and
supports our result.

For comparison, the evolution of the H2O
+ signal was extracted from the same set of mea-

sured mass spectra and plotted in Fig.5.9(b). The signal is basically flat over all the delay range.
This result is expected because H2O

+ signal is generated from a single-photon ionization process.
Since a linear process depends only on the energy within the interaction volume, the different in-
tensity distribution from the different delay does not affect the total ion yield [132]. Although a
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small modulation can be seen on the trace, this modulation has no physical significance because
it is small compared to the signal level, i.e., the peak-to-background ratio is low. This modula-
tion simply shows that the average XUV intensity fluctuated a little, but was not so significant to
affect the measurement.

5.5 Fine autocorrelation measurement

To observe the expected fine structure of the XUV pulses within the autocorrelation trace [17,
117], the relative delay introduced by the split mirror must be set small enough so that the fringe
structure can be resolved.

The ion spectra were measured by moving a half of the split mirror in a step of 20 nm over
a distance of∼ 1.5µm. This distance corresponds to the light path over∼ 3µm with 40 nm step
and the relative delay over∼ 10 fs with∼ 0.13 fs step. This step size means that there are 20
points per cycle and should be small enough to resolve the fine structure. At each position, a
mass spectrum is obtained by accumulating over 20 laser shots. Figure5.10shows all the spectra
measured in one run. From these raw ion spectra, the He+ signals are extracted and plotted as a
function of the relative delay. The resulting trace is shown in Fig.5.11(a).
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Figure 5.10: Series of raw ion spectra measured by changing the relative delay between the two
beams coming from the split mirror.

The raw data points are shown as gray dots. The fluctuation is rather large and it is difficult
to see the tendency. To make the tendency clear, I took the running average of 9 points (4 points
from each side), i.e., same as the analysis made in Fig.5.9. The resulting trace is shown as the
blue circles. The error bars show the standard error of the running average. Now it is clear that
there is a structure with a certain period. To analyze this structure quantitatively, I made a fit
with five successive Gaussian profiles with a background. This five Gaussian structure was fitted
directly to the autocorrelation data, i.e., obtained width will be the width of the fringe structure in
the autocorrelation trace and not the width of the pulse within the pulse train. The assumptions
were (i) the interval between the peaks are fixed with the laser period 2.67 fs, and (ii) all the
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Figure 5.11: Measured fine autocorrelation. (a) Autocorrelation trace measured using He+ gas
with a step of 0.13 fs. The raw data are shown as gray dots. Blue dots show the running average of
the raw data, taking 4 points from each side. Several peaks are observed with some periodicity.
The red dashed curve is a fit onto the raw data, assuming five Gaussian peaks spaced with a
fixed interval of 2.67 fs (one laser period). The vertical orange dotted lines are placed with the
same period to divide the trace into cycles and make the structure clear. (b) Same kind of trace
measured using H2O+. No significant modulation is observed. The lower signal at the end is
probably due to a slight degradation in the XUV signal.
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Gaussian profiles have the same width. The other parameters such as the amplitude of each peak
and the background level were free. The fit was made onto the raw data again. The resulting
curve is shown as a red dashed line in Fig.5.11(a). Although the fit was made onto the raw data,
the curve lies nicely onto the blue circles of the running average. This also indicates that there is
a clear periodic structure in the measured trace, which appears with the period of the fundamental
laser field.

The width of the Gaussian was obtained from the fit as (1300± 500) as. From this value,
the duration of the pulses within the XUV train is obtained to be (900± 400) as, because an
autocorrelation of a Gaussian pulse train will be a train of Gaussian broader by a factor of

√
2.

Note that this is the average duration of the pulses within the train, because the fit was made by
assuming all the Gaussian to have the same width. In any case, the duration of the single pulse
within a train is∼ 900 as, i.e., the harmonics generated from solid surfaces have attosecond pulse
structure.

A same kind of measurement was made with H2O
+ signal. The result is shown in Fig.5.11(b).

No significant modulation was observed compared to the background level, which is also ex-
pected from the same reason as in the case of coarse autocorrelation. The decrease of the signal
is seen at the end of the scan, which probably means that the XUV signal has decreased during
the scan owing to the degradation of the target surface. A decrease of the signal is also seen in
He+ signal as a lower background level in Fig.5.11(a). Nevertheless, this decrease did not impair
the measurement significantly.

The validity of this measurement was estimated by calculating the transform limit of the
harmonic spectrum. The spectrum was assumed to have harmonics from 8th to 14th order. Fig-
ure 5.12(a) shows the assumed harmonic spectrum in the gas jet. The relative intensity ratio
between the harmonics was obtained from the measured spectra and the theoretical values of the
transmission of the 150-nm-thick indium filter and the reflection of the gold-coated split mir-
ror. Each harmonic was assumed to be a delta function to make the calculation simple. This
assumption results in a train with a flat envelope, but this is not a problem because the neces-
sary information is only the duration of the individual pulse and not the envelope of the train.
The transform limit of this spectrum was obtained by Fourier transforming it by assuming a flat
phase. The resulting pulse train is shown in Fig.5.12(b). The obtained duration of one pulse
within the train is∼ 500 as.

The experimentally obtained pulse duration of∼ 900 as is larger than the transform-limited
value of∼ 500 as. This is explained by the chirp introduced from the CWE process [34, 136].
Since the harmonic with higher frequency is generated deeper in the plasma density profile,
where the local density is higher, it needs to travel longer in the plasma density than lower
frequency component, i.e., the generated pulse is chirped (atto chirp). Here I will treat this
problem by assuming a simple model with a linear density gradientn(x) = nmaxx/L, as shown
in Fig. 5.13. This assumption is valid when the interaction time is sub-picosecond, where the
plasma does not have enough time to expand into an exponential profile.

In this case, theq-th harmonicωq ≡ qω0 is generated at the positionxq = Lnq/nmax, where the
density isnq = ε0meω

2
q/e

2. If we assume that the electron bunch travels with the velocity close to
the light speed, which should be a valid assumption for our relativistic laser intensity, the chirp
can be directly obtained from the phase difference between the harmonics. To consider the phase
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Figure 5.12: Transform limited attosecond pulse train. (a) Assumed spectrum in the gas jet. The
ratio between harmonics are obtained from the measure spectra by taking account of the trans-
mission of the indium filter and the reflection from the gold split mirror. (b) Train of attosecond
pulses obtained by Fourier transforming the spectrum shown in (a), assuming a flat phase. The
duration of one pulse in the train is∼ 500 as.

accumulated by each frequency, not only the distance it travels, but also the refractive index of

the plasma must be taken into account. The refractive index within the plasma is
√

1− ω2
p/ω

2,

whereω is the frequency of the traveling wave andωp is the plasma frequency, which depends on
the position asω2

p = n(x)e2/ε0me. Thus, the phaseφq accumulated byq-th harmonic is obtained
as

φq = ωq

∫ xq

0

dx
veff
+ ωq

∫ xq

0

dx

veff
/√

1− ω2
p(x)/ω2

q

, (5.1)

whereveff is the effective velocity in the target-normal direction and is order of the light speed.
The first term comes from the electron bunch traveling into the plasma density profile, while the
second term comes from the generated harmonics traveling the same distance to come out. If we
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Figure 5.13: Assumed density ramp. The density ramp can be expressed asn(x) = nmaxx/L.
Theq-th harmonicωq = qω0 will be reflected atxq, where the density isnq ∝ ω2

q.

assume thatveff = c/
√

2 for 45° incidence angle, this phase can be readily calculated as

φq =

∫ xq

0

√
2kq dx+

∫ xq

0

√
2kq

√
1−
ω2

p(x)

ω2
q

dx
(
kq =

ωq

c

)
=
√

2kq

∫ xq

0

1+
√

1− n(x)
nq

 dx

=
√

2kq

∫ 1

0

(
1+
√

1− x′
)
·

nqL

nmax
dx′

(
x′ =

nmaxx
nqL

)
=
√

2kq ·
(
1+

2
3

)
·

nqL

nmax

=
5
√

2
3

nq

nmax
kqL.

(5.2)

Sincenq ∝ q2 andkq ∝ q, the phase scales asφq ∝ q3, which means that there is a chirp between
harmonics and this chirp makes an individual pulse within a train longer. Effect of this chirp was
studied by applying it to the spectrum shown in Fig.5.12(a) by changing the value of the scale
lengthL. The results are shown in Fig.5.14.

Figure 5.14(a) shows some of the resulting pulse trains. This shows how the pulse train
changes as the scale length is increased, i.e., as the chirp is increased. As the scale length grows,
the pulse duration increases rapidly up to∼ 900 as. When the scale length is below∼ 0.5λ, the
pulse duration oscillates between∼ 500 as and∼ 900 as. Although the pulse duration appears
to be short at the scale length of 0.4λ, a large portion of the energy is contained in the wing of
the main peak. The evolution of the pulse duration as a function of the scale length is shown
in Fig. 5.14(b). I plotted only up to∼ 0.5λ because the shape of the pulse is severely distorted
above this scale length and it is difficult to define the duration of the pulse. Since the harmonic



5.6 Summary 79

−4 −2 0 2 4

0
0

0
0

1
0.

5
0.

5
0.

5
0.

5

Delay (fs)

In
te

ns
ity

 (r
el

. u
ni

ts
)

L=0.1λ

L=0.2λ

L=0.3λ

L=0.4λ(a)

Scale length / λ

P
ul

se
 d

ur
at

io
n 

(a
s)

0.0 0.1 0.2 0.3 0.4 0.5

50
0

60
0

70
0

80
0

90
0

10
00

(b)

Figure 5.14: Attosecond pulse train with a chirp. (a) Attosecond pulse trains synthesized with
different amount of chirps, coming from different scale lengths. The train without a chirp is
already shown in Fig.5.12(b). The distortion of the pulse shape becomes severe as the scale
length becomes close to 1λ, where a notable amount of the energy is contained in the wing.
(b) Duration of the main pulse as a function of the scale length. The duration oscillates between
500 as to 900 as when the scale length is below 0.8λ.

generation efficiency drops rapidly for longer scale lengths, it should be enough to study only the
scale length below 0.5λ. Nevertheless, the result of the model shows that the chirp of the CWE
process can certainly broaden the duration of the pulse to the experimentally observed value of
∼ 900 as. Thus, the broadening of the individual pulse within the train is attributed to the chirp
coming from the different reflection point in a plasma density profile for different harmonics.

5.6 Summary

In this chapter, I have presented the experimental results to characterize the temporal profile of
the harmonics generated from the plasma surface.

First, the harmonics were focused into a gas jet to ionize helium through the two-photon
ionization process. The use of Plexiglas targets was the key to suppress the XUV radiation
above the ionization potential of helium and thus single-photon ionization of helium. This result
provided a nonlinear process necessary for the autocorrelations measurements.
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The coarse autocorrelation trace showed that the duration of the generated harmonics is ap-
proximately the same as that of the incident IR pulse. This result is consistent with the observa-
tion that the efficiency of the CWE process is linear to the incident IR intensity.

The fine autocorrelation trace revealed the sub-cycle structure in the generated harmonics.
The average duration of the pulses within the train structure is obtained as∼ 900 as. This is longer
than the transform limit of the spectra in the gas jet, which is explained by a chirp introduced by
the CWE process.



Chapter 6

Conclusions and outlook

In conclusion, volume autocorrelation measurements unveiled the temporal structure of the har-
monics generated from the plasma–vacuum interface. The measurement was made possible by
a thorough characterization of the properties of the harmonics, which enabled us to prepare the
setup so that the necessary conditions are satisfied and any possible problems are excluded. The
autocorrelation traces show that the harmonics are emitted in a form of an attosecond pulse train.
Although the experiment was limited to the CWE harmonics, this result clearly indicate the great
potential of surface HHG process as a source of attosecond pulses.

To fully exploit the benefits of surface HHG process, it is highly desirable to generate har-
monics by the ROM process. Not only ROM harmonics extend to higher frequency region com-
pared to CWE, but also have a smaller divergence and a better transverse coherence [114, 136].
The key to generate ROM harmonics is to improve the contrast of the laser pulses further. One
possible method for improving the contrast is to use XPW [93], although this will require a ma-
jor modification on the laser system itself. A plasma mirror is easier to implement, but it will
severely limit the number of shots allowed for each experimental run.

Actually, the limitation on the number of laser shots is a big problem not only for the plasma
mirror but also in the experiments of surface HHG itself. This is inherent to the surface HHG
experiment, where the target must be ionized to generate a plasma. This problem can be alle-
viated by using a tape target, which will dramatically increase the number of shots allowed for
each run. Liquid jet targets are even better because the number of shots will not be limited. On
the other hand, it becomes more difficult to achieve a surface quality as good as that from rigid
targets. Since the harmonics are generated during the reflection from the surface, a distorted
surface will distort the wavefront of the reflected beam and lead to the deterioration of the XUV
beam quality. Increasing the number of shots will require further technological improvements.

The measurement was also limited by a rather large divergence angle of the reflected beam.
This was due to the tight focusing of the incident beam to achieve the high intensity necessary
for the surface HHG process. This led to a correspondingly large divergence of the reflected
beam, which made the handling of the beam difficult. More important thing to note is that the
large divergence of the beam made it necessary to re-collimate the beam, i.e., an extra optic was
required compared to gas HHG experiments. This extra reflection reduced the XUV intensity
approximately by one order of magnitude. Although it is difficult to decrease the divergence an-
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gle, it is possible to increase the reflectivity of the collection mirror by using a grazing incidence
angle. One of the ideas is shown in Fig.6.1. Re-collimation and focusing of the XUV beam are
made with parabolas with large angles. Since the focusing is done with a parabola rather than a
spherical mirror, a smaller focal spot is expected. The reflected IR beam is suppressed by two
reflections on an appropriate material such as silicon plates or glass wedges. The split mirror can
be placed between those two reflections, also at grazing incidence angle. Since the translation of
the half of the split mirror does not change the direction of the beam, the beam will focus into
the same position regardless of the delay. On the other hand, the energy distribution within the
focal volume might change slightly and should be studied carefully. This setup will increase the
XUV throughput and reduces the focal spot size at the same time, which will increase the usable
XUV intensity significantly.

Figure 6.1: Setup only with grazing incidence. Re-collimating and focusing are done with graz-
ing incidence parabolas. The reflected IR beam is suppressed by two reflections on an appropriate
material such as silicon. The split mirror is placed between those two reflections, also at grazing
incidence, and divides the beam vertically into two. Here it is designed so that the whole IR
suppression unit does not change the path of the outgoing beam and can be moved out of the
beam to make the alignment easier.

The autocorrelation measurements presented in the thesis took advantage of the property of
CWE that no harmonic is generated above the plasma frequency. This property was used to re-
strict the generation of harmonics to only the ones necessary for two-photon ionization of helium.
Although it was helpful for the first measurements, further experiments in different spectral re-
gions require different nonlinear processes. In fact, many improvements to the experiment such
as increasing the contrast to generate ROM harmonics or using the glass target to avoid target
degradation will lead to higher-order harmonics and a nonlinear process that can be used for
those spectral range is definitely necessary. One possibility is direct double ionization (DDI) of
atoms by two XUV photons [123, 137, 138, 139]. The DDI process would allow use of higher
photon energy without changing the experimental setup. For example, the usable photon energy
is between 40 eV to 54 eV for helium. While the lower energy is determined by the energy nec-
essary for ionizing helium into the second ionization stage with two photons, the upper energy is
determined by the energy gap between the first and the second ionization. If the photon energy is
higher than this level, the sequential double ionization process, which has no delay dependence
[138], starts to dominate over the DDI process and masks the autocorrelation measurements. An-
other possibility is to observe the photoelectrons generated through above-threshold ionization
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(ATI) processes [120, 121, 122]. Although detecting photoelectrons is generally a more demand-
ing task compared to detecting ions, this method does not limit the usable photon energy and it
is even possible to extend it to FROG-type measurement [126].

Finally, I would like to discuss the possibility to generate isolated attosecond pulses. With
ATLAS laser system, the only possibility available is to apply the polarization-gating technique
[79, 81]. On the other hand, it is not straightforward to implement it because of the highB-
integral, as I mentioned in Section2.3.2. A more promising route is to use our newly developed
laser system LWS-10 [105, 140], which is based on optical parametric chirped-pulse amplifi-
cation (OPCPA) and produces sub-10-fs pulses with 10 TW power. The biggest challenge was
to obtain a high contrast necessary for the surface HHG process. In fact, an attempt made a
year ago to generate harmonics from LWS-10 failed; observed radiation was only line emission
from oxygen. Since then, LWS-10 has been under intensive development and the contrast of the
output pulse has improved by 2 to 3 orders of magnitude. This improvement led to the observa-
tion of some harmonics in a recent experiment, which will be presented in the thesis of Rainer
Hörlein. This is the first demonstration of harmonic generation from plasma surfaces using sub-
10-fs pulse. Even though there are many challenges lying ahead, I believe this will lead to the
generation of attosecond pulses with unprecedented intensities, which will open up a new regime
of attosecond physics.





Appendix A

Useful formulas

A.1 Values related to Gaussian beam

A.1.1 The Full Width Half Maximum

Assume a Gaussian beam

I (r, t) = I0 exp
(
−2r2

w2
0

)
exp

(
−4 ln 2

t2

τ2

)
, (A.1)

whereI0 is the peak intensity,w0 the 1/e2 radius, andτ the pulse duration. The fluenceΦ(r) of
the beam is obtained as

Φ(r) =
∫ ∞

−∞
I (r, t) dt = Φ0 exp

(
−2r2

w2
0

)
, (A.2)

whereΦ0 =
√

π/(4 ln 2) · I0τ is the peak fluence.
The FWHM of the beam is obtained as FWHM= 2r1/2, wherer1/2 satisfiesΦ(r1/2) = Φ0/2.

Therefore,r1/2 = w0
√

ln 2/2 and the relation between the FWHM andw0 is obtained as

FWHM = w0

√
2 ln 2. (A.3)

The energy within a circle with diameterR is calculated as∫ R

0
Φ(r) · 2πr dr =

∫ R

0
Φ0e

−ar2 · 2πr dr (a = 2/w2
0)

= −πΦ0

a
e−ar2
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0
=

πΦ0

a
(1− e−aR2

).

(A.4)

Since exp
[−a(r1/2)2] = 1/2, the half of the energy is contained within the circle with the radius

r1/2, in other words, within the FWHM.
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A.1.2 Peak intensity and average intensity

The energyE within the Gaussian pulse of Eq. (A.1) is obtained as

E =
∫ ∞

−∞
dt

∫ ∞

0
2πr drI (r, t)

= I0

∫ ∞

−∞
dt exp
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πw2
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4 ln 2

(A.5)

where I used the following formulas and Eq. (A.3):∫ ∞

0
e−at2 dt =

√
π

a
, (A.6)∫ ∞

0
e−ar2 · 2πr dr = −π
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· e−ar2
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0
=

π

a
. (A.7)

Thus the peak intensity of a Gaussian pulse is calculated from the pulse energy as

I0 =
E

τ(FWHM)2

(4 ln 2
π

)3/2

∼ 0.83E
τ(FWHM)2

. (A.8)

The average intensityIavg can be defined as the average intensity within 1/e2 radius. Since
the energy within 1/e2 radius can be calculated from Eq. (A.4) and gives (1− e−2)E, the average
intensity is obtained as

Iavg =
(1− e−2)E

πw2
0τ

=
2 ln 2(1− e−2)E
πτ(FWHM)2

∼ 0.28E

w2
0τ
∼ 0.38E
τ(FWHM)2

.

(A.9)

A.1.3 The RMS radius

The RMS distance of a Gaussian beam is obtained as

r2
rms =

∫ ∞
0

r2Φ(r) · 2πr dr∫ ∞
0
Φ(r) · 2πr dr

. (A.10)

The denominator is obtained from Eq. (A.7), while the numerator is obtained as∫ ∞

0
r2e−ar2 · 2πr dr = −πr2
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(A.11)



A.2 Second-order interferometric autocorrelation 87

Therefore, the RMS distance of the beam is

r2
RMS =

π/a2

π/a
=

1
a
=
w0

2
, (A.12)

rRMS =
w0√

2
. (A.13)

This value corresponds to the 1/e radius of the Gaussian beam.

A.2 Second-order interferometric autocorrelation

For an electric fieldE(t) = A(t) cos(ωt + φ), the equation for the second-order interferometric
autocorrelation is obtained as∫ ∞

−∞

∣∣∣∣[E(t)E(t − τ)]2
∣∣∣∣2dt =

∫ ∞

−∞

∣∣∣∣E2(t) + 2E2(t)E2(t − τ) + E2(t − τ)
∣∣∣∣2 dt

= 2B0 + 4
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−∞
A2(t)A2(t − τ) dt

+ 4
∫ ∞

−∞
A(t)A(t − τ)[A2(t) + A2(t − τ)] cos(ωτ + φ) dt

+ 2
∫ ∞

−∞
A2(t)A2(t − τ) cos(2ωτ + 2φ) dt,

(A.14)

whereB0 =
∫ ∞
−∞ A4(t) dt is a constant. If the envelopeA(t) becomes 0 fort → ∞, which is

a reasonable assumption for a pulse, all the terms in Eq. (A.14) except for the first becomes
0 for τ → ∞. Therefore, the background level is 2B0. Whenτ → 0, on the other hand, the
equation reduces to 16B0. Thus the peak-to-background ratio for a second-order interferometric
autocorrelation is 8 : 1.





Appendix B

Simulation of the focus from the split
mirror at oblique incidence

Here I will present the simulation I have made to estimate the focal spot and autocorrelation trace
expected from the split mirror when angle of incidence is not normal. The simulation presented
here is similar to the one made by Tzallaset al. [117]. Figure B.1 shows the scheme of the
simulation.

Figure B.1: Schematic diagram for the simulation. The meanings of the symbols are as follows.
R: curvature of the spherical mirror; O: center of the sphere with radiusR; S0: center of the
incident ray; S: point on the incident ray;r: distance between S0 and S;α: reflection angle for
the center of the ray;β: incidence angle,β = α/2; M0, M: points on the mirror where the rays
from points S0 and S arrive at. F: focal point, where contribution is calculated.
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First I will treat the model analytically. The ray was assumed to have a round, flat-top profile
with a diameterd. The angle of incidence isβ onto a spherical mirror with the radius of curvature
R. If I take the starting point of the ray S0 so that a line segment OS0 becomes perpendicular to
the ray S0M0, the coordinate vector of S0 becomes

~S0 = (0, −Rsinβ cosβ, −Rsin2 β). (B.1)

If I consider a point S on the initial plane perpendicular to the incident ray so that the distance
from the center S0 is r and the angle from thex-axis isθ, the coordinate vector can be written as

~S − ~S0 = (r cosθ, r sinθ cosβ, r sinθ sinβ),
(
0 ≤ r ≤ d

2
, 0 ≤ θ < 2π

)
~S =

(
r cosθ, (−Rsinβ + r sinθ) cosβ, (−Rsinβ + r sinθ) sinβ

)
. (B.2)

Thus all the points on the incident ray is expressed by two parametersr andθ.
Now I would like to calculate the contribution in the focal volume from each point. Since the

beam is flat-top, amplitude is the same everywhere on the ray. The phase of the each ray can be
obtained by calculating the distance the ray travels. Here I divide the distance into two: from the
starting point to the mirror, and from the mirror to the focal volume.

The distance from the starting point S to the point M on the spherical mirror can be obtained
analytically. The distance OM is always equal toR because M is a point on the sphere centered
at O. Since the triangle OSM is a right triangle, the distance SM is obtained as

|SM|2 = R2 − |~S|2

= R2 − r2 cos2 θ − (−Rsinβ + r sinθ)2(cos2 β + sin2 β)

= R2 cos2 β + 2Rrsinβ sinθ − r2

SM =
√

R2 cos2 β + 2Rrsinβ sinθ − r2

(B.3)

Since all the rays are parallel, the direction of
−−→
SM is parallel to

−−−−→
S0M0 = S0M0(0, sinβ, cosβ).

Therefore, the coordinate of the intersection point M is obtained as

~M =
−−→
OS+

−−→
SM, where

−−→
SM =

√
R2 cos2 β + 2Rrsinβ sinθ − r2

 0
sinβ
cosβ

 (B.4)

The distance from the intersection point M to a point F in the focal volume will be calculated
numerically. To make the calculation easier, the coordinate system was changed so that thez-
axis becomes parallel to the center of the reflected ray and the center of the coordinate system is
located at the pointR/2 away from the spherical mirror, as shown in Fig.B.2. The transformation
is made by rotating around thex-axis by angleβ in clockwise direction, and then translating by
(0, −Rsinβ, Rcosβ −R/2). Since this transformation includes only rotation and translation, the
distances obtained above are not changed. The coordinate of the starting point S and the direction
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of the ray
−−→
SM change to

~S =

 r cosθ
(−Rsinβ + r sinθ) cos 2β − Rsinβ

(−Rsinβ + r sinθ) sin 2β + Rcosβ − R/2

 , (B.5)

−−→
SM =

√
R2 cos2 β + 2Rrsinβ sinθ − r2

 0
sin 2β
cos 2β,

 (B.6)

respectively. From these equations, the coordinate of M in the new coordinate system is also
obtained. Once the coordinate of M is obtained, the distance each ray travels can be calculated
for each point F in the focal volume.

Figure B.2: New coordinate system after rotation and translation.

The rest of the calculation was done numerically. The focal volume was defined as a rectan-
gular box. For each point F in the focal volume, the contribution from the each part of the ray
was calculated by calculating the distance each ray travels from the initial plane. The distance
was translated into the phase of each ray, and summing up everything gives the overall intensity
at the point F.

Introducing the effect of the split mirror is rather simple. In the actual experiment, half of the
split mirror is scanned parallelly to the incoming beam. This means that the intersection point
shifts by∆d when the half of the split mirror is shifted by the same amount. Since moving the
split mirror does not affect the incoming ray, the direction of the ray does not change and only
the distance changes by∆d. Therefore, the coordinate of M shifts accordingly for half of the ray.
Once the coordinate of M is obtained, the distance each ray travels can be obtained in the same
way.



92 B. Simulation of the focus from the split mirror at oblique incidence

The simulation code was written in a computer language R [141]. FigureB.3 shows some
of the images of the beam profile obtained by the simulation, assuming the IR incident ray at
800 nm with 50 mm diameter. No delay was included for the images in the upper row, while a
half-cycle delay from the split mirror was introduced for the images in the lower row. For the
actual simulation, three harmonics from 8th order to 10th order was used, which corresponds to
the harmonics transmitted through an indium filter. The obtained autocorrelation is presented in
Section5.2.2.

Figure B.3: Examples of images around the focus with IR beam obtained by the simulation.
(a-c) Images with no delay. (d-f) Images with half-cycle delay from the split mirror.
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tini, B. Carŕe, and P. Salières, “Extreme-ultraviolet high-order harmonic pulses in the
microjoule range,” Phys. Rev. A66, 021801(R) (2002).

[26] S. Kazamias, D. Douillet, F. Weihe, C. Valentin, A. Rousse, S. Sebban, G. Grillon,
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[46] I. B. Földes, J. S. Bakos, Z. Bakonyi, T. Nagy, and S. Szatmári, “Harmonic generation in
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[65] K. Varjú, Y. Mairesse, B. Carré, M. B. Gaarde, P. Johnsson, S. Kazamias, R. López-
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trol of electronic processes by intense light fields,” Nature421, 611 (2003).
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versions of the manuscript and making many helpful comments to improve it. I would also like
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