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Summary

In the previous years a paradigm shift in the area of IT serm@anagement
could be witnessed. IT management does not only deal witheheork, end
systems, or applications anymore, but is more and more coedevith IT
services. This is caused by the need of organizations totordhe efficiency
of internal IT departments and to have the possibility tossuibe IT services
from external providers. This trend has raised new chadiemgthe area of IT
service management, especially with respect to servied sgreements lay-
ing down the quality of service to be guaranteed by a serviceiger. Fault
management is also facing new challenges which are relatedsuring the
compliance to these service level agreements. For exampigh utilization
of network links in the infrastructure can imply a delay ease in the de-
livery of services with respect to agreed time constraiisch relationships
have to be detected and treated in a service-oriented feaghdsis which
therefore does not deal with faults in a narrow sense, bt s@tvice quality
degradations.

This thesis aims at providing a concept for service faulgdasis which is
an important part of IT service fault management. At first, @tigation of
the need of further examinations regarding this issue isrgwhich is based
on the analysis of services offered by a large IT serviceidesv A gener-
alization of the scenario forms the basis for the specificatif requirements
which are used for a review of related research work and cawiatgrod-
ucts. Even though some solutions for particular challeiges already been
provided, a general approach for service fault diagnosssiliamissing. For
addressing this issue, a framework is presented in the naairopthis thesis
using an event correlation component as its central parenEgorrelation
techniques which have been successfully applied to fauttagement in the
area of network and systems management are adapted andexkigecord-
ingly. Guidelines for the application of the framework toiaem scenario are
provided afterwards. For showing their feasibility in alre@rld scenario,
they are used for both example services referenced earlier.



Kurzfassung

In den letzten Jahren war im Bereich des IT-Managements aiadiymen-

wechsel zu beobachten. Hierbei geht es in zunehmendem Melfdenmrehr

um das reine Management von Netzen, Endsystemen oder Appliken,

sondern um das Management von IT-Diensten. Dieses ist dadhedingt,

dass Organisationen die Leistungen interner IT-Abteum@berprufbarer
machen sowie den Einkauf extern erbrachter IT-Dienste vien$danbietern
ermoglichen mochten. Hieraus ergeben sich neue Anfondgem an das IT-
Management, insbesondere im Zusammenhang mit Dienstbareingen,
die die durch einen Dienstleister zu erbringende Diensitgtidestlegen.

Auch im Bereich des Fehlermanagements ergeben sich negestetiungen
im Zusammenhang mit diesen Dienstvereinbarungen. Béssmese kann
eine hohe Auslastung von Verbindungen in der Netzinfrastruzu einem

Anstieg der Verzogerung bei der Erbringung von Dienstgmdi, was im
Hinblick auf vereinbarte Zeitbedingungen betrachtet wardhuss. Solche
Zusammenhange missen erkannt und in einer dienstenremtiFehlerdiag-
nose behandelt werden, die sich daher nicht mehr mit Felner@ngeren

Sinne, sondern mit Verminderungen der Dienstqualitéd st

In dieser Arbeit geht es um ein Konzept zur Diagnose von Fetiei der

Erbringung von IT-Diensten, was einen Teil des Fehlermamaamnts fur IT-

Dienste darstellt. Zunachst wird eine Motivation der Nehaigkeit von

weiteren Untersuchungen in diesem Bereich gegeben, didexuAnalyse

von IT-Diensten, die im Umfeld eines grol3en IT-Dienstkeistangeboten
werden, beruht. Eine Verallgemeinerung des Szenariog disrGrundlage
fur die Festlegung von Anforderungen, die im weiteren dig Bewertung
von verwandten Forschungsarbeiten und kommerziellenuRted verwen-
det werden. Obwohl einige bisherige Arbeiten LosungemnTé&ilaspekte der
Fragestellung bieten, wird deutlich, dass ein allgemelresatz zur Dienst-
fehlerdiagnose bislang fehlt. Im Hauptteil der Arbeit whikrzu ein Rah-
menwerk vorgestellt, als dessen zentrale Komponente adigmiskorrela-
tor eingesetzt wird. Ereigniskorrelationstechniken,ldgher erfolgreich auf
der Netz- und Systemmanagementebene eingesetzt wurdesenmeierfir

entsprechend angepasst und erweitert. Empfehlungen zoas&ong des
Rahmenwerks an ein gegebenes Dienstszenario werden imntidg zur
Verfugung gestellt. Um deren Nutzen in einem realen Sierdeutlich

zu machen, werden diese fir die beiden vorher dargesi@kgspieldienste
angewendet.
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Chapter 1

Introduction

Contents
1.1 Researchlssue ... ... ... ... .. ......... 3
1.2 Deficits of Today’s IT Service Fault Management . . . . 5
1.3 ThesisOutline . ... ... ... ... ... ....... 6

For many companies today the reliability of the IT servidesytuse has be- IT services now
come a critical factor for success in the business markeg tDihe industry critical business
trend to focus onto the core business, the IT services areaityrwases out- success factor
sourced to external IT service providers. To ensure tha&ethe services are

provided in a reliable manner, service contracts calledicerevel agree-

ments (SLAs) are laid down between customers and IT serviceiders.

These contracts specify quality of service (QoS) pararsetdich describe

the performance of the service in question. If the QoS patermeare not

met, penalties are part of the agreements which have to ¢beeaesulting

consequences for the customer.

Another important trend, which is based on changes merdibeéore, is the service chains
establishment of provider hierarchies. A provider usesamaore services

from other providers and offers them to customers with a tionality en-

riched in a specific manner. For being able to provide SLAgHerso called

value added service, a provider needs to negotiate SLAStwislnbproviders

accordingly. As a consequence, there is not only a chainfirsgvices, but

also of SLAs.

Ensuring a high service quality is not only important to aviimancial penal- importance of
ties. Inside of companies SLAs can exist between the IT deyaat and other reliable service
departments without defining penalties. For services epeiay a university quality
computer center there might be no explicit quality guaresitat all. How-

ever, making sure that a high service quality is met is in agedmportant to

justify the funding.

These changes require a broadening of the management gterspghere management
previously more or less separated management discipliaes to be able disciplines
to collaborate. The management pyramigee Fig. 1.1) shows the differ-

There is currently no commonly accepted standard for narairdydecomposing the
management disciplines.
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Figure 1.1: Management pyramid: disciplines and functional areas

ent management levels which have to be consideBeiness Management
deals with the management of a whole company involving téikksfinan-
cial management and strategic planning. At this layer lessiobjectives are
defined. The application of IT in the entire organization ianaged byEn-
terprise Managememwhere the abstract business objectives have to be trans-
formed into processes and policies. While these two managedisciplines
assume a top-down perspective, the management inside apérFtchent was
previously centered arourdetwork Managemerand Systems Management
These disciplines take care of the management of networksiaah systems.
In addition,Application Managemerdeals with the operation of applications
and therefore accesses the Network Management and Systensg®ment.

The paradigm shift towards IT services described in therbregg makes it
necessary to link the previously not directly considerddti@nship between
enterprise management and the IT operations perspectiheevolving ma-
nagement disciplin8ervice Managemeaims at filling the gap by managing
IT services being based upon resources and maybe other bf)¢swvices
with respect to the business goals of the organization. Taeagement of
services also involves the use of processes so that therdasalink to the
processes in enterprise management. However, the managehpeocesses
on this level can also only be considered as partially sabusck standard pro-
cess framework have limitations concerning precision andeting depth.

From a bottom-up perspective this paradigm shift means aogh the view
from device-oriented to service-oriented managementifig all the well-
known FCAPS (fault, configuration, accounting, perfornmegrsecurity) ma-
nagement functional areas. This paradigm shift affectsigoration mana-
gement, where the way services are provided has to be managedger-
formance management, where service performance has to mhigoned and
assured. Apart from changes in accounting and security geanant, fault
management also has to be adapted to service-orientatere, is not suf-
ficient to deal with errors in the network or end systems amgniout service
faults also have to be taken into account.

2



1.1. Research Issue

Itis important to be aware of the different nature of fauitthe area of service service fault =
fault management in contrast to device-oriented manageniéere are not service quality
only situations where a service is available or not, butitloa available hav- degradation
ing a low quality. Therefore, it would be reasonable to derbis situation as

a service quality degradation rather than as a fault. Howéy&®e compliant

with the term fault management a fault can also be a qualgyatation (with

regard to SLAS) in the following.

An example of such a fault is that a service transaction takeger than ex- service fault
pected. If the slow transaction is caused by a high linkagtlon, it cannot example

be regarded as a fault in the prior sense. Nevertheless,neuagement is

required to find some solution to deal with the situation assiare affected

by the long transaction time. The definition which data tfansme is ac-

ceptable is dependent on the customer’s and provider'peetige which is

usually defined in an SLA. In contrast, the fault definitioa #rea of network

and systems management is often given by device vendors.

Furthermore, it can be witnessed that service faults aen@itjgregated from aggregated
faults and other features of the underlying managemensaiidee previously nature of
mentioned transaction may e.g. be based on the sequentabamation of service faults
different systems so that the overall transaction timeeasstim of processing

times and delays in these systems. A service fault can alfieebesult of an

aggregation in time, e.g. if the average delay of transagtiithin a certain

time interval is higher than a threshold.

Fault management is usually divided into the phases fatgictien, fault di- service fault
agnosis, and fault resolution which also holds for servi@gmagement. In management
service fault detection it is recognized that there is sonwraly in the ser- phases

vice operation. This can either be reported by users or byptbeider’s

service monitoring. In the service fault diagnosis phasepitoblem’s root

cause should be determined. Sometimes it is also alreatlgisnf to clas-

sify the problem without really identifying the basic roaiuse. In the service

fault resolution phase the root cause can be removed by asiagpropriate

resolution action or a workaround/preliminary solutiom dg implemented

depending on the nature and severity of the identified proble

1.1 Research Issue

The issue of this thesis is to provide a systematic framewmiknprove the service fault
identification of resources being responsible for a senyicdity degradation. diagnosis
The framework therefore primarily aims to address the serfdault diagnosis framework
task, but has interfaces to service fault detection andutisn as well as to

service management in general.

The main benefits that are in the focus of the framework ardatdo At framework
first, the overall fault resolution time shall be reduced bgimizing the time benefits

3



Chapter 1. Introduction

needed for the identification of a resource whose currefibpeance affects
the service quality. Examples of such a performance prolokmbe a com-
plete failure of the resource, a high utilization leadingmeak performance
or a wrong configuration. As stated before, this is espgamededed for SLAs
which often contain time constraints for fault resolutidrhe application of
the framework should therefore allow to keep previouslyeadrSLAs and
shall also enable the provider to offer stricter guaraniteésture SLAs. An-
other benefit the framework aims at is the reduction of theides’s effort for
service fault management which can be achieved by a systetmegtment of
fault messages.

The main issues which arise in the context of the framewaktse following.

Fault management workflow: Starting from a workflow to perform the ser-
vice fault management process, framework components baweiden-
tified to deal with the reported symptoms. The framework sdedave
components for the reception of symptoms. Other comporeetse-
quired for the diagnosis and to forward the diagnosis réstitult recov-
ery. A detailed workflow to describe the necessary coopsrdietween
these components has to be developed.

Methods: The methods which shall be applied for the processing of symp
tom reports have to be investigated. It is intended to examihether
existing approaches in particular from the area of netwoik systems
management can be adapted to perform these tasks espéciatge
methods are already in use.

Information modeling: A modeling of the different kinds of information for
the framework is mandatory. This modeling comprises theices and
resources including a special focus on their dependencithe quality
parameters, SLAs, and different kinds of symptom messages.

While the framework should have a generic design in orderetaplicable
to many kinds of services, guidelines are needed to adagtaheework to
a concrete scenario. In addition, criteria should be preditb allow for a
monitoring of the framework’s benefits. The introductiontioé framework
for a service provider will usually not only lead to changeghe technical
management of services, but also to organizational changes

input for  The framework integrates previous research results aresigiled to be com-
framework plementary with other research efforts within the MNM Tedig. 1.2 depicts
components  these relationships with regard to fault management presdsnanagement
disciplines. For the framework the PhD work of Michael Langg&n01] and
Michael Nerb [NerO1] as well as the one of Markus Garschhanj@ar04]
serves as input for the component design. The customefanéedesign and
QoS measurement methodology from these theses are exieesiectively.
In a part of the PhD work of Vitalian Danciu [DHHS06, DgFSO7ireni-
toring architecture is proposed to generate vendor-inudg® information
(rich event$ from device-dependent information. This work is an impatt

4



1.2. Deficits of Today’s IT Service Fault Management

fault fault fault
detection diagnosis resolution
Customer 1 ‘ Customer Service Management !
Relationship Langer/Nerb |
Management , QoS measurement
! Garschhammer !
Service . Framework for Service fault Impact analysis |
Management | T Service Mgmt diagnosis framework and recovery framework :
9 } Dreo Hanemann Schmitz !
Service MIB
! Sailer !
: s N ) :
S I Rich Resource Events| . . ____________________ !
Resource Danciu
Management

Figure 1.2: Relationship to other MNM Team theses

intermediate step to abstract from basic resource datadgvearvice-related
information.

The theses of Martin Sailer and David Schmitz are closebteelto this work. Service MIB
Martin Sailer addresses the construction of a managemtahiation base and service
(called Service MIB which contains all information needed with respect tgpact analysis
technical service management [Sai05, DgFS07]. The maglelinservice

fault management information in the present thesis is gtonige included

into the overall Service MIB design. David Schmitz address®other aspect

of service fault management. His framework [HSS05a] isgle=i for the

analysis of actual or assumed resource failures and detesntineir impact

onto services and their customers with respect to the agdeéd. In ad-

dition, this framework provides a decision aid to determitéch recovery

action is appropriate as a trade-off between expected Salaton costs and

recovery effort.

The postdoctoral thesis of Gabi Dreo [DR02, DR03] providgserseral frame-
work for IT service management covering all FCAPS managéifaectional
areas. Therefore, the present work is related to the fautagement part of
her framework.

1.2 Deficits of Today’s IT Service Fault Ma-
nagement

In IT service fault management the paradigm shift from denxodented ma- tools have
nagement to service-oriented management has only pgtiedin performed. limitations w.r.t.
Many research efforts have been carried out in the past forpefault mana- service
gement for faults occurring in the network infrastructuead systems, andmanagement

5
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applications. This research has led to a number of comnmeani open
source tools which can be applied to this task. While thesés tare able
to deal with error messages originated from network comptswehich are
in most cases predefined by the device vendors, symptomsesgplect to the
service quality need to be treated differently since theacpssing is hardly
supported. User reports concerning a service quality degjen have to be
mapped onto a resource which is identified as being the syniptoot cause.
Formats for such reports have to be designed by the providéisoown as
they are closely related to the provider-specific serviéerofhis means e.g.
that it should be possible to report a symptom relating $ady to the used
service functionality.

The common method [OGCO00] to deal with service problemsasfaiow-
ing. In fault management a distinction is made between extidnd problem
management. Incident management is mainly concerned hgtloperation
of a service desk (also known as help desk) which is resplarfsibreceiving
user reports about service symptoms. The service desksagffind a quick
solution to the problem either by giving advice to the usebyinstalling a
simple workaround. In case the symptom requires furthatriment the ser-
vice desk staff may open a trouble ticket (problem desanptdrm) which is
then assigned to a responsible person for problem managefrt@a person
deals with the ticket, e.g. by using management tools tolckiee network
and provides status information to the service desk and#er: u

These processes rely very much on the experience of expigntsespect to
the way service quality is provided. While tools exist toretthe network
and end systems configuration, an established methodabogjpte the con-
figuration and status of services is still an unsolved isstige dependency
on expert knowledge may lead to a slowdown in the user repocgssing as
no automation has been developed so far. In addition, stffilbers may be
temporarily unavailable (without an appropriate substty or might leave
the provider which leads to a loss of problem solving experti

1.3 Thesis Outline

The structure of the thesis is presented in the followings Hlso depicted
in Figure 1.3 where dashed arrows are used to indicate ifquipsits of the
steps performed during the course of the thesis.

In Chapter 2 important terms are defined which will be usedughout the
thesis. Most of them are based on the MNM Service Model whigasga

generic definition of services and service management. Eileniz Super-
computing Center (LRZ) serves as an example of a large-$€aservice

provider. The service®/eb Hosting Servicand E-Mail Serviceare used as
a further motivation for the necessity of research towardéngroved ser-
vice fault management. A generic framework for servicetfmdnagement is

6



1.3. Thesis Outline

presented in order to motivate and structure the requireienthe solution.
The list of requirements can be found at the end of this chalpie based on
issues identified in the scenario as well as in the genemasdveork.

Related work is referenced in Chapter 3 which is groupedrdaog to the analysis of
structure of requirements. It is examined where the relatadk already of- related work
fers solutions which can be adapted to the current issue erevtew solutions

have to be found. The related work includes IT process manageframe-

works, service modeling and management approaches, dapgndodel-

ing and finding approaches. In addition, approaches forooust interface

design, fault diagnosis techniques (mainly for network aystems manage-

ment), and SLA modeling and management as well as impacysiaare

also part of this chapter.

In Chapter 4 a framework is proposed for the service fauljridasis which is framework
designed to fulfill the requirements posed in Chapter 2. Thmmdea behind design
the framework is to adapt event correlation techniques wvhave proven to

be useful in the area of network and systems managementrfacedault
diagnosis. The focus is therefore on the event correlatmmponents in

the framework. The framework also makes use of some otherqu® ap-
proaches, but some parts of them had to be extended to fit toethes of
service-orientation. An information modeling with respecthe information
needed for the framework operation is also a subject of thepter. Criteria

to measure the benefit of the service-oriented event ctioelan a concrete
scenario have also been identified. These are necessarynitomehether

the application of the framework yields a benefit in a coretenario as

well as to give the possibility for improvements. Furthersmgpossibilities

for a close collaboration of service fault diagnosis andaotmnalysis are
discussed.

To allow for an easy application of the framework to a giveerszio, guide- methodology for
lines are provided in Chapter 5. Like in service managentenuse of the application
framework can be divided into the life cycle phases planyimglementation,

usage, and withdrawal. General decisions about the atiplicaf service-

oriented event correlation are made in the planning phasehvelne executed

in the implementation phase. In this phase, for examplegniggncies have to

be identified, possible user reports have to be defined, @evtinmt correlator

has to be initialized according to derived correlation sulkn addition, tools

have to be selected for supporting the correlation. Theaighgse mainly

deals with correlation monitoring and optimization witlspect to the crite-

ria identified in the previous chapter. The possible dellaitan of service-

oriented event correlation is the subject of the withdrgptese.

As a proof-of-concept these guidelines have been applidtetexample ser- application
vices offered by the LRZ which are initially presented in @tea 2. The
experience gained from this implementation is containgdhapter 6.

The last chapter concludes the thesis by highlighting tegdes learned dur-conclusion
ing its course. In addition, remaining issues are discusdedh should be
addressed by future work.
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At the beginning of this chapter important terms are definbiclvare used chapter outline
throughout this thesis. Most of their definitions are mdteeusing the MNM

Service Model, a generic model for services and service genant. In Sec-

tion 2.2 a service management scenario, which is identifidmbtrepresenta-

tive for the current situation of IT service management,sscuto show the

need for further research in this area. A generic frameworlsérvice fault

diagnosis is presented afterwards (Section 2.3). The regeints for a de-

tailed service fault diagnosis framework that are derivedifthe scenario as

well as from the generic framework can be found in Section 2.4
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2.1 Definition of Terms

To allow for a common understanding a definition of terms fortime be-
ginning of this chapter. If not stated otherwise in a pafticsection, these
definitions are valid throughout the whole thesis.

The MNM Service Model [GHHO01, GHK"01, GHH"02] which is a generic
model for IT service management is used to motivate mosteob#sic term
definitions. This model has been proposed by the MNM Teamaltieetlack
of a common understanding of the tesarvice

In the model a distinction is made betweaustomer sidend provider side
of a service. The customer side contains the basic mistomeranduser,
while the provider side contains the rgeovider. The provider makes the
service available to the customer side. The service as aawhdivided into
usage and management sides which are accessed by the rdedsiee role
customer from the customer side, respectively.

The model consists of two main views. T8ervice Viewsee Fig. 2.1) shows
a common perspective of the service for customer and provid®rmation
that is only important for the (provider-internal) serviealization is not con-
tained in this view. For these details another perspedtiredrealization View
is defined (see Fig. 2.2).

o customer domain
=/
2 service [duses «role» «role» uses [ CcsMm
GE’ client user customer client
[<]
-
7]
3 accesses uses manages concludes accesses

v v v v v
t
° ; service N
g | service agreement

— 1
[7] "
% < substantiates
-g supplies » <« supplies
% service usage QoS management CSM
®» access point functionality parameters functionality access point
A A A A A A
implements realizes observes realizes implements | concludes
o provider domain
2 |
4 - . < manages . . .
o service implementation service management implementation
=/
> A A
o provides directs
Q
«role» |
provider |

Figure 2.1: MNM Service View [GHH"01]

Service View The Service View contains theervicefor which the functionality is defined

for usage as well as for management. There are two access feenvice
access point and customer service management (CSM) acoess\phere
user and customer can access the usage and managemerdrialitgti re-
spectively. Associated to each service is a list of QoS patars which have
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to be met by the service at the service access point or at thedC8ess point
if they are related to a management functionality. The Qo®itaong is
performed by the service management.

side independent

A A A A A A
implements realizes| observes| realizes| implements concludes
provider domain

L ) < manages . . .
service implementation service management implementation

(N A0
provides directs
«role» X
provider
1 —1 —— 1 —1

sub-service basic manage- sub-service
client | resources | | ment functionality management client

a al a a
uses uses <«manages | uses uses
service service manage-
logic JManages ment logic

V M [ 1 v \v4
service | € uses «role» «role» usesp| CSM
client user customer client
accesses uses manages concludes accesses
v v v v v

side independent

Figure 2.2: MNM Realization View [GHH"01]

In the Realization View the service implementation and #wise manage- Realization
ment implementation are described in detail. For both,etteae provider- View
internal resources and subservices. For the service ingpition a service

logic uses internal resources (e.g. devices, knowledgt) ahd possibly ex-

ternal subservices to provide the service. Analogousty/service manage-

ment implementation includes a service management logig Uimsic mana-

gement functionalities [HAN99] and external managemehsswices.

The MNM Service Model can be used for a similar modeling ofuiked sub- provider
services, i.e., the model can be applied recursively. Theatmg allows for hierarchies
the organization-internal provisioning of subservicefoorttheir subscription

from third-party providers.

The following terms are defined with respect to this model.

Service: In contrast to other definitions where a service is limited $pecific
domain (e.g. telecommunications) or technology (e.g. Wedvi€es), a
service is defined here in a generic way. A service is a sairaftion-
alitiesthat are offered by aervice provideto acustomerat acustomer
provider interface The customer may allow a set a$ersto access the
service at theservice access poinQuality issues of the service opera-
tion are laid down irSLAs Service operation is based msourcesand
may involve using other services callsdbservices

Subservice: A service that is used by other services. This service canbas
offered to customers or can only be provider-internal. Tdwirsive use

11
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of subservices makes it possible to form provider hierahi

Resource: A resource is used by services for the service operation. As a

service is regarded as an abstraction over the underlysugirees, a ser-
vice failure has to be located not in the service itself, lhueast in one
of its resources. A resource can e.g. be a network link, ansgsttm,
main memory, a hard disk drive, an application process, ookflow.
The MNM model is not specific about the modeling granularityick
can therefore be chosen according to the requirements ofem gice-
nario. An end system could be modeled as a single resour¢eaould
be divided into hardware items, software processes, etc.

Provider: A provider offers IT services to customers. The providergeth
can act as customer when having subscribed subservicesdkg other
providers.

Customer: A customer subscribes IT services. He grants the posgibalit
use them to a set of users. A customer interacts with thecgemana-
gement using the CSM access point.

CSM access point: The customer provider interface is the access point for
service management functionalities between customer emdder. It
allows for the exchange of information like the order of neswsces,
access to service performance reports, or the exchangalbfrfanage-
ment information. It is also called CSM access point sincé@%eans
to filter and enrich management information which a proviaeeady
has with respect to the customer needs.

User: A user accesses the service subscribed by its correspooalstgmer
at the service access point.

Service access point (SAP) A user can access the service usage function-
alities at the service access point.

Service level agreement:An SLA is a contract between customer and pro-
vider. For each service it contains a set of parameters Wiésholds.
These parameters are designed to model the quality of thécsan
question. The provider guarantees to meet the agreed thdssith
respect to certain time intervals (e.g. an availability ®®on a weekly
calculation basis). Otherwise, SLA violation penaltiesénae paid to
the customer.

Apart from these service-related terms another set of teymgroduced with

respect to fault management. At first, it is necessary t@fitiate between
the traditional fault management on the resource level aedohe on the
service level.

Resource fault management:Resource fault management is device-
oriented and deals with events, faults, and errors in thevor&t and
end systems. The treatment of faults does not happen widttdir

12
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consideration of service performance as the scope is liribethe
performance of the network and end systems. Therefore, anawe
of customer expectations is not achieved. An example ofistasvrong
configuration of a firewall which prevents a user from accesshe
services. In a pure resource fault management perspebis/problem
is not detected because all resources are working properly.

Service fault management: In contrast, service fault management takes care
of the service performance with respect to customer expenta Ser-
vice quality degradations are mapped onto underlying ressuo iden-
tify resource problems. It is part of service level managan{8LM)
which deals with the monitoring and management of serviegdityu

Some important fault management related terms which aggnatied from fault
resource fault management are modified and extended towardige fault management
management in the following. Fig. 2.3 depicts the relatijmbetween these terms

terms.

event

pZaN

directly handled

results
in

observable
from outside

manifests observed
as as

Figure 2.3: Fault management related terms

Event: In network management an event is an exceptional conditcare
ring in the operation of the hardware or software of the madaggt-
work [JW93, YKM™96]. Here, this definition is extended to comprise
exceptional conditions in applications and end systenmsadel note the
different use of the term in the context of event correlation

Fault: Faults (also referred to asot problem$ constitute a class of events
that can be handled directly [JW93, YKN6]. Faults may be classi-
fied according to their duration time as: (1) permanent, {@rmittent,
and (3) transient [Wan89]. A permanent fault exists in aiserepera-
tion infrastructure until a repair action is taken. Intettiert faults occur
on a discontinuous and periodic basis, causing degradaficervice
for short periods of time. However, frequently re-occugrimtermit-
tent faults significantly jeopardize service performanb@nsient faults
cause a temporary and minor degradation of service. Theysarally
repaired automatically [Wan89].
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Error. An error, a consequence of a fault, is defined as a discrepancy bet-
ween a computed, observed, or measured value or condittba &mie,
specified, or theoretically correct value or condition [\88h Faults
may cause one or more errors. Some errors result in a deviatia
delivered service from the specified service that is visiblthe outside
world. The termfailure is used to denote this type of error. Other er-
rors are not visible externally. However, an error in a nekndevice
or software may cause the malfunctioning of dependent n&tdevices
or software. Thus, errors propagate within the network icauigilures
of faultless hardware or software. In order to correct anrethe fault
which caused the error has to be resolved; therefore, earerypically
not handled directly.

Symptom: Symptomsre external manifestations of failures [JW93]. They
are observed aalarms - notifications of a potential failure [JW93,
YKM *T96]. These notifications may originate from managementtagen
via management protocol messages (e.g., SNMP traps), e
systems, which monitor the network status, e.g., using cana®s such
asping, system log-files, or character streams sent by externapequ
ment. In a service-oriented context user symptom reporisatso be
regarded as a kind of alarm.

Some faults may be directly observable, i.e., they aredaand symp-
toms at the same time. However, many types of faults are @nebs
able due to (1) their intrinsically unobservable naturg,l¢2al correc-
tive mechanisms built into the management system thatajestidence
of fault occurrence, or (3) the lack of management functibnaeces-
sary to provide indications of fault existence. Examplemtinsically
unobservable faults include livelocks and deadlocks. Stamks may
be partially-observable - the management system provksations of
fault occurrence, but the indications are not sufficientrecsely locate
the fault.

Please note that events and faults can be related to resaumtye while the
other terms can relate to resources or services. Thedeemt correlatioras
used in the literature should properly be calédarm correlationwith respect

to the definitions that have been given. The same holds faetinesservice
eventsandresource eventsitroduced later which are going to denote service-
related alarms and resource-related alarms.

Fault management is usually divided into different phasethée following
manner which apply to resource fault management as well ragcedault
management.

Fault detection: In the fault detection phase an abnormal behavior is de-
tected requiring further investigation. The detection tappen in a
passive or active manner, i.e. by passively monitoring {heration or
by actively testing the functionality.
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Fault diagnosis: In the fault diagnosis phase configuration information is
used to identify one or more components as being the rooeaaiuhe
abnormal behavior. To ease the diagnosis it is often asstina¢anly
one root cause exists at a given point in time.

Fault recovery: In the fault recovery phase the functionality is restorelaisT
can be done by directly fixing the problem at the root causepmm
nent or by installing an alternative solution which may bmperary
(workaround).

2.2 Service Management Scenario at the
Leibniz Supercomputing Center

In addition to the offer of high performance computing fdigk for Bavaria Leibniz Super-
and Germany, the LRZ is also the joint computing center oMin@ich Uni- computing
versities. It runs the Munich Scientific Network (MWN) whitihks univer- Center

sities and other research institutions in the region of Mhrand Southern

Bavaria to the global Internet. In this network, which cathg comprises

more than 60,000 computers, the LRZ also acts as an IT seyrocler.

Out of these services the Web Hosting Service and the E-Maili& have example
been selected as examples. These services are descrildeal fiollowing services
including the service functionalities and the dependenaikich exist in the

service realization. Common service symptoms togethdr paissible root

causes are given later on. Since the services are used as fherimotivation

for the requirements (Section 2.4), a reasoning of theiresgntativeness is

made. Further details about these services can be also fouddapter 6

where the solution which is developed in this thesis is @olio them.

2.2.1 Web Hosting Service

The Web Hosting Service [LRZb] is an offer of the LRZ for snealtesearch service
institutions to host their web sites at the LRZ. It is alsdexVirtual WWW overview
Serveras it should give the appearance to hosted web sites as itesearch
institution has its dedicated web server. Currently, appnately 350 institu-

tions are customers of this service (a customer and sestexdn be found at

[LRZd])).

Provided functionality and QoS parameters The usage functionality for usage

end users is to display web pages of the customer’s institutiTrhe pages functionality
can either be static or dynamic. Static means that the cbofethe pages

are fixed documents which are loaded on page access. In spryaamic
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web pages are created on demand usually applying someaaitaapendent
information (like time, user IP address).

While the pages are usually accessed via HTTP, there carbalpootected
areas within the web content which can only be accessed viBPiSTand
may require passwords. In doing so, the customer can liraiatitess from
arbitrary users to registered users and is able to providmpalized content.

management The management functionality of the service offers the ipdgy to transfer
functionality new content to the LRZ for display. This content may inclutkis web
pages and scripts to dynamically generate content. Thespagemake use
of software support provided by the LRZ, in particular for I&8ripts, PHP
scripts, and Zope applications.

virtual server  For setting up a hosted web site at the LRZ a relatively siraplme form has
setup to be completed if an account for the customer already ex#stubdomain
of certain Munich scientific domains has to be chosen for tretdd web site.
In addition, it is possible to choose an arbitrary domaintif@r virtual server
if the customer owns this domain (and pays for it). Neglertims optional
domain charge the service is provided without any paymemtsdientific
purposes. After the completion of the online form the seivarade available
automatically within 24 hours. The default disk space fer$krver is 1 GB,
but it can be enlarged on demand with permission of the LRZ.

QoS Availability of the service and page access delay are Qo&npeters for this
parameters service. For the management perspective fault repair timddransfer times
for new content are examples of QoS parameters which coydtvef SLAs.

Dependencies The Web Hosting Service makes use of several subservices
and resources. The resulting dependencies are depicteglire2.4 which is
divided into dependencies of the Web Hosting Service onesuizes in the
upper part and into the direct dependencies of the servidts oasources. A

few indirect dependencies which exist to resources ancesuiloss of subser-
vices are depicted. Even though only a few of these depereteare given

and also a potential differentiation of dependencies ferdifferent function-
alities being offered is not done, the complexity in the gervealization be-
comes apparent. More details are given in Section 6.2.1raitsl fFig. 6.1.

subservices A subservice of the Web Hosting Service is the Storage Sewlich stores
the code for static and dynamic web page delivery usingraiffefile systems
and databases. The DNS (Domain Name System) Service is bsatjto
find the location of hosted web pages in the first place. The Westing
Service also depends on the basic Connectivity Servicel{sinaation over
the network connections) to get access to the hosted pagesn ¥user ac-
cesses a hosted web site via one of LRZ'’s virtual private oeksy the Virtual
Private Network (VPN) Service/Proxy Service is also usetliese services
are regarded as subservices of the Connectivity Servicethéfmore, the
customer’s access to change the stored web pages req@leR#'s Authen-
tication Service and is also limited by the Firewall Service
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The resources of the Web Hosting Service include six redunskrvers for resources
hosting the pages, two servers for the Webmail pages, angemsyr server
to display a maintenance page if needed. It also makes useaxfh® web
server applications running on the servers. Two speciaksgiare available
for Zope applications. The Storage Service makes use of AR8réw File
System), NFS (Network File System), and several databddes Connecti-
vity Service provides the network connections between éwices. Its makes
use of the Internet router and server load balancers fopthigose. However,
the configuration of these components for the use by the Westim¢pSer-
vice (e.g. how the load balancing among the redundant serv@erformed)
makes it necessary to consider these components with dékation to the
Web Hosting Service.

Services:
Web Hosting Service
DNS Service Storage Service
Firewall Service Authentication Service
Connectivity Service
Proxy Service VPN Service
Resources:
static
Internet load balancer] |load balancer|

web pages

router

NFS dynamic
web pages

emergency
server

webmail
server

network

webmail
server

Zope | | Zope [ server | | server server | [ server
server| |server I
| server | | server server server |
hosting of six redundant servers

LRZ’s own pages

Figure 2.4: Dependencies of the Web Hosting Service

Common symptoms and faults There are some typical symptoms which
may occur in the service operation of the Web Hosting Serviceelection
of them is detailed in the following together with potentiabt causes.

Web page not reachable:When a hosted web page cannot be displayed, this
symptom can be caused by several faults. If several pagé® aluisto-
mer cannot be displayed, it should be investigated whetiher sites on
the Internet can be accessed. If this is not possible, aifatiie network
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connectivity is likely. Otherwise, the hosted web site mayrently not
be provided by the LRZ or the DNS resolution does not work. rné o
page is not reachable, but other pages of the same customeirdare
accessible, the customer may have changed the URL of thampgges-
tion or there may have been a fault when storing the page cbat¢he
LRZ.

Web site access slowA slow delivery of hosted web sites may be caused
by network connectivity problems. Either the network bariiwis low
(e.g. if a modem is used for network access) or a high utibnatlong
the network path only allows for a small number of packetsgéians-
ferred. A high network utilization may be caused by many rmekusers,
transfer of high volume data for scientific purposes, or amalis network
usage (e.g. denial of service (DoS) attacks). Another pdgifor slow
page delivery of dynamic web pages are high CPU loads onrseyea-
erating the dynamic web pages.

Outdated page content: The content of a hosted web page may not be up-
to-date anymore which may become obvious via time stamp®ipage.
Apart from the possibility that a customer may have forgottetransfer
new content to the LRZ, caching of web content may have ledhit t
situation. Caching can be performed on the user side (ingb8suweb
browser) or at the LRZ for reducing the delivery time of freqtly de-
manded pages. In addition, a fault when storing the updaigéd pt the
LRZ Storage Service could be a reason for the provisionirmutdated
content.

Unexpected page content appearanceThe content of a web page may
have an unexpected appearance in the user's web browses. milyi
be caused by problems with the HTML (Hypertext Markup Largg)a
version, character encoding, or absent/disabled dynaonitent genera-
tion methods (cookies). Furthermore, the generation o&dyo content
at the LRZ may be the root cause as there may be problems tka-in
sistencies in new PHP (PHP Hypertext Processor) libraries.

In summary, it can be withessed that typical symptoms hawaiaty of po-
tential underlying root causes. Apart from LRZ-internallfa it has be taken
into account that symptoms can also arise from wrong sensege by users
and wrong service administration by customers.

2.2.2 E-Malil Service

The LRZ E-Mail Service [LRZa] provides electronic mail siees for more
than 100,000 students and staff of the Munich Universitiebthe LRZ itself.
Out of these potential users more than 85,000 have an e-owiuat at the
LRZ and 198 e-mail domains are mapped to the LRZ. Even thoadgbrmal
SLAs are offered for this service, the amount of users whaacessing this
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mail | accepted| accepted | rejected by
total with delay | graylisting
weekdays 1,000| 180 (18%)| 4 (2.2%) | 820 (82%)
sa./su./holidays 900 | 120 (13%)| 1(0.8%) | 780 (87%)

Table 2.1: Amount of e-mails at the LRZ in 2005 (base unit 1,000) [LRZ06]

service requires a high service quality. Table 2.2.2 shbesverage amount
of e-mails being received on a daily basis.

In terms of the MNM Service Model the Ludwig-Maximilians-Wersitat roles for the
Munchen (LMU) is customer of the service, while LMU studeand staff service

are users of the service. Strictly applying the model a studdo creates an

e-mail account via a web form acts as a customer becausectlus & not a

use of a usage functionality. Nevertheless, these actambe regarded to be

in accordance with the LMU since the LMU has provided somdenéals to

the student allowing her to do so.

Provided functionality and QoS parameters The functionality of the E- usage
Mail Service can be divided into the retrieval of e-mailsnfrthe LRZ which functionality
have been received by the LRZ previously and the sendingnadié- There

are some constraints in the usage of the service which hadeeevfrom
security considerations. For each e-mail it is checked dreit contains

an attachment which is directly executable in Microsoft Wiws operating
systems. In this case these e-mails are deleted. A harditinthie maximum

size of e-mails (30 MB) has also been introduced because S{@irRple

Mail Transfer Protocol) has not been optimized for huge dietasfers. A

loss of the underlying TCP (Transport Control Protocol) reetion does in
particular lead to a retransmission of the whole e-mail fthenbeginning.

Apart from the possibility to access the service via a maéntl such as
Mozilla Mail/Thunderbird or Microsoft Outlook, the seré@an also be ac-
cessed via one of the LRZ’s webpages [LRZc].

The management functionality of the service allows for theation of new management
mailboxes, change of passwords, registration of forwadtesses, configu- functionality
ration of spam filtering options, etc.

QoS parameters for the service usage are availabilitg-thdmain e-mail de- QoS

livery times, delay for mailbox access. Apart from guarasten fault repair parameters
times the configuration times for creating mailboxes cowddolart of SLAs

for the management side.

Dependencies The LRZ E-Mail Service is provided using services and re-
sources which is shown in a similar manner as for the Web Hg<Siervice

in Fig. 2.5. More information can be found in Section 6.2.4 anits Figure
6.7.
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Services:
E-Mail Service

Web Hosting Service

Firewall Service Storage Service

Connectivity Authentication
/Service\ Service
VPN Service SSH Service

Proxy Service

Resources:

server | A server |

Internet
router

LDAP server

server | server |

server | | server | server farm

webmail (mailin

server server }——{ server | mailout
- spam check
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H ‘ virus check,
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server l\{ server | graylisting,

testing)
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server ‘ l server ‘

other
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Figure 2.5: Dependencies of the E-Mail Service

Subservices of the E-Mail Service are Storage Service @imgf incoming

mail and the Connectivity Service for accessing the mailesst Similar to

the Web Hosting Service DNS and Firewall Service are alsd.useaddition,

SSH Service may be applied for secure transfer of e-maiis. régarded as
additional subservice of the Connectivity Service. For\Webmail access to
e-mails there is also a dependency on the Web Hosting Semhmh hosts

the web pages of the Webmail portal. The LRZ Authenticatiervige is

needed for accessing the user’s mail folder and for sendimgié

The main resources of the E-Mail Service are located in eeséavm where
servers exist for incoming and outgoing mail as well as facpssing steps
such as spam filtering, virus checking and for the graylispmotocol. The
access to e-mails via Webmail in particular depends alscherV¥ebmail
servers. Some additional servers such as LDAP (Lightwddgtgictory Ac-
cess Protocol) servers are located outside the server fanmhermore, the
network connectivity has to be taken into account.

Common symptoms and faults In [Ber04] typical symptoms which have
occurred in the operation of the E-Mail Service have beerlyaad and
grouped. The purpose of this work has been to generate queeg t
which can be traversed in order to gather information neddedsymp-
tom (pre)classification. Some typical symptoms togethdh tiieir potential
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causes are given in the following.

Mail not received: A user expects an e-mail from somebody, but there is
no matching e-mail in the inbox folder. Explanations foisteymptom
could be that a network connectivity problem prevents taedfer of the
e-mail to the LRZ’s incoming mail server. The user’s exptgataof the
mail delivery might be wrong or the mail has been classifiesipasn by
the user’s mail client. Furthermore, graylisting may idoe an addi-
tional delay when the external e-mail server is maybe ngtiarthy.

Access to inbox not possible:lf the user cannot access the inbox for retriev-
ing new e-mails, several reasons are possible. The usesrdigtion
may fail and there can be problems with the network conniggtihe
configuration of the e-mail client can be wrong (e.g. contgjra typing
mistake in the server address).

Sending of e-mails not possible:For failures in sending e-mails network
connectivity problems to the outgoing mail servers and entibation
problems can be responsible.

Webmail problems: If the E-Mail Service is accessed via Webmail, addi-
tional symptoms can arise similar to the ones in relationh® \tVeb
Hosting Service usage functionality.

While the previous symptoms are related to the usage fumality, symptoms
can also occur in managing the service. An example for thigvesn is the
following situation.

Account creation failed: A new user would like to create an account, but the
credentials are not accepted. Reasons for this can be atypstake
by the user, false or delayed transfer of user data to theehtittation
Service, and connectivity problems to the Authenticatiervie.

2.2.3 Representativeness of the Examples

The discussed services have been chosen for the followaspns. The ser- real world
vices are not artificial services, but form a real world segvinanagementscenario
scenario. Even though no SLAs are in place for them, they seel by a

lot of users requiring their reliable operation. The sezsihave been pro-

vided for a longer period of time, so that a good basis of eérpee could

already be gained. This especially includes informatiamualsymptoms and

faults which occurred in operation together with the docotaton of their
processing.

The services are interesting because they offer severap@a®eters. Apart QoS

from usual parameters like availability and access deley tilso offer spe- parameters
cific parameters. These parameters need special attestibeyaintroduce a

lot more complexity for the service management when havingake sure

that they are not violated.
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dependencies In the scenario there is a variety of dependencies on otheices and on
resources. Even though the subservices in this case acalbaprovided by
the LRZ itself, it is easily possible to assume that thirdiparoviders are in-
volved. This would mean that some information about undieglgubservices
and in particular their resources would not be available.

genericity aim  Even though a particular solution for these services wolsld be of interest,
the work of this thesis aims to improve the service fault d@gis for a general
scenario and therefore does not make use of particularésatdthe example
services.

2.2.4 Current Service Fault Diagnosis Process at the
LRZ

symptom Fault management at the LRZ for the presented services rertly per-
reporting with  formed as follows (see Fig. 2.6). A user who experiences gptym when
the Intelligent  using the provided services can either contact the LRZ 8e®esk directly
Assistant  or can use the web-based problem preclassificationitoelligent Assistant
(IA) (see Section 3.3.2). This tool guides the user to traverseeaydree
composed of questions (e.g. how the user accesses theejantttests (e.g.
component ping tests) to gain a symptom preclassificatidnrmsome cases
already a solution. In the latter situation the result isyagported to the user,
while it is forwarded to the service management staff, atie. Currently,
the 1A is limited to connectivity problems and issues conogy the E-Mail
Service so that direct contact with the service desk is ree@ateother kinds
of symptoms.

LRZ Service If a symptom is reported to the service desk, it can sometaiready be re-
Desk solved at this stage if the user has made a mistake in thesarsage or if the

symptom is already known and its resolution is under wayhis tase a so
calledquick ticketis generated for internal review purposes which briefly de-
scribes the incident. Otherwisetrauble ticket(see Section 3.4.9) is opened
using the trouble ticket system BMC Remedy ARS (Action Retj&ystem)
[BMCa] to delegate the symptom treatment to other employeggonsible
for the service. For generating the trouble ticket anothstallation of the IA
for internal purposes can be used.

problem Employees who are responsible for the management of thafispser-
resolution by vice can access management tools like HP OpenView Netwat&Manager
service staff [HP b] and InfoVista [Inf] or examine log files to find the faulf the symp-
tom’s root cause could not be solved by the LRZ itself, the sgm may be
further escalated towards tool and equipment vendors. ddiecause of the
symptom is reported to the service desk via the trouble tiakd the user is
informed about the service status and symptom resolution.

partial In summary, it can be concluded that the fault diagnosis flmskat the LRZ
automation of is only partially automated. At the service desk informatfoom the user
service desk is put into a standardized format (trouble ticket) which Vdoallow for au-
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Figure 2.6: LRZ fault diagnosis workflow

tomated processing of the information. If the IA has beerdusiee trou-
ble ticket is generated automatically which reduces thekviar the service
desk staff. However, there is no automated possibility teckhwhether the
symptoms are already known. Information about planned t@aance is dis-
tributed via e-mail and has to be compared with the currentltie report
manually.

The further steps of the trouble ticket processing rely veagh on the opera- service fault
tion staff and are hardly automated. Some testing scripss, dsut the experi- diagnosis not
ence which steps need to be taken is usually only known topbeation staff. automated

In addition, configuration information is focused on thewmtk and systems
configuration, but the service configuration is not avadahla standardized

format which is a prerequisite for automation. Most of thedd&inployees are

involved in day-to-day service operation which sometimedkes it difficult

to address the provisioning of new services.
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In [Hin06] the LRZ Service Desk was evaluated in comparisotie require-
ments of the ITIL Incident Management Process (see Sectibi)3 While
the process itself is basically well-structured, the managnt of changes and
configuration is neglected to a great extent. The qualityrasge of the pro-
cess is not carried out so that no information is availableuathe number
of incidents solved at the hotline directly and about the sasisfaction. The
Incident Management Process itself is not documented innagdiomanner.

2.3 Generic Scenario for Service Fault Di-
agnosis

For the classification of the requirements and for the gnogipf related work,
a generic scenario for service fault diagnosis is outlimethis section. It is
depicted in Fig. 2.7.

customer supplier's
service service symptom custom Y
management ymp Service
reporting management
s
service
management service problem :
diagnosis service
9 management
information
2.4.1 0
resource t resource problem
managemen i i
iagnosi
diagnosis resource
management
resource fault information
recovery

Figure 2.7: Generic service fault diagnosis framework (the numberes rief section
numbers where requirements related to the elements ariegec

In the scenario the role of a provider offering IT serviceadopted. Some
SLAs have been agreed for the service operation which impas&raints on
the provider to deliver high quality services. These caists usually define
time limits to be met.

Three kinds of dependencies can be distinguished in theagoenInter-
service dependencies denote relationships between sgraitd other ser-
vices (subservices). The subservices can be organizatiemal or can be

24



2.3. Generic Scenario for Service Fault Diagnosis

provided by external suppliers. Service-resource depenee exist between
services and resources and describe the realization oétlies making use
of the provider's own resources. Inter-resource dependgnelate to the
resource level where they specify the relationship amosguiees.

To allow for the communication with customers, a CSM has tonq@ace as customer
depicted in the upper part of the figure which contains a teppinterface service
for service symptoms. The CSM will presumably also compoiber compo- management
nents like a reporting tool towards the customer about theentiSLA status.

As the provider would like to notice service problems prmctistomers, vir-

tual users can be installed which perform user interactaordor the code

which is running at the user side can be instrumented toctadled transfer
monitoring information. If a virtual user instance noticservice quality
degradation, this report can be treated in a similar marmarreal user re-

port. Together with the provider-internal monitoring itherefore possible to
distinguish three kinds of monitoring which are depicteéig. 2.8.

user
virtual user

access via for external
instrumented monitoring

client customer
\ side

service access

points
7
\ . provider
internal side
monitoring

Figure 2.8: Three kinds of service monitoring: instrumented code,udirtusers,
internal monitoring

The service symptom report is transferred to the providsstsice manage- service fault
ment where a service fault diagnosis component is requita@dhais in the diagnosis
focus of this thesis. For successful operation this compimas to access ser-

vice management information. This information has to casgpthe current

service configuration (e.g. which other services and ressuare involved

in the operation of a service in question), current serviatus information,

customer SLAs, etc. For automation it is necessary thatitfiismation is

provided in a standardized format and reflects the currématson including

all required information. Apart from being a prerequisite &utomation, the
representation of knowledge allows the provider to be muilependent from

staff experience which can be temporarily or permanentgvaitable if staff

members are ill, on holiday, or have left the organization.

The symptom can either be caused by the resources of thesenvby the supplier CSM
resources of underlying subservices. If subservices drecsibed from sup-
pliers, the provider has to contact the suppliers using G&M interfaces.
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Chapter 2. Requirements

For examining the function of the provider’s own resourcessmurce mana-
gement is also required containing a component for fauljrebais. Like in
the service management layer an appropriate informatiea samandatory
with respect to network and end systems configuration.

For the fault diagnosis it can be assumed that some diagsiegis at the be-
ginning can be automated (e.g. to collect necessary infitomawhile later
steps have to be carried out by the operation staff. The owtpihhe auto-
mated service fault diagnosis is a list of resources whiehpaesumed to be
the symptoms’ root cause. This list has then to be checkebégtaff mem-
bers. The output of the fault diagnosis can be input to otlgt management
operations, in particular for impact analysis of the curfault to decide about
recovery actions.

2.4 Requirements Derivation

Derived from the scenario and from general consideratibaddllowing re-
guirements need to be addressed. The section numbersadfer humbers
in the generic scenario figure (Fig. 2.7).

Apart from the specific requirements outlined in the sedjdhree require-
ments are general and therefore valid for all parts of whatldressed.

G1: Genericity The resulting methodology for service fault diagnosisishal
be applicable for all kinds of services, even though it cam$mumed that it
will not be beneficial for all services to the same extentsTheans that it has
to be independent from a specific technology like Ethernehptementation
techniques like Web Services. It should also allow for pdevihierarchies as
some subservices may be provided by third party providers.

The genericity is needed to make the methodology adoptabtedny service
provisioning scenarios. It is therefore a consequence efygmeric frame-
work.

G2: Scalability Another general aim which is to some extent related to
the genericity is scalability. The genericity includes #pplicability of the
approach to different kinds of services which can differ @veral aspects
like number of users, number of subcontractors, number détianalities,
QoS parameters, etc. The scalability requirement means thalution shall

be adaptable to complex environments having still accéptpérformance
characteristics, in particular with respect to the resotutime and effort re-
quired.
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G3: Low effort Due to the complexity of service management that is emaintenance
countered in many scenarios, an efficient way to deal with¢bimplexity is effort
needed. This is crucial to have low effort to maintain theviserfault diag-

nosis. For example, changes in the infrastructure shouldegmire a lot of

manual changes in the necessary information bases.

This requirement arises from the aim to save the overall eye time spent
on the service fault diagnosis which consists of the timaspe the diagnosis
itself and the time needed for maintaining the diagnosis(g. keeping its
information base up to date).

2.4.1 Workflow Requirements

The workflow which has to be designed for the fault diagnoasto address
the following requirements.

W1: Workflow granularity = The workflow has to describe the steps beingranularity
performed during the service fault diagnosis appropryatedr the decompo- trade-off
sition into steps a suitable granularity has to be found feictvthe following

trade-off has to be considered. Defining only few steps mag te ambigui-

ties in applying the workflow, while a fine-grained modelinij vequire a lot

of effort for applying it to a given scenario. Therefore, angec definition

of steps together with a methodology to refine them for a ga@mario is

required.

The workflow that should be detailed is the one identified andkneric sce- detailing of
nario. For this workflow it is necessary to know how the conmgous interact general
and which kind of information needs to be exchanged. Thisrijgon has scenario
to remain generic for the general case where e.g. no assamsptbout tools Workflow
can be made to be applicable to all kinds of services (compajeHowever,

in a concrete scenario like the LRZ services it needs to bihdudetailed

knowing the services and tools being used.

W2: Techniques and tools For the implementation of a workflow it is help-tool support for
ful if techniques for carrying out some of the steps are mtesli This can diagnosis steps
range from mentioning existing techniques to detailed meoendations for and workflow
their application. The latter option is certainly preferiéthese recommen- execution
dations are not specific for a certain scenario. In addititis, desirable to

have tool support for the workflow itself.

Wa3: Cross-layer interaction In the generic scenario it can be seen that thellaboration
workflow is not limited to service management, but has irgéoas with the among

CSM and resource management. This means that the informatichange management
between the layers has to be performed with respect to thes tfsthese layers
layers.
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In particular, the fault diagnosis has to be carried out wetipect to the fault
management methods being available for the network anérsgsmanage-
ment. As this area has been subject to research for a longtrimat a variety
of management solutions is already available, the workflag/tb be capable
of collaborating with such solutions.

In addition, the workflow has to be compliant with enterpras® business
management to ensure that aims on these levels (businexssivdg) with
respect to fault diagnosis are fulfilled. For example, nevs@arameters or
service functionalities may be introduced which also havglications on the
fault diagnosis. The steps to change the fault diagnosikfiear accordingly
have to be provided in an easy-to-use manner.

W4: Workflow monitoring  When the service fault diagnosis workflow is
introduced for a set of services, the provider would like take sure that a
benefit is actually achieved. Therefore, means to comparsithation be-
fore and after the application of the approach as well asxduhe continued
operation have to be provided. In addition, the benefit shdwael measur-
able during or shortly after service fault operations t@wlfor continuous
improvement.

For doing so, some metrics have to be defined since it is diffioudirectly
measure the fulfilment of business objectives at this stafjgese metrics
should in particular be related to time conditions that thpraach seeks to
fulfill.

2.4.2 Management Information Repositories

The framework and workflow for fault diagnosis are based posdories for

service management information. As shown in the descrpifdhe generic
framework, this is needed for the automation of the workflgyeration. In

addition, it improves the reliability of the service faulagnosis by reducing
the dependency on employees’ experience. The informatamfeling has to
address the following aspects.

M1: Scope of managed objects The management information repositories
have to contain all kinds of managed objects which are da#itiwthe ser-
vice fault diagnosis. This means that information aboutises, subservices
and resources needs to be considered. The following eriggrecify which
attributes and related information also need to be condaine

M2: Fault diagnosis attributes The attributes needed can be differentiated
between service-specific and resource-specific ones.
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M?2a: Service attributes For the services an overview is contained in theervice-related
list below. Apart from attributes for service features,oimhation about the knowledge
configuration of a service is also required. It is necessamgdminister the

existing dependencies on other services and resourceslésedi3) as well

as the configuration for monitoring and maintaining the merv Together

with information about the service health, the latter infation is needed to

classify symptoms as related to a known root cause. Ateiretlated to the

service life cycle are useful to manage the frequent changése service

operation (e.g. for managing the point in time when a sersio®uld become

operational).

e Service functionalities
e Service access points

e QO0S parameters

SLAs including specified QoS parameters, fulfillment higtor

Subservices and resources used

e Current service health

e Service monitoring and testing information

e Service maintenance information

e Service life cycle attributes
No limitations should arise from the modeling of these bitités. For ex- diagnosis
ample, some approaches for fault management (see Sectipas3ume that method
there is only one root cause for all symptoms at a given paitite. This agnostic

assumption is made to simplify the fault diagnosis procedhtowever, such specification
an assumption cannot be made for the general frameworkscena

M2b: Resource attributes For the resources the following attributes havesource
to be available. In addition to information similar to the\sees, information knowledge
about possible faults should be contained. It should iretydical symptoms
and hints for backup solutions and workarounds.

e Resource dependencies

e Status and performance

e Scheduled maintenance

e Possible faults (including symptoms, backup solutions)
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dependency M3: Dependencies An important aspect of the information modeling
features are dependencies which are highlighted with this spec@iirement. As
shown in the generic scenario, there are three kinds of digmeres: Inter-
service dependencies, dependencies between serviceesouraes, and
inter-resource dependencies. These are also depicted).ir2Bi. The fea-
tures of these dependencies have to be modeled in ordeckodoavn from a
high-level symptom report to a resource failure.

provider

services

subservices

resources

—= inter—service dependency
""""" > service-resource dependency

inter-resource dependency

Figure 2.9: Three kinds of dependencies: Inter-service dependensEyjce-
resource dependencies, inter-resource dependencies

It should be noted that the aim of this thesis is not to prowie¢hods for find-
ing dependencies and that it is therefore assumed that depeies are given
as desired. To justify that this assumption can be madealitee references
for finding dependencies are given in Section 3.2.

In Fig. 2.10 different aspects for the modeling of dependenare depicted
which lead to detailed modeling requirements in the follogvi

M3a: Type of dependency This aspect is related to the already mentioned
differentiation between the three kinds of dependencidsofAhese depen-
dencies have to be modeled with characterizing attributes.

M3b: Functionality differentiation  Similar to the workflow modeling, a
trade-off has to be found for the depth of management infaomanodeling.
On the one hand, a detailed modeling will be helpful to geueate fault
diagnosis results, but on the other hand the maintenance afly become
too high.
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Type of dependency

| service
level Functionality differentiation

formal model

textual/pseudocode | service-
resource

Formalization
degree

functionality
split-up

no forma—
lization

_| resource
level

whole service

functional

organizational Redundancy

isolated

Dependency dependency linked

level T dependency
Negotiation
Provisioning
Usage
Deinstallation
Dynamic Life cycle phase

Figure 2.10: Dimensions of dependencies [HMSS06]

In particular, a trade-off exists for a service and its fumalities. It can be trade-off for
said that a service functionality of one service dependssamndce functiona- functionality
lity of a subservice instead of a service being dependensoibservice (com- modeling
pare Fig. 2.11). Obviously, this more fine-grained modefimay be helpful

to show that some dependencies are not present in the caitgation. The

information modeling should be flexible to allow for differtdevels of gran-

ularity.

a) Service 1 b) Service 1
] L I L]
S N \ \ T
depends " service depends
on functionalities on
P \
00000 OO0
Service 2 Service 2

Figure 2.11: Possible modeling granularities: a) service to serviceddpncies, b)
service functionality to service functionality dependesc

M3c: Redundancies The modeling of redundancies poses a challengejéint view on
the dependency modeling because it does not allow to look@rtiencies related

in an isolated manner, but requires to link a set of deperiden©therwise, dependencies
the consequence of a failure of one redundant resource wotitake correctly

modeled as its functionality is fully or partially sustathby the other re-

sources. The treatment of such an effect is scenario-depeedpecially on

SLAs.
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An example is the Web Hosting Service since the service igiged using
redundant web servers. It is not obvious how to define a plpmarking
service with respect to these web servers. One possibitityadhbe to define it
as working properly if all servers are available, while d&@otpossibility may
be to define a percentage of them as being sufficient. Thelag&fiaition has
to be made according to the SLA.

M3d: Service life cycle The dependency attributes should support the ser-
vice life cycle. This is helpful as the dependencies of a pdahservice can
then be modeled as if the service is already in place allofongs smooth
installation.

M3e: Dynamic Time aspects of dependencies refer to tracking dependen-
cies over time. It can be differentiated between the acttess to a subser-
vice so that there is really a dependency at the moment aedimés where

no interaction occurs (compare Fig. 2.12). For instancjragg a large file
transfer where a DNS resolution of the file server is only edeat the begin-
ning of the transfer a failure in the DNS after the resoluttannot explain a
failure of the file transfer.

time ------- mm m ————————— > Service 1
ol - Service 2

Figure 2.12: Interactions between services allowing to differentiatespnt/absent
dependencies

Time constraints can in particular be helpful for redundesiso that it is
stored which redundant resource is actually used. Forrinstdhe above de-
scribed service operation for the Web Hosting Service usad balancing
between redundant web servers. Therefore, the failure eftain web server
at a given point in time only affects the web page requestsjmirrently pro-
cessed by this web server. The Information that other pagessts have been
successfully completed in the mean time (by the redundamess® may be
helpful to identify that the load balancer and some of theessrare working

properly.
Another important time aspect is to determine when the semias success-

fully used the last time. Therein, it can be differentiatgduser, SAP, and
service functionality.

M3f: Organizational aspects Organizational dependencies denote rela-
tionships that arise from distributing the service managnbetween per-
sons and groups within the organization. This informatgneeded to know
who is responsible for managing the services and resources.
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2.4.3 Fault Management Interfaces

For the interaction with customers and their users intedatave to be de-
signed for the exchange of fault management informations fidguirement

arises from the general framework where the reporting ofpggms from the

users is the starting point for the diagnosis. Furthermsirajlar interfaces

are needed for the information exchange with suppliers.

F1: Symptom reporting function The user must have the possibility taser interface
report service symptoms. To allow for the automation of tifving work- for symptom
flow steps, the symptom report has to be put into a standarfieat. For reporting
doing so, the user has to be guided to enrich unspecific fafoitmation like

“The e-mail service is unavailable” with additional infoation, e.g. how the

user accesses the service. The collection of informationlghhappen in a
user-friendly manner. This means to aim at requesting aks&ary informa-

tion so that no further interaction is needed during thetfeagolution, but

also that no irrelevant information is demanded.

In the LRZ example the IA tool already provides an approachtie stan- reference to
dardization by posing questions (and performing tests)ltout a predefined LRZ scenario
form. In case the tool does not show a wrong service usagefdm is the

basis for further investigations within the LRZ.

F2: Symptom prediagnosis When a user reports a service symptom, somepping to
checks should be triggered by the user interface so that sepoets can al- maintenance
ready be solved at this stage. It should be checked whetkesyimptom information
can be mapped onto information about known maintenanceawkmerrors.

However, this kind of prediagnosis should only happen in aambiguous

situation.

It should be possible to trigger tests for reproducing thmred symptom. symptom
This is helpful for verifying the credibility of the symptoreport and to gain reproduction
more information for the diagnosis. If the reproductiontod problem is not

possible, further interactions with the user may be usefdéitther examine

the conditions under which the symptom has been witnessedthé fault

resolution shall be automated as much as possible, theaaycaf the input

is crucial to the success of the following steps.

At the LRZ the IA tool can already be regarded as a step inodhiection tests as part of
as the tool also includes component tests. These testslareoakproduce a 1A
symptom within the LRZ’s service operation.

F3: Plausibility checks Apart from the problem verification, some plauinput constraints
sibility checks may be introduced to prevent the entry aédainformation
which may happen intentionally or non-intentionally. Fo@ample, a user
statistic can be generated to check whether users comglegresctly about
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service symptoms. A user authentication may also be usefsibme situa-
tions.

F4: Change of reports The user needs to have the possibility to access
already provided symptom reports in order to change thenr. ekample,
the user may have investigated further details why the sympatrises or the
quality of the service may have changed.

2.4.4 Service Symptom Diagnosis

The service symptom diagnosis is the main step in the worldlowdescribed
in the generic framework. The fault management for the LRZises has
shown that the diagnosis itself is based on the experienstatifmembers,
while a trouble ticket system is in place to document theoastiwhich have
been made. To improve the situation (also in a general cntbe possibili-
ties for automating the diagnosis have to be examined.

S1: Learning capability Due to the complexity of today’s service imple-
mentation, the root cause analysis is likely to be not alvemurately con-
figured to deal with the current situation. Therefore, théhodology should
support the possibility to learn from a misguided diagnésiseact better in
case of reoccurrence of the situation.

S2: Early matching Multiple reports concerning the same fault may be re-
ported to the user interface. To minimize the effort for Hamgithese reports,

it is desirable to link these reports together as early asiples to aggregate
the given information, and to process the reports in an aggeel manner.
For instance, a common message to all users being affectix loyrderlying
root cause could be generated as soon as the root causetiaden

S3: Multiple root causes As mentioned for requirement M2a, a single root
cause assumption cannot be made for the generic framewbstefbre, the
symptom diagnosis has to be able to deal with multiple mationing re-
sources at the same time.

S4: Testing The diagnosis should make use of a variety of tests for improv
ing and verifying the diagnosis result. These tests showlemuse of the
three kinds of monitoring explained in Fig. 2.8 to test thevees, but also
comprise resource testing.
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2.45 Embedding into Overall Management Solution

Service fault diagnosis is a part of service fault managemwérch itself is a
part of service management. To enable that the developetisofor service
fault diagnosis can become a building block for a larger mgan@ent solution
within an organization, its implications for the other mgament areas have
to be taken into account.

E1l: Impact and recovery management After the identification of the root diagnosis
cause, appropriate recovery actions have to be chosen. pacinanalysis output as
methodology can be used to determine the impact of an actumésumed impact analysis
resource failure onto services and customers togethertigih SLAs. The input
impact can then be used to determine which recovery actlomdd be taken.

The outcome of the root cause analysis developed in thissticas there-

fore be seen as input for the impact analysis. Furthermoregsnformation

gained during the root cause analysis like affected sesvacel the impact

on the reporting customers should also be transferred torthact analysis.
Therefore, the methodology developed in this thesis shallibav for such a
cooperation to gain a framework for all phases of fault manaent.

E2: Service management The service fault management solution shoukmbedding into
be designed to become part of an overall service managennatetgy of the service
provider. This means that other FCAPS management fundtemaas should management
be able to build upon what has been designed for fault manewgiertt is not framework
necessary that e.g. a completely separate own databaskt ibaonfigu-

ration management since the configuration informationrsaaly needed for

fault management (see e.g. ITIL's CMDB approach, Sectiah 3n addition,

service level management should closely cooperate with faanagement.

A close cooperation is also reasonable for security manageas security

incidents have to be diagnosed similar to fault symptomntspdén some sit-

uations it may not be obvious whether a service quality diggran is caused

by resource faults or by some kind of security incident lik®@S attack

so that the differentiation between security and fault ngenaent becomes

fuzzy.

2.5 Summary

After a definition of terms for service management and faudhagement, requirements
requirements for a service fault diagnosis framework haenkidentified in catalog gained
the course of this chapter. The LRZ as service provider apdaally its from scenarios
services Web Hosting Service and E-Mail Service have sesgegkamples.

They have been used to show real world service configurasiodsymptoms

occurring in the service operation together with the waytéaare handled

35



Chapter 2. Requirements

\ Requirement category \ Requirement details
G1: Genericity
General requirements G2: Scalability

G3: Low effort

W1: Workflow granularity

W?2: Techniques and tools

Wa3: Cross-layer interaction
W4: Workflow monitoring

M1: Scope of managed objects
M2: Fault diagnosis attributes

- M2a: Service attributes

- M2b: Resource attributes

M3: Dependencies

- M3a: Type of dependencies

- M3b: Functionality differentiation
- M3c: Redundancies

- M3d: Service life cycle

- M3e: Dynamic

- M3f: Organizational aspects
F1: Symptom reporting function
_F2: Symptom prediagnosis
"F3: Plausibility checks

F4: Change of reports

S1: Learning capability

S2: Early matching

S3: Multiple root causes

Workflow requirements

Management information
repositories

Fault management interfac

Service symptom diagnosis

S4: Testing
Embedding into overall E1l: Impact and recovery management
management solution E2: Service management

Table 2.2: Requirements summary

using state-of-the-art management tools. A generic stehas been defined
to describe the issues to be addressed in an abstract wayhdfhbeen done
in order not to develop a specific solution for the LRZ, butrtoMide a generic
solution valuable for many service management scenaribs.dgfinition of
requirements is based on the generic scenario including stastrations
using the LRZ scenario. The requirements are applied in¢ieahapter for
evaluating the contribution of related work and for perforgran assessment
of the proposed framework in Chapter 4.
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In this chapter related work is presented which is relevardgervice fault
diagnosis. The aim is to find out whether existing researgragches or
commercial products already provide a complete or partait®n to the
requirements stated in Section 2.4. The grouping of thea@laork into
sections is done according to the generic scenario in $e2tk

For the required service fault diagnosis workflow it is exaed whether pro-
cess management frameworks which have been adopted by rmiaapanies
in the previous years already offer a solution for the workfto whether one
or more processes can be detailed for this purpose. Thigsaasas carried
out in Section 3.1.

Service fault management deals with services and resotfwcesghich re-
quirements concerning the needed information exist. Toere different
standards and research approaches are analyzed in Se@ioi 3pecial
focus within the section is set onto the modeling of depeo@srdue to their
importance for the diagnosis.

The service fault diagnosis has to transform user repottsarprocessable
format and therefore needs to have an appropriate CSM aterfAs a con-
sequence, related work with respect to the interface desidrior supporting
the automation of the user report reception and processiggamined in
Section 3.3.

In Section 3.4 fault management techniques which have pravée useful
for network and systems management are examined for theabdédies and
adaptability towards the service fault management donfaiimcus is set on
event correlation techniques as these techniques haveabe&jor step in
improving fault management in network and systems managenide ex-
amination of work includes research approaches which tefdre diagnosis
of services.

Approaches for SLA management which can make use of the botmer-

vice fault diagnosis, i.e. resource failures, to manage SaAd especially to
determine the impact onto services and SLAs are contain&kation 3.5.
This work is important to address an overall service managesolution for
an organization embedding the service fault diagnosisdveonk developed
in this thesis.

Finally, a summary of the chapter is given to show where gxjstandards,
products or research approaches can be reused or adaptedlst pointed
out where extensions or new approaches are required.
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3.1 IT Process Management Frameworks

In the following IT process management frameworks are erathivith re- process

spect to the modeling of workflows for service fault diagsodihe examina- management
tion of these frameworks focuses on tfielnfrastructure Library (ITIL)and frameworks
the enhanced Telecom Operations Map (eTOWhese frameworks can bewidely adopted
regarded as de facto standards for IT departments in o@#ms in case of

ITIL and for the management of services (not only in the ordding telecom-

munications market) in case of eTOM. Both frameworks caa bésapplied

together.

As other standards do not address service fault managemnecily] they are further

only briefly mentionedCOBIT (Common Objectives for Information and restandards in
lated Technology, [COB])) is a framework for control and measnent of the addition to ITIL
overall use of IT in an organization. It provides a set of soahd guidelines and eTOM

to assess the matureness of major IT proce®3aisinced ScorecarfKN96]

is a business management tool that enables organizatidrentform their

business goals into actionable objectives. A survey arssifleation of these

and further related standards is given in [BGHO6].

3.1.1 IT Infrastructure Library

The British Office of Government Commerce (OGC) providesliection of ITIL overview
best practices for IT processes in the area of IT service ganant which is

called ITIL. Its deployment is supported by the work of theS&rvice Ma-

nagement Forum (itSMF) [Bon04]. Service management isriestby 11

modules which are grouped into Service Support Set (oper@tprocesses,

[OGCO00]) and Service Delivery Set (planning-oriented psses, [OGCO01)).

Each module describes processes, functions, roles, gnohsbilities as well

as necessary databases and interfaces. In general, ITékilukes contents,

processes, and aims at a high abstraction level and coiaidly any infor-

mation about management architectures and tools.

The processes being relevant for the thesis and their daalaase depicted inrelevant
Fig. 3.1. Their tasks are explained in the following. processes

Fault management in ITIL being part of the Service Suppottisseescribed Incident

by two processestncident Management proceasd Problem Management Management
processwhich are explained in detail in the following subsectiolisbrief, Vvs. Problem
the Incident Management process deals with current refrortsusers about Management
service quality degradations callaggtidents while the Problem Management

process tries to find the root causes of problemspréblemis usually a

grouping of one or more incidents.

These processes access data fromQbefiguration Management Databaseonfiguration
(CMDB) and from theProblem/Error Databasevhich are administrated by Management
theConfiguration Management processd theChange Management processand Change

Configuration Management is responsible for managing aligaration data Management
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Figure 3.1: Collaboration of ITIL processes and databases [Bit05]

called configuration items (Cls)hat is needed for the service delivery and
support. These data include network topology, server harelwinstalled
software packages, etc. Change Management is responsiigpefforming
changes in the service delivery in a controlled manner. diba is to estimate
the risk that can result from a change and define a procedutecide about
change execution.

In addition to the processes defined above, Seevice Desks defined as
a function. It is the interface between Incident Managenaet users/cus-
tomers.

Service fault diagnosis also refers to a process of the &iDelivery Set,
namely the Availability Management which takes care of thiéliment of
customer SLAs.

Incident Management Process

An overview of the Incident Management process’ input angghaiuis given

in Fig. 3.2. Incidents are received from the Service Desk {rom users),
computer operations, networking, processes, and maylee stlurces. They
are defined as “any event which is not part of the standarcatiparof a ser-
vice and which causes, or may cause, an interruption to, @dwaction in, the
quality of that service” [OGCO00]. A subcategory of incideincludes the so
calledservice requestsThese requests denote that a customer would like to
request a change in the service delivery (e.g. upgrade tgheehclass of ser-
vice). Theservice request procedurssore information about the workflow
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3.1. IT Process Management Frameworks

for these requests. Databases being accessed by Incidaagktaent are the
CMDB to retrieve configuration data and tReoblem/Error Databaséo get/-
store resolutions or workarounds. If a change in the corditgum is necessary,
arequest for change (RFG3 posed to Change Management and its result is
reported back to Incident Management. The subprocessesideht Mana-
gement are detailed in the following. In addition, a speredtment of “ma-
jor” incidents within Incident Management is recommendéuolh should be
carried out in collaboration with Problem Management. inisntioned that
case-based reasoning (see Section 3.4.4) can be usedgnosiis

Service request
procedures

routing
| Service Desk = incidents monitoring RFC Change
. enter : / Management
| Computer operations < process Incident / process
Management i
| Networking < resolution/ pro‘iess resolution
workarounds
| Procedures < jeave process )
. ) resolution
Other sources configuration workaround
of incidents = details Problem/

Error

E Database

Figure 3.2: Input/output of the Incident Management process [OGCO00]

Incident detection and recording Incidents can be reported to the Serviciacident
Desk coming from various communication channels. A tenepsatucture is reporting
recommended for the incident recording in order to captlicetails that are
necessary for the incident treatment in the first place aravoad or at least
reduce the number of further requests to the reporting UBdkrrecommends
the following list of attributes as best-practice [OGCO00].

e unique reference number

e incident classification

e date/time recorded

e name/id of the person and/or group recording the incident

e name/department/phone/location of user calling

o call-back method (telephone, mail, etc)

e description of symptoms

e category (often a main category and a subcategory)
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e impact/urgency/priority

e incident status (active, waiting, closed, etc)

e related Cls

e support group/person to which the incident is allocated
e related problem/known error

e resolution date and time

e closure category

e closure date and time

Classification and initial support Some incidents are well-known to Inci-
dent Management and do not require further investigaticaantples include
the reset of passwords or the change of printer cartridgesotRer incidents
a solution may be retrieved from the Problem/Error Database

The classification of an incident for which a solution is notious in the first
place is divided into the following steps.

e It is necessary to know which Cls are really affected by thedient.
The initial user report usually describes the symptomstiyrevitnessed
which need not necessarily point directly to the root ca&se.instance,
the unavailability of a web page does not have to be causeddijuee
of the web server hosting the page, but can also be the effactetwork
connectivity problem.

¢ In addition to linking the incident to the SLA of the relatezhgice mak-
ing use of the ClI, it has to be determined which services atiedotly
affected by the incident. This leads to the inclusion oftartservices
and related SLAs into the impact classification. On the olfaerd, this
analysis sometimes gives valuable information for thedent analysis.
If a user cannot access several web pages hosted on digivets a
connectivity problem seems to be likely, while the unanality of a
single page could be easily explained by a web server failure

e The urgency of an incident has to be classified which is indeest
from the impact. If, for example, the incident occurs in a m@nance
interval, it might be less urgent than during regular bussrfeours. Some
incidents are less urgent per se, but it can be assumed ¢hastial user
expectation is that its processing does not take very longsék might
e.g. expect that a password can be reset within half an hberuiigency
classification should take such considerations into adcoun

e The priority of an incident is determined as product of intpaed ur-
gency and shows the effort that the organization has to spemigaling
with the incident.
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In most cases the outcome of this process is a detailed géeorbf the in- process
cident as well as an incident resolution. It results in an RéWards Change outcome
Management if a change is necessary. Otherwise, the irtai@@neither be

treated directly by giving advice to the user or a workarooad be installed

to temporarily deal with the situation. If no solution is faliat this stage, the
incident is further escalated to the second or third levppsti.

Investigation and diagnosis If the incident could not be satisfactorilyworking group
solved in the previous step, a working group is establisbedietal with the for incident
situation. In particular, a solution has to be found to eaabk user to use handling

the services again by finding a non-standard workaroundc&lis the steps

from the initial support are iteratively continued to dedthithe situation.

Resolution and recovery This step is in place to install previously found
workarounds or solutions by sending an RFC to Change Manaigem

Incident closure The incident can be closed in this step making sure the
user is satisfied by the executed solution.

Incident ownership, monitoring and communication This subprocess is
a helper process to ensure that Incident Management istedeas planned.

Problem Management Process

Problem Management can be regarded as a background procéiss feac- process
tive and proactive treatment of problems. The reactivdrmeat is executed overview
after the initial handling of incidents by the Incident Mgeanent process.

The proactive Problem Management process takes care otaimang the
Problem/Error Database to prevent the future escalatiorafcurring inci-

dents to the Problem Management. Input and output of thel@roblanage-

ment process are depicted in Fig. 3.3.

Problem Control The Problem Controlprocess is responsible for findingoroblem

the cause of problems after these have been reported vieitsi (reactive diagnosis and
problem management). The process also has to provide reendations documentation
for workarounds and document the problem solution to easé&éatment or

avoid the reoccurrence of the problem. The process is stedtintoProblem

Identification & RecordingProblem Classificationand Problem Investiga-

tion & Diagnosis

The Problem Identification & Recording subprocess is exatuinder the
following circumstances.

e No match to known errors or problems can be found in the Irtigoport
and Classification (Incident Management process).
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Figure 3.3: Input/output of the Problem Management process [Bit05]

e The incident analysis suggests that the same incident csueang.

e An analysis of the incident shows that there has been noasimitident
before.

e An analysis of the infrastructure detects a problem whiah lead to
future incidents.

e An important incident is received which requires a strualtgplution.

For executing this procesgtoblem recordsre needed which should be sim-
ilar to the incident records (however, some attributes d&#-back method
can be ignored). They should be part of the CMDB.

The Problem Classification carries out a set of steps for ldmsidication to

prepare the Problem Examination & Diagnosis. The problecheissified ac-

cording to predefined categories (e.g., hardware, softwapgport software).
It is prioritized similar to Incident Management, but thgueéements can be
different here. Dependencies on other components shoulktifdevable from

the CMDB (otherwise, it would be quite difficult and error peoto collect the

dependencies from different sources). ITIL recommendgtelkbp an encod-
ing schema to be able to quickly classify the expected impkitte problem.

Furthermore, it is important to note that an impact analissiften based on
imprecise information. For example, an impact analysis im@ygonducted
for the initial incident resulting only in a low impact. Hower, there may be
more related incidents later whose impact as a whole woutduszh larger.

The Problem Examination & Diagnosis is carried out similarthe Inci-

dent Management process, but with a different focus. Imtildanagement
primarily aims at the timely restoration of the service ayalor which a

temporary workaround solution is regarded as sufficiente filcus of Pro-
blem Management is the diagnosis of the problem’s root calmsaddition,

workarounds are added to the Problem/Error Database totleaseeatment
of similar situations in the future. A few methods are mem&id for structural
diagnosis (Kepner and Tregoe diagrams, Ishikawa diagrams)
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ITIL recommends to store interaction procedures amongtegd Cls as part CMDB content
of the CMDB. The reason for this is that problems are oftercaosed by Cls recommenda-
themselves, but by the procedural interaction of Cls (elgewsoftware ver- tions

sions do not fit together). The database should be able taatgbrocedural

information as additional Cls so that e.g. an RFC for a pracadhange can

be posed. The changes which have been carried out have tcbmdoted in
correspondence with the Change Management process. Tamdatation of

the problem resolution is required as the changes may leatthéo problems.

At the end of the Problem Control process the problem’s raose should root cause
be revealed and a possibility for problem resolution shbldecommended. identification
Furthermore, a practical workaround should be stored irPifodlem/Error and solution
Database. The errors comprise workflow problems as well agpooent Proposal
failures. If it has been determined that a component caugeskdem, the

problem is denoted dshown errorand treated in th&rror Control process.

Error Control ~ The task of theerror Control process is the elimination ofprocess tasks
known errors using Change Management with respect to ity and

costs. In addition, the process is responsible for erroritaong and has

to deal with test and production systems. The latter taslecessary as er-

rors within test systems can also be present in productistesys so that a

knowledge transfer of experience gained with test systemecommended.

The initial treatment of errors depends on their source héfytresult from error treatment
a production system, they are usually problems which haea benamed

to known errors. When resulting from a test system, a knowor és also

documented in the corresponding production system as htmégccur there

in operation.

Afterwards the duration and costs of the problem resoluie estimated. recovery
The problem resolution itself is carried out by the Changadigement pro- analysis
cess which is also responsible for testing the systemstaterhange.

The error treatment has to be documented in the followinghabthe error treatment
processing can be concluded which can either happen vidta ¢thé user or documentation
require more intensive operations.

A continued communication with Change Management is chwoig to track communication
the problem resolution within that process. Another issutteé monitoring of with Change
the problem management with regard to SLAs as these may defitstraints Management
like a maximum number of unsolved problems.

Proactive Problem Management The previous processes deal with situeactive vs.
ations where a problem has already affected the serviceg Ipeovided to proactive
customers. However, it is desirable to detect and resolebl@ms prior to problem
users which is addressed Byoactive Problem Management management

The tasks of this process cover the range from problem amoedée.g. rec- process scope
ommend a selection procedure for secure passwords) to stedlation of
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additional resources for workload distribution. Diffet@pproaches exist to
reach these aims.

trend analysis e Reports from Incident and Problem Management form the asin-
ticipating future problems. This means to identify criticamponents
and avoid that they put at risk the provisioning of services.

Some problems may be indicated in advance by a typical setwfents.
Other problems may occur sporadically, maybe at the saneedinday
without a known root cause. It is helpful to categorize peots which
can also give hints for the root cause analysis.

proactive e If the proactive analysis indicates future problems, ithsious that ap-
actions propriate changes should be carried out. However, thetdtiothese
measures has to be compared to the expected impact of tHemob

high-level Assessment The description of the ITIL Incident and Problem Management
process showed that these processes describe at a high level thetstgmeed to be
description  carried out for service fault management. It is useful toeghavist of actions
without - which need to be taken into account and its matureness erthatémportant
application  gspects do not get lost. However, the processes do not galé@téils and
methodology  mainly ignore techniques for executing the process stegseral vendors
claim that they provide ITIL-compliant tools (for exampl&®HpenView Ser-
viceCenter [HP c] which includes workflows for Incident Mgeanent and
Problem Management), but this statement can be misleadiligladoes not
go into specification details. Therefore, it is unlikelythEL tools from dif-
ferent vendors will be interoperable. In ITIL no direct caesation is made
whether the steps can be automated in some way, even thasghaihld be
interesting to increase the effectiveness of their exenuti

3.1.2 Enhanced Telecom Operations Map

eTOM overview The TeleManagement Forum (TMF) is an international nori{pooganiza-
tion of service providers and suppliers in the area of tet@ooinications ser-
vices. Similar to ITIL, a process-oriented framework hasrbdeveloped at
first, but the framework was designed for a narrower focas, the market of
information and communications service providers. A hienmg of process
decomposition is defined which ranges from level O to levelTBe eTOM
standard [TMFO5] is described in the document (GB921) wihiak several
addenda. While the main document is quite brief, Addendunoitains a
decomposition of the processes into level 2 and level 3.slautrent version
the decomposition for level 3 in only available for parts o framework.

eTOM level 1 In eTOM level 1, which extends level 0, a horizontal groupimim processes
processes for Customer Relationship ManagemgBérvice Management & Operatigns
Resource Management & OperatigasdSupplier/Partner Relationship Ma-

nagements performed for théperationsprocesses (see Fig. 3.4). The ver-
tical grouping Eulfillment AssuranceBilling) reflects the service life cycle.
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Operations

Operations

Support and Fulfillment | Assurance Billing
Readiness

Customer Relationship Management

[T I [

Service Management and Operations

| [T I | |
Resource Management and Operations
(Application, Computing and Network)
I [ 1 I I I

Supplier/Partner Relationship Management

l |1 | | |

Figure 3.4: eTOM level 1: Operations processes highlighting the Asstggrocess
[TMFO5]

In addition to theOperationsprocesses, further processes existStiategy,
Infrastructure, and Producand forEnterprise Management

Within the vertical process grouping, the Assurance preeesare relevant tofocus on
service fault management. These processes are detailed.iB.5 and are Assurances
explained in the following. Please note that eTOM does ok the term processes
customer (sometimes instead of user in relation to the diferens).

Assurance Processes for Customer Relationship Management

The Customer Relationship Management (CRd)cesses are designed foCRM task
managing interactions between customer and provider bygugiowledge decomposition
about customer needs. eTOM does not assume a specific aetéoiathese

interactions, but envisions interactions via telephormad, web interfaces,

etc. Out of the CRM processes tRAeoblem Handlingprocesses are of particu-

lar interest, but also theustomer Interface Manageme@ustomer QoS/SLA
ManagementandRetention & Loyaltyprocesses are relevant.

Customer Interface Management processes These processes are resporinput for service
sible for the management of interfaces to existing or pakotistomers. For fault diagnosis
Service Assurance these processes serve as input fronmarstéor service

quality or trouble management. The processes, which aiietddpn Fig. 3.6,

address the management of contacts with customers, thegeraeat of re-

quests, as well as the provisioning of analysis results epaolrts to customers.

An additional process has been added in the last version©@Me{the only

one in the processes mentioned here) to handle the custotemdtions.
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Figure 3.5: eTOM level 2: Assurance processes [TMFO05]

Customer Interface

Management
! \ [ \ |
Manage Request Analyze and Mediate and
Manage Contact (including Self Report on Orchestrate
Service) Customer Customer Interactions

Figure 3.6: eTOM level 3. Customer Interface Management decomposition
[TMFO5]

Problem Handling processes The purpose of these processes (compare
Fig. 3.7) is to receive trouble reports from customers anslolwe them by
using Service Problem Management. The aim is also to keepu$t@mer
informed about the current status of the trouble reportgssing as well as
about the general network status (e.g. planned maintepahbéealso a task

of these processes to inform the QoS/SLA management abeuhiact of
current errors on SLAS.

The process$solate Problem & Initiate Resolutiois used to register and an-
alyze trouble reports from customers, register informmadbout customers
affected by service problems, and to isolate the sourceeoptbblem in or-
der to decide about appropriate actions. In addition, thesgss initiates the
problem resolution. Th&eport Problenprocess generates and manages all
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Problem Handling

l
| | | |

Isolate Problem
and Initiate Report Problem

Resolution

Track and Manage

Close Problem
Problem

Figure 3.7: eTOM level 3: Problem Handling decomposition [TMFO05]

problem reports that will be sent to customers and/or otlhecgsses. The
Track & Manage Problenprocess tracks the problem processing by actively
or passively collecting information. Finally, tli&ose Problenprocess takes
care that the problem report processing can be finalizeddiml the possi-
bility the interact with the customer to ensure her satisfac

Customer QoS/SLA
Management

| |

Manage QoS and
SLA Violation Manage Reporting
Information

Assess Customer
QoS Performance

Figure 3.8: eTOM level 3: Customer Qo0S/SLA Management decomposition
[TMFO5]

Customer QoS/SLA Management processesThese processes are resporaccess to SLA
sible for the monitoring, management, and reporting of #wise quality management
with respect to SLAs. QoS parameters which are consideretifinclude information
operational parameters such as resource performance aitebdity, but also

service management parameters like the percentage ohcoreguests com-

pleted on time. The processes (compare Fig. 3.8) are diwdeadnonitoring

of the fulfillment of SLAs, management of SLA violation infoation, and

QoS reporting.

Retention and Loyalty processes These processes deal with the estimati@ssurance of
of customers’ value for the provider and the developmentranding of loy- business
alty schemas for their acquisition and continued subsorigib the provider's relationship
services. Fig. 3.9 depicts these processes. Their tadkslenthe verification

of the customers’ identity for establishing the businekgti@nship, the poten-

tial termination of relationships, their continued moning, assessment of the

risk which is posed by customer relationships, personadizaf the loyalty

program for specific customers, and the verification of austosatisfaction.
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Figure 3.9: eTOM level 3: Retention and Loyalty decomposition [TMF05]

Assurance Processes for Service Management & Operations

TheService Management & Operatiopscesses are designed for service de-
livery and operations in contrast to the management of tderying network
and information technology. They link the CRM to resourcenagement.

For service fault management tiservice Problem Managemeptocesses
are of primary interest, but also tl8ervice Quality Managemeptocesses
are relevant. Both process groups are presented in theviotjo

Service Problem Management processesin these processes reports about
customer-affecting service failures are received andstoamed. Their root
causes are identified and a problem solution or a temporamyanaund is es-
tablished. It can be witnessed that ITIL's separation intddent and Problem
Management is not made in eTOM.

The processes are depicted in Fig. 3.10 and are explainid foltowing.

Service Problem

Management
Evaluate and Plan and Assign Close and
Qualify Problem Resolution Report

Diagnose Problem| [Track and Manage
Resolution

Figure 3.10: eTOM level 3: Service Problem Management decompositionf0%]

Evaluate & Qualify Problem: This process classifies the problem and veri-
fies whether it is caused by a customer mistake. The custsm@uit is
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interpreted or transformed so that it can serve as inputi®btagnose
Problemprocess. The process will check whether there are supyiey/
ner problem notifications, notifications from resource nggmaent or a
service-related event report and analyze this input wipeet to custo-
mers and their SLAs. The process informs the Problem Hagdloout
the expected restoration times and the Customer QoS/SLAalyament
about the impact on service performance.

Diagnose Problem: The purpose of this process is to isolate the root cause
of a problem by performing appropriate tests and querieadtiition, a
problem escalation can be performed to report the sevarttyfaneces-
sary to solve the problem.

Plan & Assign Resolution: This process is responsible to schedule the steps
for problem resolution which result from the output of thefmnose Pro-
blem process.

Track & Manage Resolution: This process monitors the progress of the
problem resolution plans drafted in the previous process.

Close & Report: This process verifies the restoration of service operation.

Service Quality Management processes These processes are responsibigiality

for the monitoring, analysis, and management of the sepac®rmance with degradation
respect to customers’ expectations. They also deal withrébtoration of diagnosis and
service quality. recovery

Processes (compare Fig. 3.11) exist to monitor the serwiaéty including subprocesses
the use of events from Resource Management, use the qualftyrécast

whether SLA promises will be met, improve the service qyahind to re-

port constraints that can lead to problems in the future.

Service Quality
Management

l
| | | |

Identify and Report
Improve Service Service

Constraints

Monitor Service Analyze Service

Quality Quality

Figure 3.11: eTOM level 3: Service Quality Management decomposition FOg]

Assurance Processes for Resource Management & Operations

Resource Management & Operatiopsocesses take care of the managemepbblem

of the resources and infrastructure which is used for semperation. As the management on
Resource Trouble ManagemertdResource Performance Managemprd- the resource
cesses are related to service fault management, details timon are given level

in the following.
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Resource Trouble Management processesThe Resource Trouble Mana-
gementprocesses aim at the reporting of resource failures, isolatf their
root causes, and failure resolution. The processes arelodin the follow-
ing (compare Fig. 3.12).

Resource Trouble
Management

| | | | |
Survey and Correct and
Analyze Resource|||Recover Resource
Trouble Trouble

Track and Manage||| Close Resource
Resource Trouble Trouble

Localize Resource Report Resource
Trouble Trouble

Figure 3.12: eTOM level 3. Resource Trouble Management decomposition
[TMFO5]

Survey & Analyze Resource Trouble: This process takes care of the moni-
toring of resources in real time by resource failure eveatyais, alarm
correlation and filtering as well as failure event detectod reporting.
The alarm correlation in particular aims at the matchingeafundant,
transient or implied events to a specific “root cause” event.

Localize Resource Trouble: The process is responsible for finding the root
cause of resource trouble which can be done using the falpwieth-
ods: verification of resource configuration for the targesedlvice
features, performing resource diagnostics, running mesotests, and
scheduling resource tests.

Correct & Recover Resource Trouble: Failed resources are either restored
or replaced by this process.

Track & Manage Resource Trouble: This process monitors the progress of
the repair activities in the previous process.

Report Resource Trouble: This process reports changes in resource trou-
bles to other interested processes (e.g. Service Troubtadament).

Close Trouble Report: To close a trouble report processing, this process
verifies the successful elimination of the problem.

Resource Performance Management processes hese processes are re-
sponsible for the monitoring, analysis, and managemeriefésource per-
formance.

Processes (compare Fig. 3.13) exist to monitor the resqadermance by
analyzing collected resource data, analyze and controtebeurce perfor-
mance by a set of methods as well as to report the data to aibezgses.
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Resource
Performance
Management

l
| | | |

Monitor Resource | |Analyze Resource| | Control Resource | | Report Resource
Performance Performance Performance Performance

Figure 3.13: eTOM level 3: Resource Performance Management decompositi
[TMFO5]

Assurance Processes for Supplier/Partner Relationshiyalyta
ment

The Supplier/Partner Relationship Managem@nbcesses are responsible famanagement of
the relationship to external providers whose offers are tisethe provider's subservices
service operation. For the exchange of problem and perfoceiformation from external
two specialized processes exist. providers

The S/P Problem Reporting & Managememtocesses transfer informatiorproblem and
about problems at the provider to suppliers or partners @celve similar in- performance
formation when suppliers/partners are experiencing prablon their own. management
The S/P Service Performance Managemsranitors whether suppliers/part-Processes
ners deliver the service performance which they have gteedn The infor-

mation exchange is done via the suppliers’/partners’ CRtdrfaces which

are also used to change the configuration of subscribeccssrvi

Cross-Layer Processing Example

eTOM’s Addendum F (version 4.5) contains some example gs@=efor il- fault resolution
lustration. One of these examples (page 51) dealing withiceeassurance workflow
is depicted in Fig. 3.14 in a simplified manner (see also [B]e0The fig-

ure shows in the first place how a problem report received byCilnsto-

mer Interface Managemeid forwarded to théProblem Handlingprocess.

To prioritize the problem, further information is requasfeom the Custo-

mer QO0S/SLA ManagemeamndRetention and LoyaltprocessesCustomer
QoS/SLA Managememwhich has become aware of the problem by the pre-
vious information request, begins to track the incidenatreent to further
escalate the situation in case an SLA would be seriouslygtaffie ThePro-

blem Handlingtransfers all relevant data including determined prioaiyd
guarantees for affected QoS parameters in the SLA®etwice Problem Ma-
nagement Service Problem Managemeisttrying to diagnose the problem

and contact®esource Trouble Managemeatretrieve information about the
statistics of relevant resources. In this example no proldan be identified
andService Problem Managemeintcollaboration withService Quality Ma-
nagemenverifies that the service is provided meeting the agreed @oS4.

After that, Service Problem Managemerdturns the results to theroblem
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Figure 3.14: eTOM example processing of a customer problem report [TMF05
Bre04] (please note the horizontal ordering of processemintrast to the organi-
zation used before)

Handlingprocess. This process again informs @westomer QoS/SLA Mana-
gementandRetention and Loyaltgrocesses which register the analysis result.
It also informs the customer vi@dustomer Interface Managemeaibout the
provided service quality.

eTOM Assessment Even though eTOM has its origin within the telecommunica-
workflows  tions industry, the framework itself is not limited to teteemunication ser-
suitable vices. The processes presented here seem pretty maturty asfew minor
reference for  changes have been preformed within the last two years betwarsion 4.0
service fault  and version 5.0. Similar to ITIL the process descriptionds very detailed,
diagnosis  pt has a clearer structuring of processes and subproc@dsese processes
can therefore serve as basis for the service fault diagnasiglow. At some
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points techniques for the implementation of steps are givienparticular
event correlation is mentioned as a technique for fault pameent on the re-
source layer. The processing example shows how the workfteahiing the
different layers (customer, service, resource) can be,dshie such inter-
actions between the processes are only given in a fuzzienenam ITIL. In
contrast to ITIL, eTOM does not have an explicit role model.

However, it has to be emphasized that an organization dddsme to choose ITIL/eTOM
exclusively between ITIL and eTOM. Both frameworks can bmbmed for combination
which a special document is provided as additional eTOM adde (how-

ever, it is limited to discuss theoretical combination pploifises).

3.2 Service and Resource Modeling

In service fault management a variety of information has eéodbalt with information

so that an appropriate information modeling is required.is Tiformation need for service
comprises services, resources, customers, SLAs, faaltisyésolution know- fault

ledge, etc for which related work is mentioned at the begigoif this section. management

A special focus is set on the modeling of dependencies whigiery impor-

tant to track failures from the service level down to the tese level. Some

additional information is given how dependencies can betitied.

3.2.1 Information Modeling

For information modeling the work of several standard betesummarized. standards for
Some of these models are already mature, while others arer giedtelop- information
ment. They are examined for their capability to model théed#nt kinds of modeling
information needed for service fault management. For &rntblated work in

this area including Web services and research approacb¢®gESO07].

Internet Information Model  The Internet Information Model designed byesource focus
the Internet Engineering Task Force (IETF) [CMRW96] pr@sdh huge setin MIB variables
of MIB variables organized in the Internet registratiorettbat are used for

the management of devices and their collaboration in theret using the

Simple Network Management Protocol (SNMP). For instartee Bvent MIB

[KS00] which is based on the RMON MIB is useful for resourcenitaring

and corresponding event definition. In addition, a largeo§gendor-specific

MIB variables exists in so calleenterprise MIBs Despite of a few efforts

to integrate service-related information such as [HKS8%,model is clearly

focused on resource management.

Common Information Model The Common Information Model (CIM, history and
[CIMOG]) is developed by the industry organization Distribd Management motivation
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Task Force (DMTF) which is the successor of the Desktop Mamemt Task
Force. The original aim of this standardization effort - tletailed modeling
of a computer system - has been extended to cover netwottiedelkssues.
Examples of the broad range of modeled entities includeipalyaetwork
connection equipment, complete hosts, or user passwotts.aim of CIM

has been to completely replace SNMP due to its limitations.

CIM provides class diagrams including a large amount oifattes and meth-
ods which are also specified in machine-readdbéaged Object Format
(MOF, XML format) files. The concept of thé/eb Based Enterprise Mana-
gement(WBEM) initiative foresees to access CIM information usaGIM
Object ManageXCIMOM) module for which a set of implementations exists
[Hei04]. Naming conventions can vary between organizatiem that CIM
implementations are usually not interoperable.

CIM mostly deals with network and systems management. Tdredasrdiza-
tion of service-related information is limited to define\gee attributes being
directly linked to device attributes.

For maintenance reasons CIM is divided int€are Modelcontaining basic
classes and several extensions caldatkgroup Modelsvhich share model
parts via the Core Model. One main challenge of applying Githat the de-
velopment of the model is ongoing and the changes betwetemetit releases
may affect large parts of the model so that the schema réalizaeeds to be
updated. Even though changes of the Core Model occur relaeldom, the
differences in the Workgroup Models often include a conmgtitsign change
within a year. For consistency reasons the rules for chadge®t allow to
remove or change an attribute, but it can be marked as depdesa that it
may be removed in a later release.

To sum up, CIM provides a lot of classes (more than 1,000) aimities
being useful for network and systems management. Howénesmsufficient
treatment of service management information does not atavge it for ser-
vice management purposes.

ITIL CMDB  ITIL's (see Section 3.1.1) CMDB [OGCO0Q0] is targeted to
serve as information source for ITIL processes. It is prilparsed to store
information for Configuration Management, but other paft3 ti. suggest to
extend the CMDB for their purposes. It should include relaships between
all system components (incidents, problems, known erobinges, releases)
and reference copies (or appropriate references) of sftarsd documenta-
tion. In addition, information about IT users, staff, andsimgess units may
be stored and it can be considered to store SLA informatidntaninking to
components. As mentioned earlier, pieces of informatiothex\CMDB are
called Cls. The way these Cls have to be modeled and the biwepémen-
tation of the CMDB are not specified in ITIL. This is due to Idlhigh-level
nature which allows organizations to implement the framévazcording to
their needs.
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Shared Information/Data Model eTOM (see Section 3.1.2) is part oinformation
TeleManagement Forum’s framework for operation suppostesys which model as part of
is called NGOSS (Next Generation Operation Support and SoftwardGOSS
[TMFO4b]). It aims at the creation of a vendor independenhiecture for

operation support systems for which a complete managerokriias can be

built from independent modules. A part of the framework is $hared In-
formation/Data Mode(SID, [TMF04a]) aiming at standardizing IT asset ma-
nagement information needed for telecommunication senvianagement. It

can therefore be regarded as a CMDB for eTOM. Even though d@sie

concepts of CIM are used, the authors did not base their watiked/ on

CIM due to expected difficulties. The model is object-oraghind structured

into a hierarchy of levels according to a top-down approdgyregated Sys-

tem Entities and Aggregated Business Entities are used thifexentiated

view on resource-related and business-related inform@fGSS06]. While

the two top-layers of the hierarchy already seem to be in amaatate, much

work needs to be done for the lower layers (e.g. with respettta definition

of necessary attributes).

Services are separated into two different views which asechlly modeled separation of
independently from each other. The CustomerFacing Sexviuedel infor- service
mation with relation to service management at the custommiigier inter- information
face, while the ResourceFacing Services model the use ofimress for the

service implementation. Even though this separation melesssier to mo-

del information needed for a certain purpose at the firstgylads required

to add additional pieces of information to reflect the relaships across the
CustomerFacing and ResourceFacing Services. An examfiiesa$ that re-

sources are used to provide a certain quality of service. stotner-oriented

fault management (CustomerFacing Service) therefore hvasdess infor-

mation from the ResourceFacing View to know which resoumddbe the

problem’s root cause.

A challenge in real world scenarios is to unify informatidmoat devices. use of design
The information is not only vendor-dependent, but may aksdépendent on patterns
different releases of the same vendor. SID appliesign patternga popu-

lar software engineering technique) like the compositéepato address this

issue.

SID is still under development, but the approach seems vegniging to
address the needs of service-orientation.

Service MIB approach The research of Martin Sailer [Sai05, DHHSOGpproach for
DgFS07] aims at addressing the issues that have been iddraffideficits of service

the existing standards with respect to the service-oriiemtaThe developed management
approach is calle8ervice MIBaiming to build a repository of all informationinformation
needed for service management.

A central role for the description of a service is assigneskiwice attributes service
for which a specification methodology is given in [DgFSO7¢atepicted in attributes
Fig. 3.15.
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- name/id,
— description

2. Identify relevant components \ ] '
3. Identify relevant attributes \ derive | ITIL, SLAs, FCAPS, Customers’ requ.

per component
4. Determine measurement

parameters / monitor | ganglia, cacti, nagios, OpenView, SMONA

1. Declare static attributes \

Phase Related Concepts, Tools etc.

define | CIM, SID, IIM, SISL

— sampling rate, # of samples
— data format, API, Protocol

5. Determine aggregation rule / use | Management Application, PbM etc

for service attribute

Figure 3.15: Methodology for specifying service attributes [DgFS07]

The specification of attributes is divided into the phasesve define mon-
itor anduse Thederivephase determines the need for service management
information from the requirements of customers and managéframeworks
(in particular ITIL). Thedefinephase is in focus of the work and is subdivided
into five phases. Some information about an attribute likeenand descrip-
tion which is regarded as invariant is specified at first. Deljeacies on other
services or resources are identified in the second step fichvaethods like
the ones in Section 3.2.2 can be applied. The dependeneid¢bear refined
by identifying the parameters of the related services asuess which are
relevant for the service attribute. A measurement methomgak specified for
these parameters and a set of aggregation rules is develbyptte monitor
phase the parameters are continuously monitored as splefdfievhich the
SMONA architecture (see Section 3.4) has been devised. Hasunement
results are reported to management applications in theldfsegdhase.

Attributes are denoted in a declarative XML-based languzsdied Service
Information Specification Languag8ISL) so that they are independent of a
specific implementation. The term service attribute used hrecludes QoS
parameters, but can also comprise other features of a semich are not
directly related to SLAs. An example can be the use of stospgee by the
service.

Assessment The evaluation of modeling standards and approaches has
shown that a lot of effort has already been spent on the muglefiresources.
CIM provides a variety of classes to model resources, butigdd towards

the modeling of services. While ITIL does not target to filstgap, NGOSS

SID is moving in this direction. However, the Service MIB apach is an
important forerunner of these activities and can serve sk input.

3.2.2 Dependencies

For service fault diagnosis dependencies which descridedmplex interac-
tions on the service level and on the resource level have todmeled in an
appropriate manner. This is heeded to automatically traokséomer report
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about a service symptom down to the resources which are wsathple-
menting this service. Even though the dependency moddimggarded as
part of the overall information modeling, a dedicated setts provided due
to the complexity of the task.

Dependency modeling Despite of the importance of dependencies for faulependency
diagnosis and other tasks, dependencies and their feaieresten described modeling in
only superficially. In addition to a model for telecommurtioas [GRM97], standards
the CIM core model is one of the few standards to deal with deeecies

explicitly. It contains a generic dependency class fromaolwhother classes

inherit. However, the dependencies contain nearly nobates and are not

tied to services in the sense of this thesis. The teanteceden{object on

which other objects depend) addpendenfobject that depends on other ob-

jects) which are used in CIM will be applied for services a@siurces in this

thesis. Dependency graphs that are built out of CIM dependsrare used

in [AAG T044a] for problem determination. An extension of CIM for fedi-

agnosis and impact analysis for telecommunication ses\vic@ddressed in

[SS06].

Dependency graphs are a common concept to organize depseesifor fault dependency
diagnosis. In [Gru98, Gru99] a generic approach to deal wiith a graph graphs
is given. However, the dependencies themselves are ndiefuspecified.

An important feature of the graphs has to be their acyclianrgatAccording

to [KKO1] mutual dependencies on the service level are Wgaal indicator

of bad design. In this paper dependency models are categanto func-

tional, structural andoperationalmodels. An XML-based modeling based

on World Wide Web Consortium’s (W3C) Resource Descriptioanfework

(a generic XML format, [RDF]) is used to model the dependesciThere

are only examples of potential attributes of the dependsrsuch as strength
(likelihood that a component is affected if antecedensjadriticality with re-

spect to the enterprise goals, and degree of formalizatiow @ifficult it is to

obtain the dependency). In a subsequent paper [EK02] ti®uteference
challenges of dependency graphs such as the need to disttilrigraphs,
missing information and efficient query needs.

In [CR99] dependencies for services offered by InternetiSeProviders are dependency
described distinguishing between five kinds of dependencher execution types for ISP
dependencyenotes the performance of an application server procelsavi scenarios
spect to the status of the host, whildirgk dependencygpecifies the service
performance with respect to the link status. In case of aarhet service that

is provided on different front-end servers which are selétty a round-robin

DNS scheduling the performance depends on the currentbcteel server
(component depender)cyAn inter-service dependenoccurs between ser-

vices, e.g. an e-mail service depends on an authenticagioice and on an

NFS service.Organization dependenciesise if services and/or servers be-

long to different domains. A methodology to discover thesgathdencies was

addressed by the authors in [RCN99].
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Dependency

* children

— antecedent: ServiceBuildingBlock

- dependent: ServiceBuildingBlock

- strength: float

- statusLifeCycle: string

+ add(d: Dependency)

+ remove(d: Dependency)

+ getChild(n: int): ServiceBuildingBlock
+ getChildList(): ServiceBuildingBlock(]
+ getDependent(): ServiceBuildingBlock CompositeDependency
+ getAntecedent(): ServiceBuildingBlock
+ getimpact(): ImpactObject

+ testPresence(time: Date): bool

+ add(d: Dependency)

+ remove(d: Dependency)

+ getChild(n: int): ServiceBuildingBlock
+ getChildList(): ServiceBuildingBlock][]
+ getDependent(): ServiceBuildingBlock
+ getAntecedent(): ServiceBuildingBlock |« |
+ getlmpact(): ImpactObject

+ testPresence(time: Date): bool

Inter-Resource-Dep Service-Resource-Dep Inter-Service-Dependency
- antecedent: Resource — antecedent: Resource - antecedent: Functionality
- dependent: Resource — dependent: Functionality - dependent: Functionality
+ getDependent(): Resource + getDependent(): Functionality + getDependent(): Functionality
+ getAntecedent(): Resource + getAntecedent(): Resource + getAntecedent(): Functionality
+ getimpact(): ImpactObject + getimpact(): ImpactObject + getimpact(): ImpactObject
+ testPresence(time: Date): bool + testPresence(time: Date): bool + testPresence(time: Date): bool

Figure 3.16: Dependency hierarchy using the composite pattern [HMSSO06]

A strength attribute for dependencies is defined in [BKHGihg the values
strong, medium, weak, or absent. Further dependency mateisontained
in [CJO5] using multi-layered Petri nets and in [Has01] vehigre modeling is
tied to software classes.

approach by In sum, the modeling of dependencies for services cannadarded as sat-
Marcu isfactory as it is not targeted towards the needs of seimgtation. In the
master thesis of Patricia Marcu [Mar06, HMSS06] an appedprmodeling
has therefore been addressed. It is depicted in Fig. 3.1@. iffhrmation
modeling in Section 4.6 can be regarded as refinement of thrik.w

dependency Dependency finding techniques As mentioned earlier, the starting point of
finding the theoretical part of this thesis is that dependenciesdvices are given so
techniques as  that only a modeling of the dependencies needs to be spedittie finding
justification of  of dependencies is usually not an easy task in practicegratitre review on

thesis  this issue is provided in the following to justify that thissamption can be
assumption  ade.

query of In [SS04] several methods for obtaining fault localizatimodels are de-
available scribed. For dependencies which form the most importaritqgiadhese mo-
dependency dels the request of information from existing informatiamusces is some-
knowledge times possible which is usually limited to a technology defent manner.
For instance, DNS-related dependencies may not be storectlgj but can
be determined from files like “resolve.conf”. For IP netwstkePhysical
topology MIB[BJOO] can be used as information source. A method to query
system configuration repositories was given in [KKCO0O0], llgervice in-
formation is automatically discovered from the configuratof network ele-
ments in [BCO3].
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When methods to query existing information are not feasib&pendency using
finding methods have to be installedpplication Response Measuremeniistrumented
(ARM) [ARM98] can be used to instrument applications to pd@additional code for
information. A set of libraries for code instrumentatioraiso provided by dependency
Katchabaw et al. [KHEE99]. An approach that uses instrumented code f§entification
dependency determination is given by Kar et al. in [BKKO1,HBKL]. Nodes

of interest are identified and their monitoring is instrueeh The effects of

pertubating and injecting faults into the nodes are moed@nd the changed

system behavior is used to determine the strength of deperdewhich are

grouped in four levels. Obviously, it is necessary to cdhgfapply such a

method in production environments.

A passive method to find dependencies by analyzing intem&tis given passive

by Agarwal et al. in [GNAKO03, AGK 04] which uses data available on thélentification
nodes. Alternatively, message traces were used in [ANB]. The number methods

of interactions is used as indicator of the dependency gtine®n additional

publication shows the effect of inaccurate modeling forlpbean determina-

tion [AAGT04b]. These inaccuracies arise due to missing or false diepen

cies which are more seldom when using instrumented code. elmwthe

effort for instrumenting code may be much higher and insegntation may

not be possible in some situations.

Ensel [EnsO1b, EnsOla] proposed to use a neural netword bppeoach. For neural

each pair of resources in a network the activity is monitargidg indicators network-based
like CPU load (for the whole device or per application), baitth utilization approach

or their combinations. The activity curves are input for ana¢ network

which decides whether a relation of the activities exists.

There are also approaches [TJ01, BHM, HMPO02] that perform a data min-data mining
ing of event log files in order to identify patterns. Thesetgrat as used as
indicators of dependencies.

As the analysis of related work has shown, the automatedifid@ation of de- configuration
pendencies especially on the service level is still a stibjeangoing research. management
The documentation of services which is required for changeagement in information
any case should therefore also consider the parallel douatien of func- should include
tional dependencies. For dynamic dependencies (e.g. vdiieht request Service-related
makes use of which resources) instrumented code can betiosol®n the dependencies
resource level, the finding of dependencies is usually t@dgy specific (e.g.

IBM Tivoli Application Dependency Discovery Manager [IBYprovides a

set of 250 product specific sensors for dependency discpvery

3.3 Fault Management Interfaces

ITIL's Service Desk and the CRM processes in eTOM descrilaeregh level specialized
what needs to be done at the interface to the customer/usgetTa more in approaches
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depth view of the reporting of user input for service faulkighosis, the re-
porting concept in the Customer Service Management applisgwesented.
In addition, the Intelligent Assistant concept based ongiec trees is refer-
enced which is useful to collect necessary information.

multi-channel It is important to note that the input from users can make dsdifferent
user interfaces communication channels such as telephone, e-mail, websfempersonal
contact. For instance, information may also be collectad\speech dialogue
system such as the one developed in [Den02] which flexibliects needed
information for a given purpose.

3.3.1 Customer Service Management

CSMidea A provider usually has a lot of useful management infornratidnich is col-
lected by several tools and administrated by a service nesmegt platform.
Due to the customers’ demand for more transparent serviceslay’s ser-
vice market, it is desirable to provide a part of the managernmformation
to the customer and to allow the customer to manage subd@éwgices in a
restricted manner. A concept for this purpose calledtomer Service Mana-
gement (CSMisee Fig. 3.17) has been developed by Langer, Loidl and Nerb
[LLN98, Lan01, Ner01] and has been included into the MNM S=rWodel.
The upper-case spelling is used here to refer to this spewaiiik, while the
lower-case term refers to the task.

customer service management

service usage usage

S?rVICIG Customer Service
eve Management
agreement

@ service management
platform

/management tool|

Imanagement tool

provider

Figure 3.17: General customer service management scenario [LLN98]

Problem management interactions In [Ner01] interactions were defined
for the problem management area. These interactions ararirbpsed on
the work of the former Network Management Forum (now Telebtpgement
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Forum). The interactions allow for an active participatadrthe customer at
the provider’s problem management proéess

CSM U OperativeCSM Administrative Problem
ser Provider Provider Manager
createTR
getServices(User.OrgID)
return(ServicelD[])
{if not all AffectedServices[]
throw in ServicelD[]}
notAuthorizedException
{else}
* [AffectedServices[].length] getSLAInfo(
AffectedServicel[i])
returnSLA

getCustomerlnfo(
User.OrgID)

adapt TR attributes
according to customer
and service information
and EscalationPriority —

return(Customer)

createTR

notifyCreation(TRID)

notifyCreation(TRID)

Figure 3.18: Workflow for trouble report input [Ner01]

Overview of all problem reports: Customers should have the ability to get
an overview of all trouble reports related to a subscribedise. These
reports comprise the customer’s own trouble reports, problrecog-
nized by the provider himself, and reports about regulaxtaerdinary
maintenance work. The provider also uses problem repomd$dom the
customer about violations of the agreed service qualitytarttbcument
their treatment.

Entry, change and withdrawal of problem reports: The customer must be
enabled to report problems or general enquiries about thecsibed ser-
vice. The workflow for this purpose is depicted in Fig. 3.18eTeport
is enriched with information about the service and the qustdbefore it
is transferred to the problem management.

Furthermore, it has to be possible to change a report at adtdge.
The purpose of these changes can be the provisioning ofi@uliin-
formation, recently noticed symptoms, or new impacts ofggrablem.

!Please note some deviation of terms here. “Problems” andbte” would be referred
to as “symptoms” and the source does not distinguish betwsers and customers.
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Finally, the customer must have the possibility to withdayroblem
report. This feature can be desirable if a customer notittestae entry
of a problem report that the cause of the problem is locatddsirown
environment and is not caused by the subscribed service.

Tracking of the problem report state: This function allows to track the

state of a report which is very useful especially for compbeavider
hierarchies. If a provider uses subservices from otherigeos, it is
necessary to monitor the problem state (given by the statteeoforre-
sponding problem reports) in order to track the impact orptiogider’s

own services. Apart from the current state of the report,etkgected

problem duration is highly relevant.

Forward of new problems and state changesThe service provider has to

inform the customer about new problems, disruptions or teaamce

work via the CSM interface. Especially for provider hietaes (i.e.,
when the customer uses the service to build his own valuedasiele

vice) it is necessary to provide timely information to alltve customer

to determine the impact of the problem. The same consideatiold

for information about processing state changes. The cust@epen-

dent upon these notifications for the proper operation ofdaal envi-

ronment and for his offered services. Especially for probiesolutions,
the customer must have the possibility to verify the soluaod to test

the reestablished service operation.

Problem report history: It must be possible for the customer to retrieve
overview of past problem reports. This overview can be usegraof
of the agreed quality of service, but also allows conclusiohthe fre-
quency of error types. The latter information may be usedutfie pro-
vider to optimize the problem treatment or service delivery

All these functions are based on a common data structuredd@bMTrou-
bleReporfLN99, Lan01] which is depicted in Fig. 3.19.

The abstract class CSMTroubleReport acts as a supercld$3rolibleRe-
port which is applied for trouble reports from customer and pieviand

an

of ProviderTroubleReportvhich is designed for maintenance information.

CSMTroubleReport has the following attributes.

Activity: This attribute describes all actions that have been peddrduring
the processing of the trouble report. These actions aramiéd to the
pure processing of the trouble reports, but also includeraglativities
like contacting the customer to exclude some possible sauBeis at-

tribute is composed of a description of the activity, thesper(who has

performed the activity), the time stamp, and the new stafttiseoreport.
The description is done in prose.

AdditionalTroublelnformation: In this field information which is addi-

tional to theTroubleDescriptiorcan be given either by the provider or

the customer.
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ManagedElement

Service

+ RelatedTroubleReports

1
CSMTroubleReport

Activity
AdditionalTroublelnformation
AffectedServices
LastUpdateTime
ProviderPriority
ReceivedTime
RelatedTroubleReports
ServiceProviderContactPerson
TroubleDescription
TroubleFound
TroubleReportID
TroubleReportState
TroubleReportSynopsis

+AffectedServices

ITTroubleReport ProviderTroubleReport
CommitmentTime BeginTime
CommitmentTimeRequest EndTime
CustomerContactPerson
CustomerID
PerceivedTroubleSeverity
TroubleDetectionTime

Figure 3.19: CSMTroubleReport format [LN99, Lan01]

AffectedServices: This field indicates the affected service or services using
unique identifiers.

LastUpdateTime: This attribute shows the time of the latest report update
(without taking into account whether the customer or previdid the
update).

ProviderPriority: The urgency which the provider has assigned for the pro-
cessing of the report is stored in this field. Possible vahresigh,
mediumlow, or unknown This attribute has not to be mixed up with the
PerceivedTroubleSeveribof ITTroubleReports.

ReceivedTime: This attribute documents when the report was received the
first time. Together with th€ommitmentTiméhe attribute can be used
to calculate the overall processing time of ITTroubleRé&por

RelatedTroubleReports: The service provider can use this field to link this
trouble report to other already existing trouble reportdisTpiece of
information is interesting for the customer to get an impi@s of the
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problem severity, while it is also useful for the providers&t as many
reports as possible in context. For privacy concerns it bdsetmade
sure that the reports of one customer can not be accessedobyean
customer.

ServiceProviderContactPerson: This field indicates the person from the
provider’s staff being responsible for the report proaggsi

TroubleDescription: This attribute gives detailed information about the con-
tent of the trouble report. Customer and provider documentg dis-
ruptions, problems or general requests using this field.

TroubleFound: This field describes the cause of the problem documented
and identified in th@roubleDescriptiorfield. This field is set only after
a change of the TRState (see below) to@earedstate which indicates
the removal of the problem.

TroubleReportID: A unique identifier for the problem report.

TroubleReportState: This attribute distinguishes between the five states
which are possible for the Trouble Report. These statestéifle current
processing state of the Trouble Report (see Fig. 3.20).r Afferouble
Report is generated, it is either in the st@eeuedor Open The state
Queueddenotes that the processing of the report has not beendstarte
yet. The statu®©penindicates that a Trouble Report is processed. If
this process is interrupted (e.g. by requests for furthiermation to the
customer or other organizations like vendors or subprasjdéhe state
is changed tdeferred If the cause of the problem documented in the
Trouble Report is found, the state is changed f@pento Cleared The
report is only finalized, i.e. the state is changedCtosedif the issuer
of the report (usually the customer) has confirmed that tbblpm has
been fixed or if the report has been canceled.

TroubleReportSynopsis: Short description of the whole Trouble Report.

delete

®

cancel

Figure 3.20: State diagram for TRState according to [NMF97]

The service problem description in &fTroubleReporhas the following ad-
ditional attributes.
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CommitmentTime: This attribute contains the time when the report has been
closed. This time therefore denotes the agreement of cestand pro-
vider that the problem has been fixed.

CommitmentTimeRequest: Using this attribute the issuer of the report can
give a desired time until the problem solution.

CustomerContactPerson: This field contains an identification of the person
who is in charge of the problem treatment at the customer side

CustomerID: This attribute gives a unique identification of the customer
(identifier given by the provider).

PerceivedTroubleSeverity: This attribute is the priority that the customer
desires with respect to the problem solution (compaciderPriority).

TroubleDetectedTime: This field contains the time when the issuer of the
report noticed the problem for the first time.

3.3.2 Intelligent Assistant

The toolIntelligent Assistant (IA)s designed for user-guided fault localiza-
tion. It has been developed at the LRZ [Mod94, DRK98] and igliad to
the E-Mail Service as well as to connectivity problems. To@ is also of
interest for the industry [Ott99, Ber04].

The basic idea of the 1A tool is to help the user of a serviceaidgsm a pre- design goals
diagnosis of a service symptom on her own. This preclassditas offered

by a web front end where symptom information is collected traasparent

way which can also be input to further workflow actions. Thasbf the 1A

design have been the following.

e Enhance subjective and ambiguous user reports to becomeesed and
meaningful problem descriptions

e Support a service provider in diagnosing symptoms whicluodaring
the service usage

e Ease the interaction between user and provider and providaesparent
access to service testing possibilities

e Allow for similar test actions inside the provider orgartina to replicate
the symptoms

¢ Reduce the problem diagnosis duration to minimize the ¢thananptom
resolution time

The symptom classification performed by the IA is guided byeiglon tree tool architecture
(compare Fig. 3.21). This tree contains collected expestwadge for deal-
ing with symptoms in an automated way. Each node of the dectisee rep-
resents an action while the edges of the tree determine deeing of actions.
The leaves of the tree are either an explanation of the symptogenerate
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a trouble ticket (see Section 3.4.9). If an interior nodehaf tree has more
than one successor, a decision is made related to the adtich ¥8 associa-
ted with the node. The action in a node can either be a testractincerning
features of the service or a question to the user.

test_action()

test_action =
ok

test_action =
not ok

Figure 3.21: Example part of a decision tree [Ber04]

The functionality of higher-level services is often basedlwe proper opera-
tion of basic services. The Web Hosting Service and the B-8#avice at the
LRZ are e.g. based on the DNS Service and the ConnectivityicgerThere-

fore, if it is detected after the traversing of the decisi@etfor a higher-level
service that the problem is located in one of the underlygrgises, the de-
cision tree for this subservice can be accessed. This grgufithe decision
trees (see Fig. 3.22) allows to reuse the trees for subsarifithe service is
used by other higher-level services. For the modeling ofé&s a tool called
IA Editor [SchO1a] has been developed.

decision tree decision tree :
"Web Hosting Service" "E—Mail Service" services
decision tree
IIDNSII
subservices

decision tree
"IP connectivity"

Figure 3.22: Structuring of decision trees according to the serviceahnay [Ber04]

For integrating the IA into a specific management envirornsaveral inter-
faces are provided. Common management tools (e.g. pingacelrbute) can
be accessed to perform tests during the tree traversal.als@spossible to
guery commercial tools such as HP OpenView NetworkNodelgangiP b]
as well as management databases for this purpose. ToolBN [OJBZ06]
could be applied to replay user interactions in order toagépce and isolate
symptoms on the user side.
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To forward the output of the IA to the support staff of the pd@r, an interface coupling with
to a trouble ticket system (see Section 3.4.9) is used. Thipling can be trouble ticket
done via e-mail or, more sophisticated, by using the trotibleet system’s systems
API. The latter option allows to map the IA's output to fielasthe trouble

tickets which leads to an enhancement in the processing.

The 1A can be used either by the user directly via the web fateror the application
service desk staff can enter the user’s information mapiralh the IA (com- options
pare to the LRZ scenario in Section 2.2). While the first apigodesirable to
minimize the provider’s effort, the second option needsdmfiered, at least

in some situations. If e.g. a connectivity service is offendnich has currently

a minor quality, it might not be possible to report this via theb interface.

It has to be possible to contact the provider via telephoribigsituation as

e-mail transfer might also be affected. An advantage of Asedpplication

in the service desk is that the staff needs less training datilg with user
queries. In some situations it will not be possible to repicmithe symptoms

that the user has experienced as the environment and theesaceess at the
provider is different from the user.

To allow for an optimized use of the IA, a view concept can bplemented. view concept
The views are designed for the knowledge of different useugs like normal

user, first level support staff and service administratbos.administrators it

can e.g. be assumed that they are aware of the possibilitee®ol like ping

while the usage and meaning of the result have to be expléndide normal

user. The implementation of the tool currently does not supihis view

construction.

Assessment The CSM interactions that are proposed to deal with sympt@sm

reports form a very good basis for the service fault diaggasithese describeinteractions and
more detailed than the standard frameworks what kind ofact@®ns are nec- |A method as
essary. A central interaction is the entry of symptom repartiuding the input for fault
collection of necessary information. Both ITIL incidentsdethe CSM Trou- diagnosis
bleReport format are useful as basis for the informatioraddor automated

fault diagnosis. While CSM, ITIL, and eTOM do not providehegues, the

IA method can be applied for the implementation. It can belusestructure

the way how information is received from users and can heimproving the

report quality by including tests for symptom reproduction

3.4 Fault Management Techniques

As explained in Section 2.1, fault management can be sulbelivinto fault fault diagnosis
detection, fault diagnosis and fault recovery. Due to tloeigoof this thesis to- techniques
wards fault diagnosis, the presentation of techniquedodlis on this aspect.

The diagnosis itself is concerned with fault localizatiordasolation. The
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aims of introducing automated methods on the resource {ager similar to
the aims of extending it towards service-orientation: dase labor cost and
improving fault diagnosis accuracy and performance.

There are several criteria which characterize fault disg@chniques.

probabilistic: A diagnosis method can be based on a deterministic or proba-
bilistic modeling of dependencies.

modeling depth: The modeling depth can be different which also determines
the precision of the automated diagnosis result. For exantbe ap-
proach in [CKF 02] is able to identify a single component out of a set
of identical components acting as redundant cluster todseymptom’s
root cause.

number of root causes: Many approaches and in particular commercial
tools assume a single root cause at a given point in time ® thasdi-
agnosis. An exception is the approach in [ORMO05]. Seveerttical
considerations show that the problem to find root causes fiven set
of symptoms is NP-hard [BCF94, KS95, ORMO5].

decentralization: The diagnosis can be centralized or distributed [CYLO1].
In the e-business scenario in [MF04] the number of managgsettshis
very large (100s of objects to monitor per e-business seirveontrast
to pure device management). Due to the latency given by gebar
distance and network transfer overhead, a centralizecletion may
not be possible in some scenarios.

active vs. passive:The majority of approaches uses passively received
events for fault diagnosis, but it is also possible to atyivest compo-
nents for diagnosis. In recent publications both techrsguwe combined
to improve the diagnosis result.

window-based or event-driven: The diagnosis of faults can happen
window-based so that all information is collected duringnaetinterval
or in an event-driven manner [AGS01, HSV99].

In addition to a review of the beginnings of network fault ghasis in
[LWD92], a very good overview of fault diagnosis techniqusggiven in
[SS01, SS04]. The classification of techniques from thisepag depicted
in Fig. 3.23.

Fault localization techniques are divided iradificial intelligence (Al) tech-
niques model traversing techniquesnd fault propagation models A sub-
group of Al techniques is callegkpert systemshich try to reflect the actions
of a human expertModel traversing techniquasse a formal representation
of a communication system and propagate failures alongetaganships bet-
ween network entitiedrault propagation modelsse a priori knowledge how
faults propagate in a network. Nevertheless, the classditéeaves room for
discussion since the distinction between model-basedmnéas and model
traversing techniques may be fuzzy. In addition, codedbasehniques are
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Fault localization techniques

Al techniques Model traversing Fault propagation
techniques models
Decision Neural Code-based Dependency
trees networks techniques graphs
Bayesian Causality
Expert systems networks graphs
Rule—based Case—-based Phrase structured

systems systems grammars

Model-based

systems

Figure 3.23: Classification of fault localization techniques from [SF01

also usually based on the provisioning of expert knowledgmput so that
these systems can also be regarded as expert systems.

The remainder of this section will focus on event correlatEchniques which
is used as a term to summarize techniques dealing with evemétwork and
systems management. Active probing techniques and trdickkest systems
will also be referenced.

Event correlation techniques For fault management on the network andvent
systems level event correlation (aka alarm correlatiochrigues have beencorrelation for
used since the end of the 1980s. The idea of correlation istdense and network and
structure events to retrieve meaningful information. Tikisecessary to re- Systems
duce the large number of events that may occur in larger ctenpetworks Mmanagement
in case of a single fault. Without the use of event corretatechniques the

operation staff would receive a lot of error messages in g sbort period

of time. This phenomenon is calledent bursbr event stormFurthermore,

it may not be possible to distinguish between important @&sgd important

events and important events may be neglected.

In [JW95] the task of event correlation is defined as “a cotwapnterpreta- aspects for
tion procedure in the sense that a new meaning is assignesetiood events event

that happen in a certain time interval”. We can distinguishween three correlation
aspects of event correlation.

Functional aspect: The correlation focuses on functions which are provided
by each network element. It is also regarded which othertions are
used to provide a specific function.
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Topology aspect: The correlation takes into account how the network ele-
ments are connected to each other and how they interact. portamt
point is the location of monitoring stations within the netWw as the
event correlation has a view on the network based on thesgidos.
This means that only certain paths may be available to a w@uitel-
ement. If these paths are broken due to failures, the elemagtbe
hidden from the point of view of the monitoring station aneértfore
its status in unknown. A basic technique caltElvnstream suppression
exists to detect these hidden network elements, but maydsitaple
for some situations [Sma01].

Time aspect: When explicitly regarding time constraints, time inforioat
has to be added to each event. This can either be a point inctirae
duration. In addition, a validity can be added to the eveais.( a short
validity for informative events, while critical events magquire an in-
definite validity). The correlation can use time relatiapstbetween the
events to perform the correlation by using a time window vehasgerval
length has to be defined according to the kinds of objectsatteatmon-
itored. This aspect is only mentioned in some papers [JWR]it has
to be treated in an event correlation system.

In [HSV99] a framework was presented to make event corcelasystems
comparable (causal and temporal correlation). The framewmakes use of a
standardized knowledge representation as dependendysyrapsuming that
all events are present at the beginning, the runtime of letioa is O(number
of edges) in a direct acyclic graph (in contrast to the NRitg@neral problem
of mapping symptom sets to root causes).

In [JWB*00] some future directions of event correlation were palriat
including the need to distribute event correlation usingiddieware archi-
tecture, globalization of event correlation using the TMI¢lécommunica-
tions Management Network) model [Udu99], and the demanddvanced
correlation features (e.g. explanation of the content efdérived solutions
and their logical reasons).

Event correlation is also used in intrusion detection systée.g. [KTK01])
where data from a set of security monitors are processed lyrralation
component. Attacks are usually specified as patterns thatitmessed in the
network packets. The relation to fault management of thgseesis should
be taken into account because symptoms like high utilinaifoesources can
be an indicator of faults or attacks.

Event collection and preprocessing Events that are used for event corre-
lation can be collected in different ways. They can reswlbfifailed SNMP
gueries to network elements or can be raised by distribigedta.

An important approach towards service-orientation is tNEOSIA architec-
ture [DHHSO06, DS05, DgFS07] that is designed to enrich miaiion from
resource management towards service-related informatidns in particular
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relevant to the Service MIB approach. As shown in Fig. 3.B4 architecture
starts from a technology specific layer and aims to acceseation from al-
ready available management tools such as Cacti, Nagios@n@nagement
tools by providing a set of adapters. Taeapter configurators designed to
configure the adapter and therein indirectly the platfopmedfic monitoring
to get the monitoring data as required. The requirements.gtespecified in
SISL (see Section 3.2.1). TiRichEvent composerggregates data received
from the lower layers and sends events to $kevice attribute factoryhat
calculates service attributes based on the events recanetdan also make
use of SISL or comparable specifications.

Rich Event Management g}
Application delivery. 70 Application ’ )
layer s Service Attribute
4 deliver;
y A .
|Service monitoring interface \ |
/ MRich Event configuration \ Service Attribute
/ specification request specification
Integration/ L -
configuration RichEvent g] Adapter g] Serylce
| Composer Configurator Attribute Factory
ayer
callbac I /\ N event

“ ™ delivery

Unified interface
Platform
independent Adapter

Adapter

layer ' -

Vendor specific interface M PN]
Platform R-GMA cacti | [ Nagios | | MDS |

specific

layer
Technology specific interfacép

Resource
layer

Legend

¢data flow \L configuration
workflow

Figure 3.24: SMONA architecture [DgFS07]

3.4.1 Model-based Reasoning

Model-based reasoning (MBR)ew99, WTJ 97, HCdK92] represents a sysbehavior
tem by modeling each of its components. A model can eitheresgmt a modeling as
physical entity or a logical entity (e.g. LAN, WAN, domairersice, business basis of MBR
process). The model of all physical entities is cafiexdctional modelwhile

the model of all logical entities is callddgical model A description of each

model contains three categories of information: attributelations to other
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models, and behavior. The event correlation is a result @fctiilaboration
among virtual autonomous models.

simulation As all components of a network are represented with theiaweh in the
possibility model, it is possible to perform simulations to predict hbw hole network
will behave.

ambiguity in A paper that is often cited in the context of model-basedoeiag is [JW93].
common |t uses the original MBR definition of Hamscher at al. [HCdK@aich spec-
terminology  ifies MBR as a reasoning method that it based on a model of arays$iow-
ever, this broad definition is not well-suited in the contekthis thesis be-
cause it would include all techniques presented in theviolig. Therefore,
the definition of model-based reasoning given here deméedsailaboration
of models as entities as characterizing feature.

illustration ~ An example for illustration can be found in [Apr00]. Here,o&dl area net-
example work consisting of a router and four end systems is modelagsbyg a model
for each component. These models communicate with thdivveadd coun-
terparts by sending ping requests to them in regular tinegvats and request
information about their general status. In case a modetiyeiiati an end sys-
tem does not get aresponse and two retries have failed, agegissent to the
router model requesting whether there are currently probhith the router.
If this is not the case at the moment, the end system moddy eatncludes
that there seems to be a problem with its end system and aaisalsarm. If
a current problem with the router had been indicated by theeranodel, no
alarm would have been raised by the end system model as itecgndssed
that the router failure has led to the missing ping response.

An example system for MBR is NETeXPER]INetb] which also makes use
of rules. For telecommunications a system was implememt@dei97] and
further example systems were presented in [Nyg95, CCL99].

bottom-up Yemanja [AGSO01] is a model-based system that aims at ctingleow-level
correlation network events to application-related events. It uses alilehmodel for the
system  entities and rules for correlation. In its application toelserver farm, a lay-

ered structure is used where identified causes and symptenmsapagated
from lower layers to higher layers. The correlation outcesrstored in a way
that both causes are linked to impact and vice versa. Ageatssed to col-
lect configuration information via SNMP and from configuoatidatabases.
An example, which would also apply similarly to the LRZ Webd#ag Ser-
vice, is provided where a high bit error rate affects the @pfibns on the web
servers.

behavior As referred to in the section about dependency modelingwtité of Agar-
models related wal at al. [AAG"04a] uses dependency graphs for problem determination. In
to SLAs addition, behavior models are used to model the performahcemponents
used for the service operation. The idea is not to use fixezshimld values
for reporting threshold violations of resources, but tcakdte these dynami-
cally from the SLA conditions. During the SLA monitoring althe resource

2originally from Objective System Integrators, acquireddgjlent
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performance is sampled and the samples are classified iotm"gr “bad”
according to the propagation of “good” or “bad” SLA performea of the
higher-levels. The bad state models for components arediagroblem sit-
uation, while the good state models are universal. Theioalaf a bad state
model to the dynamic threshold determines the severity@félsource pro-
blem. A clustering algorithm is proposed to cluster nodes Wwigh severity
resulting in a tree structure. The approach uses a singleanse assumption
for problem determination.

Related approaches Related to model-based reasoning is the definitiennstraint-
of behavior constraints in constraint-based reasoningFER SBFR99, based
SRFMO01]. A constraint satisfaction problem is defined asgyagsg values reasoning
to a set of variables for which constraints apply. It is ususphecified declar-

atively so that it is independent from an implementatione &pproach has

only been applied to small scenarios yet.

State transition graphs [AprO0] are a particular type of elodt uses states state transition
and transitions between the states as well as tokens whidtegalaced within graphs

the states. Actions are executed on transition betweertdhess The graphs

that are built from these elements describe the problentifation proce-

dure. Itis used in Open ServicéBerve Center [Ner].

Assessment The approach allows to model complex relationships whieh auitable
encountered in service management scenarios and cancditeenefprinciple expressiveness
be used for service fault diagnosis.

An application of this approach would require to model eaahise as a logi- effort for
cal entity. This includes a detailed modeling of the sersiggeractions with modeling
other services and the underlying infrastructure whos®taff a critical issue

for the applicability of the approach [WT97]. While models of resources

are provided by vendors like Aprisma, the modeling of sewisas to happen

in a provider specific manner since the services are designid different

from the ones of the competitors.

The efficiency of the model collaboration is largely detered by the im- performance
plementation which is left open in MBR. The technique is #fiere often dependenton
combined with other techniques, in particular RBR. Theatwdiration of in- implementation
dependent models may result in the difficulty of backtragkitom a failed

correlation.

3.4.2 Rule-based Reasoning

Rule-based reasoning (RBRew99, JW93] uses a set of rules for event cor-
relation which have the forraonclusionif condition The condition uses re-
ceived events and information about the system, while thelosion contains

3formerly SeaGate
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actions which can either lead to system changes or use systeameters to
choose the next rule.

the world the agent

working
memory

reasoning
algorithm

/

rule
base

Figure 3.25: The basic structure of RBR [Lew99]

In Fig. 3.25 the basic structure of a rule-based system iwish&vents are
received from the outside world and stored in a working memiRules from
the rule base are applied to match information in the workirggnory which
results in updates of the working memory and can also trigggons in the
outside world.

Commercial systems such as IBM Tivoli Enterprise ConsdiVp], HP
OpenView Event Correlation Services [HP a] (based on the@ sperce tool
Simple Event Correlator [SEC, Vaa02]), Micromuse Netcaopéct [Neta]
etc are based on rules so that this approach can be regartheddzsninating
one in the industry. In addition to the use for wired networklkas also been
applied for GSM wireless networks [KBS02]. A well-explathexample sys-
tem (GTE IMPACT system) can be found in [JW93] (see remark @RMior
this paper above).

An approach that addresses a service-oriented scenaridedound in
[HCH™99] which tries to detect anomalies in transactions by udymamic
thresholds. Starting from events received via SNMP trapagemts, sam-
ples are recorded for transactions. Temporal-based pesftre thresholds
for these transactions then form the basis of a rule-basemaly detection.

An important issue for applying a rule-based system is theeggion and
maintenance of the rule-base. To avoid the manual encodikgawledge
into rules, automated methods have been addressed. In [D2Llsn ap-
proach for generating rules out of database data is givenhnikidesigned
for cellular networks and is able to deal with noisy data. Pla@er con-
tains a good overview of related work. Further approacheadtomatically
defining rules can be found in [KMT99, BHM1]. These algorithms can be
regarded to be closely related to dependency finding teaksigith the dif-
ference that dependency knowledge is not directly encadtedrilles in the
algorithms presented in Section 3.2.2.
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Rule types In [JW95] a number of operations have been defined for func-
tional event correlation. This information is combined énevith a related
study in [Apr04] which resulted from interviews with RBR lagsers.

e Eventcompressioris the task of reducing multiple occurrences of iden-
tical events into a single representative of the events. ftmaber of
occurrences of the event is not taken into account. The mganfithe
compression correlation is almost identical to the singieng except
that additional contextual information is assigned to teneto indicate
that this event happened more than once.

¢ Eventfiltering is the most widely used operation to reduce the number

of events presented to the operator. If some parameter e, e.g.,
priority, type, location, time stamp, etc., does not falioithe set of
predefined legitimate values, then the event is simply dikhor sent
into a log file. The decision to filter events out or not is baselgly on

the specific characteristics of the event. In more soplaitgctcases the
condition set could be dynamic and depend on user-speciiitedia or
criteria calculated by the system.

e Eventsuppressionis a context-sensitive process in which an event is
temporarily inhibited depending on the dynamic operati@oatext of
the operations management process. The context is deedtrhinthe
presence of other event(s), available resources, managgmerities,
or other external requirements. A subsequent change ingbeatonal
context could lead to the delivery of the suppressed eveampbrary
suppression of multiple events and control of the order eirtexhibi-
tion is a basis for dynamically focusing the monitoring o thperations
management process.

e Eventcountingresults from counting the number of repeated arrivals of
identical events and comparing the number to a threshol@. idéa is
that a certain number of events can be tolerated, but theediwp of a
threshold should result in a notification. It can be difféi@ed between
the detection of short bursts and the aggregation of evesmtislonger
time periods.

e Eventescalationassigns a higher value to some parameter of an event,
usually the severity, depending on the operational congegt, the num-
ber of occurrences of the event.

e Eventgeneralizationis a correlation in which an event is replaced by its
superclass which allows to get an overview of the networkasion.

e Eventspecializationis an opposite procedure to event generalization. It
substitutes an event with a more specific subclass of thd.even

e Eventtemporalityuses a temporal relation between two or more distinct
events to correlate them depending on the order and timesofdtrival.
In particular, this type of rule applies to events that hayppepairs where
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the following events denote the clearing of the previous. orother
issue is the detection of characteristic sequences in gr@®v

e Eventclusteringallows the creation of complex correlation patterns us-
ing Boolean operators over conditional (predicate) terfrtse terms in
the pattern could be primary events or the higher-level isvgenerated
by the correlation process. In contrast to event tempgraditents that
happen in an arbitrary order can be combined here.

While the syntax of rules is usually vendor specific, themiisently an effort
to develop a rule markup language for the Semantic Web [RML].

Rete algorithm and variants To avoid the inefficient examination of each
rule against all known facts in the working memory, the Rég@@thm has
been devised by C. ForfjyFor79, For82]. A tutorial style documentation of
the algorithm can be found in [Do095] which contains lesslemgntation
details than the original article. Improved versions of difigorithm scale up
to 100,000 rules.

The algorithm is based on the assumption of a static rule badea rela-
tively static working memory. It is therefore possible tganize the working
memory in a way that it reflects the conditions of the ruleshed the addi-
tional memory is spent for improved performance. Higha networkcon-
tains summaries of facts that match constant conditiongevle (optional)
beta networlcontains nodes for matching two or more facts (refer to p&ge 1
in [Do095]). The Rete algorithm is mainly concerned with tirganization

of the memory to reflect when changes in the working memoruicc

Relation to Policy-based Management RBR is related to policy-based ma-
nagement [Slo94] in a sense that policies are a special kindes. A policy-
based approach for QoS management was proposed in [MLKB@&jhw
extends RBR towards service-orientation. Applicatioresiastrumented to
monitor the QoS level on a per host basis. Rules are used ttp @atr spe-
cific actions when QoS deviations are witnessed so that eoge mesources
are granted to a given application. In an example scenariaféd\pache web
hosting server five example rules are given.

Assessment Rule-based reasoning has several advantages which haee led
the success of this method in the networking domain. In geniie approach
allows for a compact representation of general knowledgritah domain
and to emulate the problem addressing steps of experts withalic rules
[HPO7]. The rules are atomic pieces of information which banadded/-
dropped separately when not affecting others. Modules csexp of rules

4Forgy is still concerned with the algorithm development amts a commercial company
(Production Systems Technologies) for this purpose.
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can be tested separately. An explanation of a correlatsultres usually eas-
ily possible by backtracking the executed rules. This candbgful to identify
inappropriate rules when a correlation has failed.

Furthermore, the Rete algorithm and its variants are availahich ensure scalability
the scalability of the approach for large rule sets. A disad&ge can be that

the interference engine does not store knowledge abowdgirperformed
correlation [HPO7].

In the literature [WTJ397, AGS01] RBR systems are classified as relativelyle-set
inflexible. Frequent changes in the modeled IT environmeayt lead to many maintenance
rule updates which will usually be the case in service mamag¢ scenarios.

These changes have to be performed by experts as no automegibod has

currently been established. This has the drawback thatexay either be

unavailable or may not be experienced to provide their kedge in a suitable

manner. In some systems information about the network ¢égyolvhich is

needed for the event correlation is not used explicitly,i®@ncoded into the

rules. This intransparent usage makes rule updates fologypohanges quite

difficult.

The system brittlenesis also a problem for RBR systems. It means that tlebility to deal
system fails if an unknown situation occurs, because thesmib not match to with unknown
this situation. In addition, the method has no intrinsiehéeg mechanisms. situations

The output of RBR systems would also be difficult to prediatdaese of un- rule interactions
foreseen rule interactions in a large rule set and poténtahflicting rules
[Lew99].

The approach by Molenkamp et al. [MLKBO02] can be regarded &sstn partial

step towards service-orientation. However, some impbitsues are not addressing of
addressed in a general way, in particular the maintenanceles/policies issues in related
for the adaptation of QoS levels. In addition, it is not cleaw to define approach

QoS thresholds and how to instrument the monitoring. Eveagh the paper

addresses the end-to-end monitoring of services, a cleainction between

service provider, its users and suppliers is not made.

In summary, RBR is suitable for service-oriented eventaation if it is
possible to find a scalable solution for the rule generati@hraaintenance.

3.4.3 Codebook Approach

The codebook approacfKYY t95, YKM196] uses a matrix containing the
relations of symptoms to faults to perform the correlatidhe construction
of this matrix (calledccodebookand its optimization are explained in the fol-
lowing.

The approach starts using a dependency graph with two kindsdes for the dependency
modeling. The first kind of nodes are the faults (denoted ablpms in the graph and its
cited papers) which have to be detected, while the secortid{imodes are optimization
observable events (symptoms in the papers) which are cduys#te faults
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or other events. The dependencies between the nodes atedlesdirected
edges. It is possible to choose weights for the edges, ewgejght for the
probability that fault/event A causes event B. Another fpadesweighting
could indicate time dependencies. There are several plagssbto reduce
the initial graph. If, e.g., a cyclic dependency of evenistsxand there are no
probabilities for the cycles’ edges, all events can be ékas one event.

After a final input graph is chosen, the graph is transforménla dependency
matrix where the columns contain the faults and the rowsasorihe events
(see Fig. 3.26). If there is a dependency in the graph, thghweif the cor-
responding edge is put into the matrix cell. In case no weight used, the
matrix cells get the values 1 for dependency and 0 othervAferwards, a
simplification can be done, where events which do not helpgoridninate
faults are deleted. There is a trade-off between the mimitica of the ma-
trix and the robustness of the results. If the matrix is mingd as much as
possible, some faults can only be distinguished by a singdetelf this event
cannot be reliably detected, the event correlation syseamat discriminate
between the two faults. A measure how many event observatiors can be
compensated by the system is the Hamming distance. The mwhbavs
(events) that can be deleted from the matrix can differ vengimdepending
on the relationships [Lew99]. From a theoretical point @withe calculation
of a minimum size codebook is NP-hard, but heuristics exidterform well
[RBOT04].

Al |A2|A3|A4 | A5 | A6

el|1]|0|0|1]|0]1

e2/1)1]1)11010 Al |A2|A3|A4 | A5 | A6
e3/1|1]|0|1]0|0 o tlololz o
e4|1]0|1]0]1|0 ol 1111
e5|/1|0|1]1]1|0 ealtlol1 ol 1o0
o B e A a first codebook (radius 0.5)
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e9|lO0|1|0|0|1]1 as Al |A2|A3|A4|A5 | A6
elof0|1|1|1]|0]0 el|1]|0]|0|1]0|1
e11/ 0|0 |0 |1 |10 e3|/1|1|0]1|0]0
e12f0l1]|0|1|0|0 e4/1]|0|1]0]1|0
e13 010|111 e6|1|1]|1]0]0|1
el4/ 0000|012 9|/ 0| 1]|0]|0]|1]|1
el5| 0|0 |1]|0|1]1 elgf0|1|1|1]|0]0
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e17]0|1|0|1]|1]0

elg/ 0|1 |1|1]|0]0

el9| 0|1 |1]|0|1]0

e200 0|0 |0 |0 |11

a correlation matrix

Figure 3.26: A correlation matrix and two derived codebooks (minimumetmabk
and codebook with more than one discriminating event) [YK9d]

In [BBMRO5] the possibilities to convert rule-based regmstions into code-
books and vice versa were shown which were applied for opétian. Some
assumptions were made (e.g. binary states, independts)t fBse conversion
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can be useful as rules are a method for decision making, wkgpendency
matrices are more easily understandable.

The development of the codebook technique is tied to the cencial tool
Smart§ InCharge [Smal].

Assessment The codebook approach has the advantage that it uses |lgngphs and
term experience with graphs and coding. This experiencedad to minimize coding known
the dependency graph and to select an optimal group of ewathitsespect techniques
to processing time and robustness against noise. It canlase models to

derive the codebook automatically.

The approach can - in some situations - deal with unknown @ametibns of robustness
events. These can be mapped onto known combinations by the@rigam- against missing
ming distance. However, these optimizations are tied tmargiencoding of input

the dependencies.

The codebook can easily be applied to actually perform tiheelagion (with correlation
a better performance than RBR according to the authors). performance

For the application of the approach in service-orientedheeerrelation the maintenance
maintainability of the correlation matrix is a critical igs similar to the rule issue similar to
maintenance in RBR. Frequent changes in the service impiatien will RBR

require frequent updates of the dependency graph whictd dmutjuite time

consuming.

In addition, it is not obvious how to encode complex relasioips (e.g. quality modeling
degradations, strengths of dependencies, redundanciesjreent faults) into limitations
a simple dependency graph and the resulting codebook. Beiudrawback is

that a common correlation window has to be applied for theirnpgGS01].

This is inadequate for service-orientation because semdlated information

is usually longer valid than events on the resource level.

If a correlation result has shown to be not correct, it is ndbffecult to back- backtracking
track which part of the initial dependency graph has not lz@earate than to more difficult
check RBR correlation rules.

3.4.4 Case-based Reasoning

Case-based reasoning (CBR)an approach that is based on learning fro@BR idea to
previous experience. General information about CBR arfastsapplications learn from past
can be found in [Kol93, AP94], while network managementteglaconcepts solutions

are given in [Lew93, Lew95, Lew99]. The approach uses symp&ports

from the past that have been formalized and entered intoead=atabase to-

gether with an identified solution. The solution of a currgyrmptom aims to

reuse the solutions documented for related situationaur€ig.27 shows the

basic steps of CBR and explains the main options that aréaélaior each

step [Lew95].

SSmarts was acquired by EMC.
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The first step is thease retrievalwhere related cases are identified in the
case database. The match can be performed using a &ey aérmsthat
are contained in the situation description. These termdegoredefined by
experts or can be determined automaticaRglevance matchinig a refine-
ment of the method where a subset of key terms is used foricastenptom
types. Rules are applied to map a new symptom to a symptom$¢pecture
matchinguses the structure of descriptions for the matching. Hesst af
relation words can be used like “connected-to”, “part-aé”iadicators of the
structure. Thg@eometric matchingequires that some quantified values can be
derived from the cases so that a distance to prior situatiande calculated.
In contrast to the previous ways of adaptatianalogy-based matchirtgies

to find a match to cases from a different domain.

Event-driven case
invocation

@ Key term matching
Relevance matching
Retrieve  r----- Deep structure matching
Geometric matching

Analogy—-based matching

Adaptation by substitution
Parametric adaptation
Adapt ~ [----- Procedural adaptation
Adaptation by abstraction
Critic-based adaptation

Manual execution

C_:ase Supervised execution
Library Execute @ f----- Unsupervised execution
Cooperative execution

Sequential memory
Hierarchical memory
Organize ~ f----- Meshed memory
Belief network
Master cases

Figure 3.27: The basic structure of CBR and options for each step [JLB04]

The second step is thedaptationof a previous solution. The simplest way
is null adaptationwhich means that it is tried to exactly reapply a previous
solution. Adaptation by substitutiotries to replace parts of the solution by
other components, whilparameterized adaptatioaims to change parame-
ters being used for the previous solution with respect talifierence of input
values from the symptoms. A generalized version of a salu8generated

in adaptation by abstractian Procedural adaptatiorspecifies a procedure
to adapt a previous solution. For all the presented adaptédichniques the
critic-based adaptatiosan be carried out additionally. It shows the proposed
adaptation to a human operator who can change it manually.

For theexecutiorof a proposed solution it can be distinguished between man-
ual, unsupervised, and supervised execution.
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An important influence factor for the runtime especially farge case organization of
databases is the organization of the case database. Thiesimganization case database
is to use asequential organizatioso that new cases are simply added at the

end. If a hierarchy of cases can be constructed (e.g. acgptdisymptom

classes), the cases can be organized according to thatdhigr@ierarchi-

cal organization. If additional links are added to the hierarchy to indicate

that different symptoms are basically equivalent as thisr te the same root

causes, the organization is calledshed Another concept promotes the use

of master casesvhich are cases that are kept separately because they are

rated to be particularly important in the future. Therefdhe case retrieval

primarily targets the master cases. For probabilisti@sibumsbelief networks

[PeaB8] with appropriate likelihood measures can be agplie

Example systems for CBR are Spectr6Rxpr] (also uses MBR technologies
in related modules), FIXIT [WTM95], Critter [Lew93], and AJPNM99].

Usually the case database of a newly installed CBR systemyeso that automated case
a learning curve is required to make benefit from the systgmectfoRx in- generation
cludes a possibility to generate cases initially which atated to the network

elements that are automatically discovered by the system.

When applied to service-oriented event correlation, ckang the service two possibilities
implementation result in an inaccuracy of the solutionsrtorpcases. There to update a
are two possibilities to deal with this situation. The firstspibility would CBR system
be to search in the database to identify such cases and tdheanugpdate or

delete them which may be cumbersome. The other possibibityldvbe to

rely on the approach’s ability to learn which will include adaptation of the

prior cases. The effort for frequent changes using the skpossibility can

therefore be seen as low when neglecting a slowdown in threletion due

to the inaccuracy of cases in some situations.

Assessment CBR can express specialized knowledge as cases which caknoevledge
regarded as an easily understandable way of knowledge sstpne[HPO7]. representation
A CBR system is modular in the sense that single cases cammmyegl from

the case database without affecting the whole system. Aimencases can

be acquired easily, but it should be noted that there ardlyswacases given

in advance.

The similarity matching in the adaptation step allows tol @agth unknown robustness
situations by providing knowledge about related casess iBhalso helpful if
some pieces of information in the input are missing.

A running CBR system can be regarded as self-updating siewecases can learning
be entered. This learning capability is an important feator changing en- capability
vironments such as the ones of service management.

According to [Kol93] the CBR inference may require less gffhan RBR.
However, such a comparison has to be treated with care ahe.gdditional

60riginally from Cabletron Systems which were renamed toigspa Management Tech-
nologies and then acquired by Concord, now part of Compusspgiates
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effort for the CBR adaptation step should not be neglect&®1$

There are also difficulties when applying the approach [Ll8wd he fields
which are used to find a similar case and their importance taee de-
fined appropriately. The method is not able to express gekeoavledge and
missing cases may lead to adaptability problems [HPO7].orbanization of
cases in a case library may be difficult and may lead to intemnfee problems.
The explanation of an automatically derived solution matyb®intuitive so
that potentially wrong knowledge may be difficult to find.

3.4.5 Probabilistic Approaches

In a nondeterministic fault model event correlation aim§rating the most
probable explanation of the observed symptoms. Some wséas been
performed in the past to find appropriate heuristics forisglthis problem in
polynomial time, including a divide-and-conquer algamtfKS95]. Another
approach to deal with uncertainty is based on belief nets/{iPlea88] which
has been applied to light-wave networks and link faults inaigically routed
networks. Both techniques are tailored towards specifitiGaions and fo-
cus on particular types of faults. Their uncertainty modekistricted by not
allowing the modeling of non-determinism within relatibijss between ob-
jects.

Neural networks have not only been applied to the detectfasependen-
cies (see Section 3.2.2), but also for event correlation Y87, Wie02]. The
reported approach deals with the correlation of events faila cellular net-
works (GSM). The idea is to let a neural network find a mappungfion of
an event vector to a set of root causes which has however eslydarried out
for small examples. Despite of the general advantages oaheetworks such
as the ability to learn any mapping without prior expert kienlge and their
resilience to noise, a neural network based approach has disgdvantages
for service-orientation. Changes in the service implemugot would require
frequent reconfigurations of the neural networks. This camllly be carried
out in a timely manner because training data would have tacheiged and
the networks have to be trained again. In addition, a wrondetiing of the
neural network (e.g. concerning the input parameters) eatiynbe detected
due to the non human-readable mapping functions.

Incremental Hypothesis Updatifi§S03] is based on a probabilistic modeling
using belief networks. The modeling of dependencies igdichio direct de-
pendencies which means that symptoms are related direathpt causes in a
bipartite graph. Redundancies cannot be modeled. Theithgothat is built
on these assumptions continuously provides a set of hypest@/er time or-
dered by a probability measure. Itis not limited to a singlaticause assump-
tion and does not use a global correlation window. In itsieers) [SS03] the
algorithm incorporates positive events and is modified &silience to lost
or spurious symptoms. The reason why a probabilistic ajghreas chosen
is motivated by the dynamic of change that is witnessed iaysdsystems.
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A similar modeling is the basis for the passive monitoring p&the system
developed in [TASBO5].

Assessment In contrast to other domains like speech recognition, prolszalability
bilistic approaches have not been applied successfullgthh fiagnosis in a unknown
real production environment yet. The scalability of theraghes in practice

can therefore be regarded as unknown even though othentlimméations of

the latter approach (e.g. redundancies) seem to be aveidathl appropriate
extensions.

The argumentation for proposing these methods is basedeastyttamics of probabilistic
service implementation which might not allow to accuratalydel the depen- modeling for
dencies. However, one important difference to domainsdjseech recogni- fault diagnosis
tion should not be neglected. Here, the dependencies aersiaddable to doubtful
humans and can in principle be modeled which is not the casetifier do-

mains. It is e.g. not known how speech recognition in the hubrain really

works. In contrast to setting artificial probability valuelich may be difficult

to fine tune in practice, it is proposed in this thesis to maldglendencies up

to a certain degree in an accurate manner and to allow for ibléevariation

of the modeling depth according to the needs of the giverrenrient.

3.4.6 Hybrid Approaches

The approaches that have been presented before do not @xdael other. methods do not
In contrary, there are multiple ways of combining these apphes. Presum-exclude each
ing the hybrid approach that is proposed in this thesis, thad overview other
spanning a variety of domains for combining rule-based as@é-dbased rea-

soning approaches given in [HPO7] is highlighted here. Titb@as propose

a classification scheme (depicted in Fig. 3.28) which is th@asethe coupling

methods that are applied.

The first distinction that is made is betwestandaloneand coupledap- RBR/CBR
proaches. Standalone combination means that RBR and CBBnsysire classification
invoked independently and the users compare the resuleafytstems man- scheme
ually, while coupled systems interact with each other. Agtme coupled
approaches it is distinguished betwessguential processinghere the com-

ponents interact as a pipeliranbedded processinghere one component is

the primary problem solver and others are embedded intalitasprocessing

where different modules act in parallel. The sequentiat@ssing can hap-

pen in aloosely coupledr tightly coupledmanner. For the tight coupling

it can be differentiated between an invocation of the seammponent that

happens in any case or only under certain conditions. Sabtg|so exist for

the co-processing type of coupling. Here, the focus can beooperation

which refers to a continued cooperation to produce a comresultrand on
reconciliationwhich refers to the merging of results at the end. The cooper-

ation of components can happnplicitly or explicitly. In the latter case an
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additional controller component is integrated to managectiilaboration of
reasoning modules.

’ approaches combining RBR and CBR‘

standalone coupling

sequential embedded i
loosel - _
couple)(lj tightly coupled cooperation reconciliation

sequence ’il"ej:‘e oriented oriented
I
compulsory| [ conditional implicit explicit
sequence sequence reasoning | |reasoning
control control

Figure 3.28: Classification of combination possibilities of RBR and CB#PP7]

In the paper example systems are given for each classifickg#d. The ap-
proach that is developed in this thesis is (correctly) di@ssas sequential
with loose coupling, while the approach of Jakobson, Bufardl Lewis that
is the only one from a related domain is classified as cooiperatiented

with implicit reasoning control.

This approach [JBLO4, JLB04, JBLO5] combines RBR and CBR eald
with highly dynamical situations (e.g. telecommunicatiogtworks, battle-
field scenarios). The main tasks of the system are situati@mesness and
situation diagnosis which refer to the detection of isalatelations in a sit-
uation and the analysis of a complete situation, respdgtive situation is
modeled as the state of components at a certain point in tmibe proposed
architecture an RBR and a CBR system run in parallel. The RBgtne
uses temporal and spatial dependencies to correlate egparénts, while the
CBR engine makes use of prior situation templates. The CBiplaes try
to match the correlated events to get an interpretationeottirent situation
which can then influence the further processing in the raksed engine. Cur-
rently, only few details of the system are provided which éseloped by a
commercial company (Altusys, [Alt]). According to the aath this work has
been the first attempt to combine RBR and CBR techniques iméhgork
and systems management domain.

For computer service support the CANASTA System [Lew93, RRtas
been designed as a hybrid rule-based/case-based systensygtem archi-
tecture is multi-layered. The first-level module (symptsaidtion module)
uses simple rules which are similar to the actions that tpeeu staff would
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perform in the beginning. The aim is to find a direct match ef sgmptoms
to a previous solution. In the layer below the deeper analysdule con-
tains a list of decision trees and instructions from trogb@oting manuals.
If the problem can also not be solved in this layer, it is teddby the unre-
solved crash module where similar prior cases are retrieiethis scenario
similarity is e.g. given by same software modules where tioblpms origi-

nated from. For the whole management system, i.e. all tleetpreviously
described layers, a case database is in place. It storebavtibe problem is
resolved at all and, if yes, by which module.

The analysis in [HPO7] shows that RBR/CBR combinations leaen receiv- increasing
ing an increased interest in the recent years. The authertheaeason for interest in
this in an orthogonality of the approaches in a sense that RBRsuitable RBR/CBR
way to deal with general problem knowledge, while CBR is appiate for combinations
storing specialized knowledge.

3.4.7 Active Probing

The methods that have been presented in the previous secébynon the passive
passive monitoring of events and their automated coroglatd gain some methods
result in the first place which may then be actively diagndsgdperation referenced so
staff. far

In the recent years other approaches which are subsumeddsatve prob- active probing
ing techniques have been devised which include active testeiautomated approaches
diagnosis. A Java API for this purpose, i.e. for testing ueses in fault ma-

nagement, has been addressed in [GBKO1]. In [KHO4] a tectenigr the
combination of probing results for networking services wassented. A
divide-and-conquer approach was presented in [R&4) where subsets of

combined tests are used to test a whole system. For thoseqgidhe sys-

tem where symptoms are witnessed, more detailed probesmrecthat the

root cause can be isolated iteratively. In summary, theesysises preplanned

probes for problem detection and adapted active probes&gm diagno-

sis. The approach in [GKKO04] also uses an adaptive probihgrse using

synthetic transactions to avoid the theoretically NP-tthadjnosis using pre-
determined probes.

In [ORMO04, ORMO5] an active probing technique for multi-kadiagnosis multi-fault
was devised. The algorithm is based on the assumption thaat one technique
change (up/down) occurs during each iteration. Such a &eag then be
diagnosed according to inconsistencies in probing results

Active probing can also be combined with event correlatiechhiques. In combining
[TASBO5] the idea is to use additional tests to deal with Bpigror lost symp- active probing
toms in fault management based on a fidelity evaluation. vAqgtrobing is and event
combined with passive monitoring (RBR technique) for telamunication correlation
services in [SS06].
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Assessment Active probing is a useful technique to specifically gain enor
information for isolating a root cause. The most promisiray\s to combine
this technique with information gained from passive manmig.

3.4.8 Netcool as Example of a Commercial Product

In order to show the service-orientation in the industry mnow@rcial product
is presented here in some details which can be regardedraseepative for
a state-of-the-art tool. Micromuse Netcool [Neta, Net08{(M] (acquired by
IBM in February 2006) defines a correlation hierarchy whigllépicted in
Figure 3.29.

Service
Correlation
Policy
Correlation
Topology Correlation
(Root Cause Analysis)

Event Reduction and
Device-Level Correlation
Discovered Topology || Collected Events

(inclusive data) (exclusive data)

Figure 3.29: Netcool correlation methods [Net04]

Input: The input for the correlation is based on collected eventsaanthe
network topology. Netcool offers methods to automaticakect the
network configuration.

Event reduction: On this layer simple rule-based correlation methods are
applied to reduce the number of events. Typical examplesdare
duplication of identical events (includes counting withitime window)
and associations of related events (e.g. “link up”/ “linkaahg).

Device-level correlation: This correlation which is also calleanicro-
correlation looks for deviations from expected behavior at the device
level. Correlation at this granularity level requires eating a number
of metrics from within the device “MIB” and drawing conclasis across
those metrics so that only a “true” event is returned to therajor con-
sole.

Topology correlation: Topology correlation (in terms of Netcool also de-
noted as topology-based root cause analysis) is a tool rwitletcool
that relates events on one device to those on other conndeteces.
The result is a suppression of alarm notifications that anepsgyms of
failures elsewhere in the infrastructure. The method appi this stage
has similarities to the codebook approach, but uses gragrains.
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Policy correlation: Policy-based correlation methods in the Netcool suite
typically rely on external knowledge about events comingtithe col-
lection layer. For example, a critical alarm might be repdrshowing
that a system is down. But if an organization knows (becatiséarma-
tion stored in an external data source) that maintenancernsrtly being
performed on that system, the event can be suppressed oioti¢ized,
e.g. changed from a critical to a benign event.

Service correlation: In Netcool performing correlation at the service layer
means relating incoming raw events or correlated data toetkfiend-
to-end services within the organization. This requireal@dsghing a “ser-
vice model” that defines interdependencies between thécseand the
underlying infrastructure. The status of the service isalated to the
underlying events or alarms to generate information aldmistatus of
the overall service. The tool is applied for identifying\gee-affecting
problems, prioritizing and accelerating operational oeses, and com-
municating service status to affected constituenciesimttie organiza-
tion.

The service correlation in the tool has limitations withpest to the require- limitations in
ments that have been derived. The tool is not able to includemer infor- service
mation into the correlation workflow and is limited to a battap correlation orientation
where effects on the resource level are mapped to servicies wiay not be

precise enough. It does not include measurements of theeseuality and

active probing at the SAP. An organization that wishes tdyappe tool for

service management has to devise a service model on her own.

3.4.9 Trouble Ticket Systems

For problem resolution and processing of customer reqaestsrage method content of
for documents and actions involved in the processing is ested method trouble tickets
for doing so is to define a field structure for these documehisiware then

called trouble tickets (TTs) [Lew93]. For problem managaetee TT con-

tains documented failure and other problem descriptioV9f), while a TT

for configuration management can also document a change icothfigura-

tion. A TT has a status likepen acceptedrejected diagnosedassigned

in progress resolved verified andclosed Other information fields contain

ticket identification, issuer identification, componeeatigce affected, time

stamp, problem description, and information concernirg ttlouble ticket
processing (service desk contact, assigned expert, fgrietc). An impor-

tant design issue is whether free text is allowed for ceffiaids or whether

a choice between given keywords has to be made. The freepgggh@ives

more possibilities to describe the problem, but can makeldmssification of

TTs and the search for a certain TT more difficult.

A system to manage and store the TTs is called a trouble tsglsteém (TTS, trouble ticket
[HAN99]). While a minimal TTS only needs to consist of thersige compo- system
nent itself and input/output components, several ext&issawe possible (see
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Fig. 3.30). The input/output components need to be enableddltiuser ac-
cess and have to be accessible via different technicafactes like E-Malil,
WWW, or documentation systems.

| iminimum | 1 L expert !

rOTTS system ;

,,,,,,,,,,,,,,,,,,,,,

Trouble
Ticket
Database

Knowledge|:
Database ||

Figure 3.30: Components of a trouble ticket system [HAN99]

Several actions are usually linked to the TTs. Therefor@céion module can
be added to the TTS in order to enable the direct executiorctaires. The
component is instrumented by rules so that certain fieldegilia TT lead to
associated actions.

For statistical means like the calculation of the mean tioretlie process-
ing of TTs or to extract the most frequent symptoms and faaltefinement
component can be added. Starting from these statisticst obfaracteristics
can be derived concerning the QoS, staff workload (servesk dtaff, sec-
ond level support) or for improving the workflow. In additianends like an
increasing number of problems with a set of components canitnessed.

Repeated processing of similar user requests which arel lo@san inappro-
priate service usage by the users can be detected and cato laadupdate
of the FAQ section on the usage instructions web page of thresjmonding

service. The refinement component can also be used to getaview of the

current situation by e.g. showing all current critical TTisigh are unresolved.

A filtering component can be applied to reduce the numberckéts that are
stored by the TTS. This is useful to improve the quality of taabase to
allow for an easier retrieval of meaningful TTs.

In general, a TT is generated for each problem that cannoblved by the
service desk immediately making it necessary to forwardotioblem to ex-
perts. However, a ticket might be generated in some sitositio document
the advise given to users and for statistical purposes. ketigenerated for
this purpose is callequick ticket (QT)It contains only basic information and
is not assigned to an expert.

A TTS has to be integrated into the management environmesh@isted in
Fig. 3.31. The diagnosis of TTs can be supported by the tgaesipresented
above [Lew93]. In particular, it can be combined with cassdal reasoning
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Figure 3.31: Integration of a trouble ticket system [HAN99]

when treating a trouble ticket as a case [DV95]. This meaatsdimilar TTs
can be retrieved to solve a current TT.

In addition to the commercial BMC Remedy ARS [BMCa], whichswvaen- available
tioned in the LRZ scenario, and other commercial tools,else also open systems
source TTS. Apart from dedicated TTS such as OTRS [OTR], it aiso be

possible to adopt software bug tracking systems (GNATS ApNCurrently,

the open source systems have some limitations of their ifumadity so that

they do not seem appropriate for large scale deploymenthbytare useful

for smaller scenarios.

3.5 SLA Management

Service fault diagnosis has to be regarded as part of thedecsfault mana- context of fault
gement and also in context with service management in geréra related diagnosis
context within the overall service management can be edew as SLA ma-

nagement. While the interfaces of fault diagnosis haveadirdoeen shown

in a high abstraction level in the description of ITIL and éli@see Section

3.1), this section deals with the technical solutions fasthareas and their

interplay with service fault diagnosis.

After the presentation of possibilities to define SLAs, sanwe information section outline
is given about the specification of QoS parameters and thearsorement.
Finally, methods for impact analysis and recovery manageare presented.
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3.5.1 SLA Specification and Management

In [Pas04] the usual contents of SLAs are summarized asiisiehich relate
to the roles, service features, and responsibilities oSib.

e Contracting parties including external parties which Helpmonitoring
and conflict resolution

e Specification of services including length of subscriptaord QoS pa-
rameters for which measurement, monitoring and reportiathods are
defined to judge the fulfillment of the SLA

e Legal consequences of failing to meet the QoS guaranteeshwlbim-
prise penalties and possibilities to terminate the cohtrac

e Process definitions for incident management, change mar&ageand
for resolving conflicts

e General terms, payment conditions, and legal circumstance

In ITIL subtypes of SLAs are defined to differentiate betwediffer-
ent scenarios. Arperational level agreemerdgpecifies an SLA with an
organization-internal customer. A contract with a subpterwhich is used
to ensure the fulfillment of other SLAs is calledderpinning contract

There are also three kinds of SLA structures which are difféated. A
service-based SLi& valid for all customers and has no individual conditions.
In contrast, theustomer-based SLgpecifies conditions that are individual to
this customer. The third kind calledulti-level SLA's a composition of both
other types to allow for a partial customization. It has a&éhlevel structure
which aims to reduce the maintenance effort by allowing lher teuse of its
upper parts. Theorporate levetontains general conditions for all customers.
Thecustomer levabelow contains customer-specific extensions which are in-
dependent of a specific service, while gevice leve(lowest level) specifies
conditions only applicable to a specific service for one eetipe customer.

The usual durations of SLAs are one year up to five years, mubeasignif-
icantly shorter (e.g. for Grid services). 80% of the SLAs engd changes in
their lifetime [Pas04].

SLA languages In addition to a protocol for SLA negotiation (SNAP,
[CFK*02]) a variety of languages has been proposed to formaliZes S
XML such the Quality Management Language [FJP99], Contefinition
Language [BCS99], or Web Service Level Agreement (WSLA) (R].and
the resulting standard WS-Agreement [WSAO05]. The lattey, dor instance,
defines a set of potential SLA elements which are parametefir a given
scenario. SLA elements are also proposed in the SLAng layggjis5E03].

In [Sch00, Sch01b] workflows are combined with SLAs to alloor f
customer-orientation of contracts. In addition to pronglia workflow for
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the specification of SLAs, the SLAs themselves define QoSnpetexs in
relation to workflows of the service usage.

Service Level Management A variety of issues arises in the context of selSLM issues
vice level management (SLM) for which a good overview can dandl in

[Lew99]. Problems arising when dealing with SLAs across donborders

are addressed in [BCS99].

SLA management is addressed in ITIL by defining a specific Slahage- ITIL/NGOSS
ment process. The NGOSS framework addresses SLA managbsnpnt- recommenda-
viding a special SLA management handbook which is quiteiléetand is tions

not limited to telecommunications services.

SLM tools from several vendors are available in a signifilyagitowing mar- SLM market
ket [Pas04]. Limitations of these tools are the fixed impletagon of con-

tract conditions and metrics which are only customizabiegigredefined pa-

rameters. The understanding of SLM differs among the tddROP]. Some

vendors promote statistics reporting as the essence of &L§ [hfoVista

[Inf] which provides network, systems, and applicatioristecs), while other

vendors promote application monitoring, service deplayinbusiness pro-

cess re-engineering, supplier/consumer negotiationgwiract development

as the essence of SLM.

3.5.2 QoS Specification

The selection of QoS parameters in SLA management bearsféecttet- semantic
ween provider and customer which is calledmantic disparity problem disparity
[LR99]. Parameters that are easy for providers to measumotitranslate problem
well into parameters that are readily understood by custsrmed may not

serve their needs. In contrast, parameters that are raautlgrstood by cus-

tomers are not easy to measure by providers.

Parameters that are easy to measure include componentedghitkmtime, parameter
mean time between failure and repair, link utilization, gatket loss. The features
actual goal for the customer is happiness which is diffieulneasure. Mea-
surements of application reliability, response timegjittan be regarded as
indicators for that.

There are three approaches to deal with this problem.

Techno-centric approach: Providers show customers how low-level service
parameters translate into high-level parameters whichatethe health
of the customer’s business processes. Such tools and nsetl®ceadily
available.

Happy medium approach: Provider and customer search for parameters
that are both easily measurable and meaningful for the mestoThis
approach is appropriate in many situations where such peesscan be
identified.
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User-centric approach: Providers find some way to measure some service-
related parameters of interest to customers, typicallyjahitity, reliabil-
ity, and response time. This approach calls for appropnateragement
tools and such tools are still in development. Due to thesiasing com-
petition in the service market, the provisioning of suchapagters can
be an important competitive advantage of a provider in coispa to
others.

mapping of Another problem arising in this context is ti¥.M translation problem It

parameters means the problem to derive inferred, higher level serveb@ameters from
raw service parameters. In [DKO3] it is proposed to map WSLAlify met-
rics onto resource metrics. For doing so, the CIM resourpeegentation is
extended with additional classes. In [DR02, DR03] a languzailed QUAL
is proposed for mapping QoS parameters onto quality atagbaf devices
called QoD (quality of device) parameters which can be @ggias general
approach to the work carried out for WSLA and CIM.

monitoring by  Another issue is the possibility to allow a third party to ntonthe service
third party quality (see [BSCO04] for a discussion of how to integratetthid party into
the customer provider interaction). This could be usefdledoide whether the
service has been provided correctly or not (independent ftastomer and
provider).

Customer-oriented QoS Measurement In his PhD thesis Markus
Garschhammer [Gar04] provides a methodology for definirdyrapasuring
QoS parameters in a customer-oriented way addressingltbeifog require-
ments.

Provider independence: The definition of QoS parameters has to be inde-
pendent from the provider’s service implementation. Thiaeeded to
make the service offer transparent to the customer andaw alcompar-
ison with the offers of other service providers. In case oitatvitation
where a customer defines a service which he would like to s a
provider independent definition would also be useful.

Service life cycle: The QoS definition should be applicable to all phases of
the service life cycle. While most QoS definitions only dedhvihe
usage phase of a service, it should also be possible to defiBep@ra-
meters during the other phases.

Genericity: The QoS definition should be applicable to all kinds of sexsic
and should therefore be as abstract as the MNM Service Model.

Expressiveness:The QoS definition should be as declarative as possible so
that it can be read by a human reader (customer-centric).h®other
hand, the definition has to be precise enough to avoid antléguBoth
aims help to improve the understanding between customepravitier.

QoS for management: While the QoS definition today mainly deals with the
usage functionality of a service, it should also be possdblefine QoS
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parameters for service management. If e.g. a user of the LRZ Nést-
ing Service would like to change the content of her hosted sitels, the
time it takes until this change will be performed could alegiart of the
SLA.

The approach is based on the MNM Service Model (see Sectignahich extension of
contains a QoS parameter class without specifying the wagezfsuring its MNM Service
fulfillment. To achieve a QoS measurement independent flmenservice Model
implementation, the idea is to perform the QoS measurenitadhed to the

SAP/CSM access point.

customer provider
. fient service access service access
service clien point point listener
,,,,,,,, - primitives
QoS event
generator
———————————— QoS event
QoS event
correlator
77777777 ---- measured QoS value
. CSM access statistical
CSM client i i
point postprocessing
——————————— measured QoS
servicem
implementation

Figure 3.32: QoS measurement process [Gar04]
The QoS measurement process displayed in Fig. 3.32 consistsr steps.

Listening to SAP calls: A call at the SAP is the start of the QoS measure-
ment. As it can not be presumed that such a call can alreadgtbetdd
for all kinds of interactions, a class called “SAP attachthémadded
to the MNM Service Model. This class adds a functionalitylte SAP
which allows a detection of SAP calls (and responses) andges in-
formation about the SAP calls as “primitives”.

Generation of QoS events:The result of this activity is the provisioning of
“QoS events” which is done by the class “QoS event generatbhis
class gets “primitives” as inputs and processes them in athatymore
meaningful events with respect to the SLA fulfillment are grated.
Such events can be the result of the filtering of primitiveghergroup-
ing of similar primitives into a single event. It is also pids to define
events based on a more complex occurrence of primitives.

QoS event correlation: In the “QoS event correlation” class a correlation of
QoS events is performed. The result of the correlation ishatance of
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the class “QoS measurement value”. A correlation could leegper-
formed for two events which were generated for the request web
site. It can be figured out that the second event indicatesahmpletion
of the web site request indicated by the first event. The titamgs of
both events can then be used to calculate the access time.

Statistical postprocessing:The “postprocessing” class receives the QoS
measurement values and performs a statistical analysieterndine
whether the agreed QoS has been met.

applicable for The QoS measurement cannot only be used to measure the us&g®@Q

usage and also to measure the management QoS. For doing so, the figteminterac-
management tions has to be performed at the CSM access point.

QoS

proxy for

third-party

monitoring

The approach can also be extended for an independent thigdtpat mon-
itors the service quality. In this case the third party hagdbaccess to the
SAP primitives. A possibility for doing so is to introduce AR proxy bet-
ween the SAP and the service client. The primitives are theasured at the
SAP proxy and used for the measurement process which is gréarmed by
the third party. The measurement result can be made avaialin interface
accessible by customer and provider.

3.5.3 Impact Analysis and Recovery Management

fault recovery As explained earlier, fault management can be divided iatdt fdetection,
phase diagnosis, and recovery. The output of the diagnosis theddsessed in this
thesis are resource faults for which a suitable way for fieadbvery has to be
identified. This decision should be based on the impact thatr@nt fault has
on the provided services. Here, two approaches for addigetisis issue are

presented.

impact Management by Business Objectives Bartolini and Salle [BS04, SB04]
estimation for approached the management of SLAs from a business perapealiedMa-

decision making nagement by Business Objectives (ME&3o namedvlanagement by Con-
tract in earlier versions). A modeling of SLAs and an algorithm exide

which effort should be applied to meet an endangered agmeeane pre-

sented. A formalization of the cost of violating the agreatrie needed as

input which is not part of the approach. It is important toentitat such an

input should not be limited to financial penalties in the SIbAt also has

to formalize long term effects on the provider’s reputatiothe market. In

[BSTO6] an example of incident management is given whele&mts are pri-

oritized with respect to business objectives. A forecagstimction is used to

determine the impact on SLAs. A related publication [RSM] presenting

a tool for scheduling changes is also relevant in this cdrggce recovery

actions as a special kind of changes also need to be scheslititecspect to

similar constraints.
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Framework for Impact Analysis and Recovery of Resource Failres with

Respect to SLAs In the PhD thesis of David Schmitz [HSS05b, HSSO05&amework
Sch07] a framework for service fault impact and recoverylyamisiis devel- purpose
oped. Its idea is to start from an actual or assumed resoaiiceef and to

retrieve affected services and customers. The framewarkilarefore be

used on a short term perspective to decide about actionstakbe and also

on a mid term perspective to identify critical resourcesclihian serve as

input for further planning activities. The framework castsiof a set of com-

ponents depicted in Fig. 3.33 and their interactions whreteaplained in the

following.
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service usage
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QoS t 5: current
measuremen service |
g QoS \ 6: affected

- services
4: affected
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7: service
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3: affected services verificator

N
service
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9: expected cost
systems

2: affected resources __----~

configuration

recovery
management

network and
systems mgmt |\

recovery
actions
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. network
1: resource

failure(s)
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Figure 3.33: Service fault impact and recovery framework [HSS05a]

The solid arrows indicate the general workflow to performithpact analysis resource

and fault recovery. At first, the network and systems manage¢nvhich de- failures as input
notes a resource management solution receives one or nsoace failures

as input gtep 1.

Using the dependencies on the resource level which areinedta the net- impact on other
work topology MIB and in the systems configuration, otheortegses which resources

are affected by the failure can be identified. If there is a.lgard disk failure

on an end system, it is possible that processes running ®sytsiem will not

work properly anymore. Information about affected resesrns transferred

to service managemerdtép 3.

In the service management the services which use the mébnimg re- impact on
sources are identified traversing the dependencies betsegites and re- services
sources. At this point the severity can be derived to somenextlf e.g. a

service is provided using five redundant servers and oneesktlervers is
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currently not reachable, the impact on the service qualay e low. In ad-
dition, the dependencies between services are used tevieetther affected
services. Information about both types of dependenciesnsamed in the
Service MIB (compare Section 3.2). At this stage it would losgible to
draw conclusions regarding the service quality, but thiSQauld not be
implementation independent and is therefore not regardesdifficient. The
list of all affected services including the expected QoSrdeéation is trans-
ferred to the SLA verificatorstep 3. The SLA verificator has access to the
SLA database which contains the SLAs to be considered aresponsible
for determining the actual impact on customers using tHevi@hg steps.

While the QoS is derived by service management in a provodented way,
the quality a user actually receives should also be takendotount in the
impact analysis. This customer-oriented quality has to leasured in any
case as it is used for the definition of customer-oriented SLHAere, this
kind of measurement can be regarded as a control procedutefprovider-
internal derivation result. Therefore, the list of affetgervices is sent to the
QoS measuremenstep 4 and information about the severity of the service
quality degradation is transferred back to the SLA veriticgstep 5. The
QoS measurement component specified according to the w@hkrsichham-
mer intercepts interactions at the SAP and can therefoezrdete the service
quality in a customer-oriented manner since no implememtatependent
knowledge has to be used.

To determine the expected costs for not correctly providiveggservice, the
current service usage by customers (and their users) is tat@account. If

e.g. a service is not working properly, but it is only used by fcustomers
whose SLAs do not contain severe penalties, then the impadbe classified
as low. Prediction models can be applied to get an expecteitseisage for

future time intervals. To get such usage information, tiiecaéd services are
sent to the service usage measurement and predidiep §. The result is

received by the SLA verificator istep 7

To keep the customers informed about the status of the ssrwith respect
to the SLAs, information gathered so far is transferred ®@sM &tep §
which is designed according to Section 3.3.1. From the ct@ttinformation
the SLA verificator can now determine an expected cost fanabver time
for not repairing the resource failure(s). This piece obrniation together
with the resource failure(s) and corresponding repairipogies is reported
to recovery managemergtép 9. It decides which recovery steps should be
performed and tracks the recovery progress. For doing $@sitaccess to
a repository that stores potential recovery measures rdbources. The
customers are kept informed by transferring informationthi® CSM &tep
10).
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3.6 Summary

A summary of this chapter is given in the following to higtiighe contribu-
tions and limitations of the state-of-the-art in compamismthe requirements
of service fault diagnosis.

Workflow requirements The analysis of state-of-the-art workflows con-
centrated on the widely adopted best practice frameworks &hd eTOM
which are assessed in Table 3.1.

| Requirement details | ITIL | eTOM |
Genericity (G1) ++ +
Scalability (G2) + +
Low effort (G3) 0 0
Workflow granularity (W1) - 0
Techniques and tools (W2)| - -
Cross-layer interaction (W3) - +
Workflow monitoring (W4) + 0

Table 3.1: Workflow analysis summary

Both frameworks aim to be generic which in particular appbe ITIL, but generic and
is also fulfilled in eTOM despite of its telecommunicatiomgim. The frame- scalable
works aim to be applicable for large scale-services so tiastalability is

ensured. The effort for implementing the workflows and tmeaintenance

can only hardly be judged as this is very much dependent oscieario and

on the way this implementation is carried out.

The workflow granularity is a major weakness of ITIL as theadgsion of high-level
workflows is very abstract and sometimes even inconsiskeartexample, it workflows
is not clear how to classify an incident as “major” so thataeds a special
treatment in comparison to others. The workflows within thenagement
processes, in particular Incident Management, are notgerét the way that

these subprocesses should interact. While the workflow3 @M are not

further decomposed at a certain level, their derivationtdegs carried out in

a systematic manner until this point.

The tool support in both frameworks is addressed only by iaeimg briefly missing tool
some methods which may be applied. It is basically limiteditong refer- support
ences which are not really integrated into the presenteéfioors.

The collaboration across layers is addressed in eTOM in ehrmare sys- layer structure
tematic way than in ITIL. The layers are clearly separated imay that is in eTOM
suitable to the general scenario. An advantage of ITIL isabsignment of preferable
roles which can however easily be adopted by eTOM. For théfioov mo-

nitoring the notion of key performance indicators is inwodd in ITIL which
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is a useful method to monitor the performance of the faulgiasis. eTOM
does not provide a direct assistance for this.

extension of As a consequence, an extension of the workflows in ITIL andMT@eds
eTOM to be carried out as these workflows are not detailed enougieems more
promising  promising to use eTOM as basis for this due to the systematiordposition
of tasks and the suitable definition of layers. Tool suppast lbeen identified
as a major challenge which is often crucial for implementangorkflow in
practice.

Management information repositories The section about management in-
formation repositories presented four standards and teeareh approach
“Service MIB”. It should be noted that Internet Managememnd £IM are
much more concrete than SID and in particular CMDB so thajutdgment
of the latter ones is based on what would be expected from plementa-
tion. The same holds for the Service MIB. The assessmeneahtinagement
information repositories is given in Table 3.2.

| Requirement details | SNMP | CIM | CMDB | SID | SMIB |
Genericity (G1) - + + + +
Scalability (G2) + - 0 0 +
Low effort (G3) 0 - 0 0 0
Scope of managed objects (M[L) - 0 + + ++
Fault management attri. (M2) + + 0 + +
Dependencies (M3) - 0 0 0 ++

Table 3.2: Management information repositories summary

scalability Apart from SNMP (Internet Management) that is mainly lindit® Internet
limitations in  devices, the information repositories are not limited tgec#ic application
CIM  domain. The scalability of SNMP can be regarded as posisviisaMIBs

are widely adopted. In contrast, the very detailed modeinGIM makes

it difficult to model even small scenarios with the model. U$SICMDB,

SID and the Service MIB clearly address this goal, but it caroe finally
concluded for SID and the Service MIB to what extent it candsched. The

low effort requirement is closely related to the scalapilit this context.

limited scope in  The scope of managed objects is limited to resources inletdlanagement

SNMP and CIM  which also applies to modeling in CIM. Implementations of tBMDB and
SID should in principle contain service related informathich is in focus
of the Service MIB.

fault Within the limited scope of Internet Management and CIM fauthnagement

management attributes are considered. The high-level nature of CMDBsdaot give de-

attributes  tails about this issue, but it should in principle be covetatbrmation about
addressed  thjs should be contained in implementations of SID and theiSe MIB.
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3.6. Summary

A major drawback of today’s approaches is the modeling ofeddpncies limitations of
(see also the detailed analysis in [Mar06]). Dependendieshat covered dependency
by Internet Management in a direct manner, but they are higdediffer- modeling
ent places. CIM contains several dependency classes whachnated to
resource-oriented management and are not suitable foretdsrof service-

orientation (e.g. since a service is defined as being prdwdea single host).

The CMDB recommendations only state that component worlsflsiould

be described which indirectly refers to the dependenciédevin SID such

information is also not treated in detail. The Service MIBaiin particu-

lar to fill this gap and specifies the dependencies in the tzlon of service

attributes.

In sum, SID and the Service MIB are promising approacheshware cur- specific service
rently addressing the limitations that have been statedth@se models arefault

not fully specified yet, this thesis will provide an own mod&lored to the management
specific needs of service fault diagnosis. It incorpordiesiependency mod-model in this
eling that has been devised in [Mar06]. thesis

Fault management interfaces Apart from briefly referencing the genericspecific
recommendations that are given in ITIL and eTOM for the serdesk func- approaches for
tion and the CRM processes, two approaches were analyzexgth tbr im- service fault
plementing a fault management interface. While the CSMainatdetailed management
workflows and provides templates for information to be exteal, the IA

gives a specific method to collect information for symptompomrting. The

contributions and limitations of these approaches aredlddtm Table 3.3.

| Requirement details | CSM | IA |
Genericity (G1) + +
Scalability (G2) + +
Low effort (G3) 0 0
Symptom reporting function (F1)) + +
Symptom prediagnosis (F2) - +
Plausibility checks (F3) 0 +
Change of reports (F4) + 0

Table 3.3: Fault management interfaces summary

The CSM and IA are not limited to specific kinds of services Isat they generic and
fulfill the genericity requirement. Their implementatiortiae LRZ (partially scalable

in case of the CSM) shows that these concepts are also usefarde scale approaches
environments. The effort for maintaining the CSM and IA deg® on the

actual implementation.

The possibility to report symptoms is addressed by bothaggbres, but in workflows in
a different manner. The CSM recommendations provide woslsflof what CSM, decision
needs to be done (in a greater depth than ITIL/eTOM), whige #hproposes trees in IA

a special methodology for collecting the information. Tleptom prediag-

nosis (including e.g. the attempt to reproduce the rep@yatptoms) is not
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explicitly addressed in the CSM, while it is a feature of tAedecision tree
that may contain specific tests. Plausibility checks aremx/by the CSM in
a way that at least the identity of customers should be venifieen reporting
certain symptoms. The IA can again include specific testsardecision tree.
Further workflows for changing reports are detailed in th&/CE contrast,
the 1A did not specify workflows to change reports expligibut it is possible
to design specific decision trees for this.

As a consequence, the service fault diagnosis should makefusoth the
CSM and the IA where the IA should become part of the CSM impleta-
tion. The reporting workflow should then be carried out whk €CSM and
should resultin a formalized symptom report that shouldesas basis for fur-
ther investigations. An organization that uses third pattigservices should
demand that CSM interfaces are also provided for these subsg so that in
particular appropriate fault management information svjted.

Service symptom diagnosis The section on fault diagnosis methods fo-
cused on a set of techniques that have been applied to fagihadsis using
passively monitored events. In addition, recently devettjechniques for ac-
tive probing have been highlighted. An overview of theiresssnent is given
in Table 3.4.

| Requirement details | MBR | RBR | codebook| CBR | probing]

Genericity (G1) + + - + +
Scalability (G2) 0 + + 0 -
Low effort (G3) - - - 0 -
Learning capability (S1)| - 0 - + -
Early matching (S2) 0 0 0 - n/a
Multiple root causes (S3) + 0 - - 0
Testing (S4) 0 0 0 0 +

Table 3.4: Service problem diagnosis summary

Except the codebook approach all the presented technigees arinciple
able to deal with issues on the service level. Limitationstebor the code-
book approach where all information has to be encoded irgatinrelation
matrix which may not be possible for arbitrary relations ba service-level
(e.g. concerning SLA conditions and redundancies). Howeverkarounds
to enable the codebook approach to deal with service-telatermation may
be feasible.

The scalability of RBR and the codebook approach has beereprdue to
the widespread use of these techniques. The same holdsagbeifor MBR
and CBR even though these methods are not applied by mangngemkttive
probing techniques have only been tested in demonstratgiarss yet.

The maintenance issue is closely related to the capabfliyese techniques
to adapt to new situations when the service implementatsrbeen changed.
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3.6. Summary

This issue is a serious challenge for all techniques wherR G&s a slight
advantage with its learning capability. Maintenance peoid have been re-
ported mainly for RBR techniques, but they are also giverM&R models
and codebook input graphs. For active probing it is also searg to adapt
the combination of probes according to the implementati@nges.

The learning capability of CBR is an advantage of this metioodhe learn- learning
ing criterion, but also RBR has the advantage in comparistmather tech- capability
niques that the reason for a failed correlation can be mai¢yadentified by

checking the rules that have been involved in the correlatio

Early matching means to automatically identify the relasioip of symptoms automated
which should be possible for MBR, RBR and the codebook ambrgde- symptom
pending on the instrumentation of the system). In a pure GR#Raach each correlation
symptom would be treated separately so that this matchingdvmt be obvi-

ous. This criterion is not applicable to active probing véhall symptoms are

triggered by the method so that no matching of input fromedéht sources is
necessary.

A single root cause assumption does not have to be made in MBRBR, single root
even though it is frequently used in the latter approach. dduebook ap- cause
proach is designed for a single root assumption and for teescan CBR it assumption
is also typical that a single case describes a more freqiteatien with only

one root cause. As the term active probing is used here to suizerseveral

methods, this feature depends on the actual implementation

Apart from active probing, the four other methods are agbiagsively so that testing
no tests are carried out to improve or verify the correlatesults as part of
the automated diagnosis.

As explained in Section 3.4.6, it is possible to combine #ahhiques pre- combination of
sented above for which a variety of possibilities exists ffi€ilties in the RBR, CBR and
application of MBR, which would require a detailed modelofghe service active probing

behavior, and the codebook approach, which has some liarisatoncerning Promising

its modeling capability, make it seem promising to combiiRRand CBR.

This combination seems useful to link the representatiogesferal know-

ledge (RBR) and specialized knowledge (CBR). In additiartiva probing

techniques should be integrated in order to improve andyire correlation

result.

Embedding into overall management solution The section on SLA mana-methods for
gement provided some general background information ons3rd QoS pa- service
rameters. For building a consistent approach to serviderfeanagement and management
service management in general, three methods have beanimés Mana-

gement by Business Objectives and Schmitz’ Impact Anabrgsapproaches

for the phases in service fault management following theiserfault diag-

nosis in this thesis. Garschhammer’'s QoS Measurementagpie useful in

the context of SLM. An assessment of the approaches is givéalle 3.5.
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| Requirement details | MBO | Impact| QoS meas|
Genericity (G1) + + +
Scalability (G2) + + +
Low effort (G3) 0 + 0
Impact and recovery management (E1) + + -
Service management (E2) 0 0 +

Table 3.5: Embedding into overall management solution summary

generic All three approaches do not have limitations for the sessicebe managed
approaches and they all are also aimed to be applicable for large-saataces. While
MBO is based on ITIL, the two other approaches are compl@tiie¢ gener-
icity of the MNM Service Model. A low maintenance effort is @wf the
major goals in the Impact Analysis. It is not explicitly tatgd in the MBO
and QoS measurement approaches.

collaboration MBO and Impact Analysis are basically addressing the sasugiand are in
with Impact  principle suited for collaboration with the approach depeld in this thesis.
Analysis  However, the joint work in the past [HSS05b, HSS05c¢, HSSfiidhe devel-
opment of the Impact Analysis has always addressed a coohliifegmation
modeling for both approaches which should allow for an easypling.

collaboration The QoS Measurement is suitable as an SLM management solitio the
with QoS same abstraction level as the one of this thesis. In additltm method’s
Measurement monitoring results can be used as input for the diagnosis.

Conclusions The major steps that result from the analysis of related work
are the following.

1. A workflow has to be developed that details the steps fariceifault
diagnosis. Itis useful to design it as a refinement of e TOMre/lagpro-
priate and also to include some aspects from ITIL.

2. Information required for service fault management habecspecified
making use of CIM, SID, and the Service MIB concepts. For depeacy
modeling the work from Marcu can be extended.

3. The CSM interactions should be used in combination witldé&ision
trees. The IA output has to be refined so that it can be usegasfior
an automated fault diagnosis.

4. An architecture for performing the service fault diagedss to be de-
veloped. It should combine RBR, CBR and active probing teqpkes to
fulfill the requirements given.
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In this chapter, which forms one of the main contributiongto$ thesis, a
framework for service fault diagnosis is developed. Thdra¢éoomponent of
the framework is a hybrid event correlator which perfornesfeult diagnosis.
This kind of correlation is calledervice-oriented event correlatiomcontrast
to the correlation found on the resource level.

The idea for the development of this component, i.e. thevabtin for apply-
ing event correlation techniques to service fault diagh@sgiven in Section
4.1. The idea leads subsequently to a refinement of the ssgairts identi-
fied in Section 2.4 into technical requirements which isiedrout in Section
4.2.

For the development of the framework a workflow is defined ioti®a 4.3
which describes the steps to be taken using UML activityrdiang. The steps
are used in the following to identify necessary componeaoitgtie service
fault diagnosis framework which is done in Section 4.4. Acsplesection
(Section 4.5) is dedicated to the event correlation compbdescribing its
detailed architecture.

An object-oriented class model and further artifacts aecsied in Section

4.6 to model different kinds of information needed for therelation. For the

application of the framework to a given scenario some nmetie discussed
afterwards in Section 4.7 which are helpful to assess tleetfeness of the
framework’s application during operation.

Furthermore, a joint framework for service fault managemisrpresented
which is formed by the developed service fault diagnosistiogr with
Schmitz’ service fault impact and recovery framework [Sgh@ee Section
4.8). An assessment of the achievements with respect tetjoerements and
a short summary conclude this chapter.
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4.1. Motivation for Service-Oriented Event Correlation

4.1 Motivation for Service-Oriented Event
Correlation

As outlined in Section 3.4, event correlation techniquegharoven to be event

useful for fault diagnosis in the area of network and systerasagement. In correlation for
this area they correlate events describing symptoms ofpewt&d network network and
behavior to automatically retrieve more meaningful evevith regard to the Systems

root cause identification. Their application leads to a ctidu of the number Management
of potential root causes so that only a few remaining cand&dhave to be

checked by operation staff.

The idea for dealing with user reports concerning serviaityudegradations user symptom
IS to treat these reports in a manner which is similar to tleegssing of net- reports as input
work and systems management events. In addition, symptetasted by the for event
provider’s service monitoring should also be included mékent correlation. correlation

Targeted benefits The aim is to allow for automation in the service faukkarly matching
diagnosis which is a key contribution to making the diagaosore efficient of reports for
and consequently save costs for the fault handling. Besitlesuse of event effort reduction
correlation techniques on the service level leads to a letioa of user reports

addressing similar faults at an early stage which allowsaforaggregated

processing of these reports so that some duplication of vaorielated user

reports can be avoided.

Apart from being more efficient, the automated mapping séves in the timeliness
event diagnosis phase and therefore helps to minimize thelbevent reso-

lution time. This is very important with respect to SLAs wiiaften contain
statements like mean time to repair (MTTR) or mean time bebwilures

(MTBF) guarantees.

Extension of correlation techniques The event correlation techniqueservice event =
which are applied to network and systems management do matepsuit formalized

to all characteristics of service management. New chatisragise for the report about
definition of service eventsvhich denote the formalization of a user repoférvice quality
about a service quality degradation. In addition, the tepes often use bi- degradation
nary states, i.e. either assuming a fault or no fault in a comept at a given

point in time. This is not sufficient for service managementjaality degra-

dations (in terms of SLA definitions) have to be dealt with.isTé.g. relates

to transactions which take longer than promised so that omaeooe of the

transaction steps have to be identified as being not contptighe time con-

straints. Therefore, a single root cause assumption is cudpdable for a
service-oriented environment.
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4.2 Refinement of the Requirements

refinementw.r.t. The requirements (compare Section 2.4) are revisited vagipect to the

event choice of event correlation techniques for the diagnosiefilhement of some

correlation idea requirements is given which is a consequence of the chaistite of event
correlation.

no limitation for General requirements The use of event correlation techniques must not
services have an influence on the kind of services for which a diagnceisbe per-
formed (requirement G1). It should still be applicable ty &md of service
according to the definition given earlier.

no limitations Some event correlation techniques make assumptions whecha accept-
from common able for the framework. The assumption that there is only rmoé cause
event at a given point in time is not favorable for real world scéosr Modeling
correlation |imitations such as only binary states which do not allowrfaxdeling qual-
assumptions  jty degradations or the assumption of non-redundant sera@nagement are
also violating the genericity.

correlation  An important criterion with respect to the scalability {erion G2) is the cor-
performance relation performance. While it is very critical in networkdasystems ma-
nagement where hundreds or thousands of events per secamtbHae pro-
cessed in an event storm, the number of service eventsingstribm user
reports is usually much lower. However, these very critmants have to
be matched to a potentially large number of resource evdristhermore,
tests to improve the correlation result may be requestedgltite correlation
which generate additional events.

technigue The way services are provided today has become very dynamidhere

suitable for are frequent changes in the collaboration of services asaseh the con-

frequent figuration of the underlying resources. Therefore, theeadation technique

changes  should allow for an easy update of information needed fordteelation
when changes in the service implementation are perfornrédrion G3).

tool support  Workflow requirements The selection of event correlation techniques is a
step towards addressing criterion W2 since tool supporé¥ent correlation
techniques exists so that it can be assumed that the diagmoshe service
level can build on these tools.

cross-layer The interaction with the CSM interface in this case meanshgprocessed

interaction  service events have to be delivered as input for the everglation (compare
criterion W3). The collaboration between service level assburce level
will require the interaction of event correlation systen#ss it has become
common practice for service providers to use event coroglatystems for
managing the network and end systems, it can be assumeddbatéation
of resource events is already in place within an organingfherwise, the
implementation of the framework also requires the instiaitaof event cor-
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relation on the resource level). For the workflow this meduas &n efficient
way of linking the correlation on both levels has to be depeth

It is desirable to have meaningful metrics with respect &oe¥ent correlation monitoring
which show whether the service fault diagnosis is perfogeisineeded in op- metrics
eration. In order to allow for timely reaction these metsbsuld be available

on time or with short delay (criterion W4).

Management information repositories The management informationcorrelation
repositories have to store all information needed for theetation which technique

comprises the information listed in the requirements eectiln addition, compliant

they have to support the timeliness of the correlation bgraffy efficient data information
structures and retrieval methods.

Fault management interfaces At the CSM interface reports about servicérmalization of
quality degradations have to be transformed into servieatswvhich are in- symptom

put to the service fault diagnosis. Therefore, a formaliraprocedure is reports
needed to translate and enrich reports into the standdrtbzeat of the ser-

vice events.

Service symptom diagnosis The chosen technique should have a learnihgarning
capability feature as the complexity of service composititat is found to- capability
day can lead to an inaccurate correlation knowledge basthanefore a mis-

guided correlation (criterion S1).

The early matching of information (criterion S2) here metarsarly correlate early matching
service events. This correlation has to be based on infasmabout depen-

dencies that exist between the services. Service eventhwdsult from tests

to services can also help to perform the correlation alreadyis stage.

The event correlation has to foresee the possibility thexietimay be multiple multiple root
root causes for the events within a given time window. Thiguneement causes
(S3) is in contrast to the assumptions being made in many @oiah event

correlation tools.

The testing (criterion S4) of resources and services hag timduded into testing of
the correlation workflow. Therefore, the results of suclistetiould be for- services and
matted in a similar way as the other information, i.e. thesailts should also resources
be service events and resources events. There is a tratlewsffany of

these events should be included into the event correlatiocegs (improved

correlation accuracy versus increased correlation tindesfiort).

Embedding into overall management solution The use of event correla-correlation
tion techniques within the service fault diagnosis doesmandate a refine- internal fault
ment of the criteria for collaboration with impact analyaisd SLA manage- diagnosis
ment since it is an internal technique. Nevertheless, Itheilshown later that technique
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the choice of event correlation allows for a deeper linkinghwhe impact
analysis if similar techniques are used for it.

4.3 Event Correlation Workflow

In this section a workflow is developed to detail the stepschvimeed to be
performed in service fault diagnosis. After the preseatatf different ways
how the events are generated, the event correlation workféel is decom-
posed into three steps which are defined according to thereift kinds of
dependencies. The workflow contains several feedback knojpsprove the
correlation result. It results in a candidate list of poi@mesource faults.

4.3.1 Service Event Generation from User Reports

A user would like to report a symptom concerning the servigality which
has to be transformed into a service event. As shown in Fig.id.which
the whole workflow for the service event generation is depicthe symp-
tom is reported to the CSM. Information needed for the serement has to
be gained in a step-by-step workflow because it cannot bareskthat a
user provides all required information on her own. Due torteed to ensure
the information accuracy, symptom reproduction routinmesircluded in the
information gathering workflow. The symptom reception niighd in iden-
tifying an incorrect service usage by the user so that ndéursteps need to
be taken by the provider. However, this information is akscorded to e.g.
update the service’s FAQ pages or to improve the serviceeusexgtionality.

Another possibility is that the symptom is already known @sdreatment

is under way or that the user is not aware of a scheduled nmainte af-

fecting the services. The knowledge about affected ses\iaa be the result
of an impact analysis which has been performed for curramigvailable

resources and unavailable services (especially when giedcfrom sub-

providers). However, the provider should be careful not tsmatch service
quality degradations to known problems which could leadh&odisregard of
newly occurred resource/service problems. Thereforeasoreble policy is
to include symptoms in the further correlation workflow ifuls exist.

If there is no match to known information, some final plaugiochecks are
performed (e.g. using the accuracy of prior reports fronudes to add a cred-
ibility to the report) so that some more information for emsg its accuracy
is added to the symptom report which is now called servicatevieurther-
more, the user may be required at this or at a former stagdherticate (not
shown in the workflow figure). The service event is sent toisermanage-
ment afterwards.
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Figure 4.1: Service event generation from user reports

In addition to the service symptom reporting functionalttye user can also change of
inform the provider that a symptom can no longer be withesgethat a symptom

change in the witnessed symptom occurred. As the updateenit®bhas to reports in
consider the progress that has been made in the processthg ofiginal separate

event, the workflow for this situation is given separateferthe workflow Workflow

for the event correlation (compare Section 4.3.8).

In eTOM the service event generation from user reports wbalgart of the eTOM CRM and
CRM and here in particular of the Customer Interface Managerand the ITIL Incident
subprocess Isolate Problem and Initiate Resolution of tbelBm Handling Management
process. In ITIL it would be part of Incident Management. Tarkflow mapping
integrates ITIL's recommendation to match incidents towmngroblems or
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maintenance information.

4.3.2 Service Event Generation from Provider’'s Ser-

vice Monitoring

The provider tries to avoid the reporting of service quatliggradations by
users as these already imply a user inconvenience havingredc As ex-

plained in Section 2.3, three kinds of monitoring can bemstished. On the
provider side the service is monitored using the internakWkdedge about the
service configuration. This kind of monitoring can paryadtill be regarded
as resource monitoring since - in addition to the accesslieesuices - the
resources of the service are accessed directly. Even treougti-configured
internal service monitoring can detect a large part of themttal symptoms,
this kind of monitoring should not be regarded as sufficiénte to the com-
plexity of the collaboration of resources and services m gbrvice imple-
mentation, it is likely that some symptoms can only be dettetssuming
an external perspective. Virtual users can be installecthvperform typi-

cal user interactions at the SAP. However, this monitoriagnot track all

potential symptoms either since real users may use anotheof/gervice ac-
cess. Therefore, the client code could be instrumentedikectanformation

needed for service monitoring and fault diagnosis.

The idea for dealing with symptoms recognized by the senvioaitoring is
to integrate them in a similar manner into the correlatiomkftfow. This is
performed by generating service events out of these samicetoring-based
symptoms.

The monitoring itself is done on a regular basis and on demahd regular
monitoring is defined according to the offered functionedif their QoS para-
meters, as well as the customers and their SLAs. In additiomanitoring the
quality of the own services, it is also useful to check thelelity of third-
party providers. The on demand monitoring (i.e. specifits)ds needed for
improving the correlation result and is part of the coriielatvorkflows (see
below).

In eTOM this workflow for the regular monitoring of serviceslaced in per-
spective of service management, more precisely the suégsddonitor Ser-
vice Quality in Service Quality Management. If service @gdrom suppliers
are involved, it also tackles the S/P Problem Reporting aadadement and
the S/P Service Performance Management. In ITIL it is paiPobactive)

Problem Management.

4.3.3 Resource Event Generation

The vendors of devices usually define a set of events whiginatie from
the equipment (e.g. via SNMP traps) in case of symptoms. heratom-
mon way of event definition is their specification for the need network
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management tools. Complementary to these given eventSaddikinds of
resource events may have to be defined and generated witdtteésSLAS.
For example, high utilization of a link or high CPU loads ac¢ regarded as
faults in terms of resource fault management. These issaedseamted within
resource performance management. However, these ciranoest may e.g.
lead to delays in the service usage which could endangemtteead service
quality. As a consequence, service fault management wihschdeals with
service performance degradations (as defined in the defirafiterms in Sec-
tion 2.1) has to collaborate both with resource fault mansge and resource
performance management. For doing so, additional resewsr@s have to be
defined to indicate resource performance issues (e.g. CiRkation thresh-
old exceeded, link utilization threshold no longer excede

Supplementary to waiting passively for events active ngsfirocedures are events from
in place to check the proper operation of the resource imfretsire. Similar active tests
to the service level these active tests should happen onutardepsis (e.g.

depending on the importance of resources, their redundéikejihood of

failure) and on demand. The on demand tests are helpful fprawing the

correlation result. They are part of the correlation wonk#o

This workflow is part of resource management in eTOM, spetdifiof Sur- eTOM Survey
vey and Analyze Resource Trouble in Resource Trouble Manageand of and Analyze
Monitor Resource Performance in Resource Performance géament. In Resource

ITIL it is part of (Proactive) Problem Management. Trouble
mapping

4.3.4 Service Event Correlation

As described within the generic scenario (see Section th@e kinds of de- three correlation
pendencies (inter-service, service-resource, interreg) are distinguished.steps for three
The idea of the correlation workflow is to differentiate beam these kinds of kinds of
dependencies in defining a correlation step for each of thaiohwis done in dependencies
this and the following two sections.

The motivation for the separation is to reduce the numbermtérmdially re- motivation for
lated events within the steps. The service events and eseuents that are separation
present at the start of the correlation are usually not tyreelated so that it

is not reasonable to put them together right from the begmnirherefore,

service events are correlated to other service events sodtralated service

events are received which now need to have a mapping to therceslevel.

Similarly, resource events are correlated to other resoevents in the first

place. Depending on a given scenario it may be reasonablglitaup the

correlation even further, e.g. by dividing the events adowy to the network

region. The separation also has the advantage that serwiceesource ma-
nagement are still clearly separated as proposed by eTOM.

In the correlation of service events an early matching aftesl events is tar- early matching
geted. The aim is to identify one or more services out of theokeffered
services which are likely to suffer from a fault within a cormmresource.
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servA servB é servC services
l >< l ><l dependencies
servD servF serve subservices

Figure 4.2: Example of service dependencies (lightning denotes sympgports)

The following example helps to understand what is achienedis step. The
assumption of the example is that all actions happen witlgiven correla-
tion time window. A provider offers services servA, servBn&C to custo-
mers and uses subservices servD, servE, servF for theinahtesalization.
Their dependencies are given in Fig. 4.2 in a simplified whg (hodeling of
dependencies in subject to Section 4.6). If there are sepuents for servA
and servB, but not for servC, it can be concluded that a fautlié resources
of servD would explain the symptoms for servA and servB. Beisms to be
more likely than to assume independent faults in the resswtservA and in
the resources of servB. As there is no service event for sérigess likely
to assume faults within servE and servF as faults withinglsesvices would
also lead to faults in servC, but no events have been repfotedis service.
In general, it can be witnessed that additional tests angfiidb clarify the
situation. Test interactions could be performed at servBhémitor whether
this service is working as expected.

Fig. 4.3 depicts the service event correlation workflow. $tating point is
a service event which has been generated via the CSM or thieesenoni-
toring. The latter denotes symptoms detected by the proundernal service
monitoring or the virtual users which perform tests of theviee. An event
store within the service event correlator is accessed tevetevents which
may be related to the current event and the correlation i®imeed. After
that, correlated events for services whose resources nmgindhe originat-
ing root cause(s) are generated and service events begngsting for further
correlation are stored back into the event store. In casedirelation result
is not satisfactory, a feedback loop is contained to geeam@dlitional events.
These events result from tests of the services being offered

The event correlation can foresee a different treatmentvents depending
on their source which is based on trade-offs for the providasents which
originate from user reports have to be addressed in any ocasesure the
fulfillment of SLAs. For service events originated from seevmonitoring
and service testing it is not necessary per se to identifydbecause of the
symptom since these may not necessarily affect users @@&attion 4.3.9).
Due to the configuration of service monitoring and servicting to ensure
the fulfillment of SLAs, the symptoms are usually also tratkewn to orig-
inating faults. The criteria for this are the expected impHche potential
root causes of the symptom as well as effort consideratmmité root cause
analysis. The latter criterion should be used to deternmheeotiority of the
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customer service service supplier/partner
management management management

send service event to generate service event
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related service events
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service events

correlate
service events

perform additional
service tests

[additional
tests required]

[correlation
finished]

send subprovider
service events

send correlated
service events
to aggregated correlation

.

Figure 4.3: Service event correlation using inter-service depen@snci

decide on reporting
to supplier

analysis.

If a correlated service event shows that a service substcifilmen a sub- service event
provider does not work properly, this should be reportecheogubprovider forwarding at
via its CSM. Since SLAs with the subprovider may containestagnts like a subservice SAP
maximum number of symptom reports for which a guarantequbrese time

is valid, the provider should take care not to report symgtamich are finally

identified as being caused by the provider herself. At tlagesbf the correla-

tion therefore the trade-off between root cause analysedpand effort will

usually favor to wait for the result of the aggregated caitieh.

In eTOM service event correlation would be regarded as aliahgtaf the Di- eTOM Diagnose
agnose Problem subprocess in Service Problem Managemeninellecting Problem
the service quality aspect (see discussion at the end oétiti®s). In ITIL it process
would be considered as part of Problem Management’s ProGlemtrol. mapping
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4.3.5 Resource Event Correlation

The starting point for resource event correlation is a res®avent originated
from the active or passive monitoring of resources. Herssipa monitoring

means to react to events being issued by the managed resowtike active

tests perform actions to check features of the resourceslasto the service
event correlation, a feedback loop is in place to generadéiadal resource
events for the correlation which are the results of actig®uece tests. The
result of the correlation on the resource level is a set ofetated resource
events which are transferred to the resource event carrelBle correlation

workflow on the resource level is depicted in Fig. 4.4.

service resource
management management
passive resource active resource
event detection event detection

l

retrieve potentially
related resource events

send resulting

resource events

correlate perform additional
resource events resource tests

[additional resource
[correlation tests required]
finished]

send correlated
resource events
to aggregated correlation

® |

Figure 4.4: Resource event correlation using inter-resource depereten

It is important to understand why the resource event cdioglacannot be
regarded as sufficient for the diagnosis, because one cgsldre that all
broken resources have already been identified by this kirmbwElation so
that additional considerations on the service level areeoptired. For exam-
ple, a correlation based on the network topology might dlyeshow that a
switch is broken. Therefore, one could argue that this tesu be forwarded
to the resource fault management so that the device is eghl&towever, this
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is not sufficient as the provider may already have receivadcgeevents com-
plaining about symptoms caused by the broken switch. As aemprence, a
relationship has to be built to the service events which ctaba provided by
the resource event correlation. Another important asplatiwis not covered
by the resource event correlation are faults in subscribbdesvices. As no
resources of the provider are root causes of the symptontsgrsituation,
resource event correlation will fail to diagnose the roatssa

Even more important, there are resource events which aieainzhs of crit- global view
ical situations with respect to the service offers. Howgtis conclusion given only by
can only be drawn when broadening the local view that is Bl resource service events
events. For instance, thresholds may be defined for theHeraftwaiting

queues within routers. From a resource-oriented persgeexiceeding some

of the thresholds might not be regarded as critical as lonthe® are no

packet drops. Nevertheless, a service event concernirgnaaittion using

multiple of the routers might show that the delay for the s&tion is ex-

ceeding an agreed upper limit. This service event assumiebal giew that

is not given when regarding the routers one by one. Theretbeeconse-

quence of the service event might be to change the routingraesminor

important traffic or to prioritize the transactions.

In eTOM resource event correlation is a recommended metirddé Survey eTOM Survey
and Analyze Resource Trouble subprocess in Resource BrdMdrlagement. and Analyze
It is however not mentioned for the Resource Performanceagl@ament pro- Resource
cesses. In ITIL it would be considered as part of Problem Menent's Trouble
Problem Control. mapping

4.3.6 Aggregated Event Correlation

The result of previous event correlation steps are cogélsgrvice events andaggregate event
correlated resource events which are transferred to theegatgd event cor- correlation
relation (see Fig. 4.5). The service-resource dependemaci&Enow used to workflow
correlate them with each other to identify a candidate lisesources which

are suspected to be not working as required. In additionjceer from sub-

providers may be identified as not working properly.

Similar to the service event correlation and the resoureatesorrelation, a feedback loop
feedback loop is contained to request tests which resuttditianal resource

events for improving the correlation result. Obviouslyisinot possible to

generate resource events for services being subscrib@difthird-party pro-

vider.

An example of the use of the feedback loop is the following. okrelated feedback loop
service event may indicate that it is likely that there is @tfavithin the re- example
sources of a service, but no matching resource event is fatreh, additional

resource tests can be triggered to verify the proper operafithe resources

for this service. Due to the top-down traversal of depenigsrfor diagnosis,

it is not useful to trigger tests for additional service agdmere because this

should be done as part of service event correlation before.

117



information for
impact analysis

candidate list
refinement

Chapter 4. Framework for Service-Oriented Event Correlati

service resource
management management
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service event resource event
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retrieve potentially
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send resulting

resource events
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correlate service events
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[correlation
finished]
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Figure 4.5: Aggregated event correlation using service-resourceraEpeies

At this stage it can be witnessed that the event correla@onatso provide
information for impact analysis if desired. If there areawse faults or re-
source quality degradations, it is interesting to know \wkethe service level
is already affected by this. This can be done by correlatioalteady re-
ported service events or by generating additional serweats using active
tests. However, a complete impact analysis has to includenration about
the SLA conditions.

The mapping to ITIL and eTOM of the aggregated event coimat the
same as for service event correlation. However, this wonkifoat the border
between service and resource management.

4.3.7 Root Cause Candidates Verification

The aggregated event correlation results in a candidatef lissources which
have to be checked using additional more elaborate testatigads. Some of
these methods may require more effort and/or take more tintlead it is not
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useful to directly integrate them into the correlation witow. These meth-
ods can be automated or semi-automated. Furthermorejaddiinforma-
tion can be used at this stage to receive a ranking of the res@andidates.
For example, the experience of the past concerning faiatesrof resources
can be used (e.g. that software version inconsistenciesiare likely than
hardware failures).

Finally, one or more root causes are identified by the resofanalt manage- transfer to other
ment staff and have to be repaired or replaced. Dependingeohénefit of fault

the improved availability versus the additional effortc@n be reasonable tomanagement
install a temporary workaround for some faults. The decisiow to take care Workflows

of the problems is out of scope of this thesis. It is addrebyeskrvice impact

and recovery analysis.

This workflow is still part of the diagnosis workflow and is marily part of eTOM Survey
resource management in terms of eTOM. However, it also nedukstracked and Analyze
from the service management perspective. In ITIL this pgegefers to the Resource

Problem Management’s Problem Control process. Trouble
mapping

4.3.8 Symptom Report Update

A user may want to report an update of the symptoms to the C$fface. new symptoms
Here, it needs to be differentiated between new symptomsttama@hange treated as

or refinement of information reported earlier. The reporaafew symptom completely new
which does not intend to correct a previously given repontloa treated like input

the input of a new service event in Section 4.3.1. For exangleser may

report that the service is now working properly again whiah then be corre-

lated to the previous service event about the symptoms aaotuh correction

of a previously reported event is also not necessary if thgsym still exists.

In this situation it is sufficient to report the current catiah.

A more complicated situation is encountered if an alreagyprted observa- correction of
tion should be updated. This means that the service everdhwiay already service events
have been processed, needs to be changed. This situatiarisarfor in-

stance if a user has unintentionally provided wrong infdrameand notices it

afterwards. In the workflow (see Fig. 4.6) for dealing witlstsituation it has

to be differentiated between the different processingestag

The first step is to check whether the service event has glteseh correlated. correction
If the service event has not been correlated yet, it can gilmplupdated and workflow
put back into the event correlation workflow. Otherwise,ahde tried to

roll back the correlation of the service event. This meaas &l events that

have been correlated to this event are put back into thelatoe workflow

as uncorrelated events. Such a roll back may be difficult ifiessime has

already passed so that the renewed events are not valid amyp®cause they

are not part of the event correlation window. A roll back mayitmpossible

either if the resource candidate list has been transfeaduktresource fault
management.
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Figure 4.6: Workflow for correcting service events

In eTOM this workflow is part of the Customer Interface Maragat process
and the subprocess Isolate Problem and Initiate Resolofidghe Problem
Handling process. In ITIL it would be part of Incident Managent.

4.3.9 Correlation Failure Backup Workflow

A situation that has not been explicitly regarded in the \ilovks yet is that a

service or resource event may not be correlated and theregarains in the
event store which means that no root cause is identified.CEmsappen in all
of the three event correlation steps. To deal with this sitnascalation times
have to be defined for the events until a manual analysis @&uéets has to be
triggered. For service events from users these escalaties should usually
be quite short so that no time is wasted until the manual ladioa starts. For
these kinds of events this situation should normally notpleap while it can

be tolerated that some more resource events are generatedgaded.

The escalation times do not have to be mixed up with evenelaion win-
dows which specify time intervals being used as basis foctineslation. The
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Figure 4.7: Workflow for dealing with uncorrelated events

provider has to take care of these additionally.

The workflow for the backup solution is depicted in Fig. 4.¥eBts that have steps of backup
not been correlated in the service event correlation, resoevent correla- workflow
tion, or aggregated event correlation are reported to aefault management

and resource fault management. Here, criteria with redpesstimating the
importance of the event are used to decide that a solutionléhe found

in a semi-automated or manual fashion. These criteria areei@ on the
potential impact that the event might have so that statiotegkass condi-

tions or methods from the impact analysis can be appliedsptint. If root

cause candidates should be identified for this situatiogvipusly recorded
knowledge about similar situations should be applied ifilalzée. Finally,

root cause candidates for the uncorrelated event are egpmrresource fault
management.

In eTOM this workflow would be part of the Diagnose Problemsuoisess matching to

in Service Problem Management for service events and foStiveey and different layers
Analyze Resource Trouble subprocess in Resource Troubtagésment for in eTOM
resource events. In ITIL it would be considered as part obfm Manage-

ment’s Problem Control.
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4.3.10 Workflow Summary

In Figure 4.8 a summary of the event correlation workflow igegi(an im-
provement of the proposal in [HSS04]). It shows the main egerrelation
workflow making use of the partial workflows which have beesberated
so far. Gray boxes indicate workflow steps which have adutiy been in-
troduced for the service-orientation in contrast to theneéeerrelation on the
resource level.

On top the sources of events are depicted. For the servicesabere is a dif-

ferentiation between the passive reception of events a8 interface and
the active monitoring of services. For the correlation oa tésource level
events result from active and passive monitoring of ressircThe events
are correlated separately in the first place in the servieatesorrelation and
the resource event correlation. The correlated eventsoaveafded to the
aggregated event correlation. As shown in the figures fotthee correla-

tors, feedback loops are available which trigger addititests of services or
resources. The aggregated event correlation results indidzge list of re-

sources and subservices where the latter ones have beeniset$rom other

providers (otherwise, it would have been possible to idigitiie resources of
the subservice). In case of uncorrelated events the backuddlow is used

to find root cause candidates (resources and/or subservi€ke resources
contained in the candidate list are then checked via theiresammanagement,
while service events concerning the subservices are eptrtsubproviders
via the corresponding CSM interfaces. In the following apatt analysis of
assumed or verified faults can be conducted (see discussierction 4.8).

4.3.11 Relationship to ITIL/eTOM

The workflow which is defined for the service fault diagnosis be regarded
as arefinement of ITIL and eTOM processes [Han07] (compacedpe3.1).

In ITIL it covers both the Incident Management and Problermitgement
processes. The service event generation from a user repaoitivibelong
to Incident Management so that a service event is similantoeident in
the first place. However, the symptom reproduction, plalitsilchecks, and
comparison with known errors/maintenance steps try to avgpthe quality
of service events so that they get more meaningful than simpldents. The
later workflow steps can be regarded as a refinement of Prademagement
by defining more detailed steps of what has to be carried out.

In eTOM the defined workflow is a refinement of the Assurancegss. It
starts from the Problem Handling process via Service Prolfanagement
down to Resource Trouble Management. While event corogldéchniques
are briefly mentioned as a technique which can be applieddsp&ce Trou-
ble Management, it is a new concept to use these technigse$oalService
Problem Management. In particular, the Diagnose Probldpregess is de-
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Figure 4.8: Event correlation workflow
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tailed for this purpose.

In eTOM a differentiation is made between fault managemenit erfor-
mance management which is used for the different layers.e/this differ-
entiation has proven to be useful for network and systemsagement, the
difference between these functional areas is fuzzy on tiveceemanagement
level. It is not clearly defined in eTOM what a service faulingontrast to
a service performance issue and as the discussions inrgaatis of the the-
sis show there is no real difference. Performance managemnehe service
level has to collaborate with performance management oremurce level,
but also with fault management on the resource level as & daulalso af-
fect the service quality without resulting in a complete waibility of the
service. As it will be shown later, the methods for fault aretfprmance
management with respect to the diagnosis are applicablettofbnctional
areas. Instead, it is preferable to clearly make a distindbietween moni-
toring and analysis workflows (splitting up the joined Synad Analyze
Resource Trouble process and clearly locating the servaretoring).

4.4 Event Correlation Framework

In this section a framework is developed for supporting tleekflows de-
veloped in the previous section. The starting point is a Bfia@ framework
whose components are detailed in the following subsectidspecial section
(Section 4.5) is dedicated to the event correlation compbaoe the service
level.

The simplified event correlation framework is depicted ig.F.9. On the
service management level an event correlation componémiisce to per-
form the service event correlation and the aggregated eeerdglation. Even
though these steps have been logically separated in theflawyht will be
shown that these are very similar in nature and can theré®executed by
the same component. The resource event correlation isrpetbby a com-
ponent being part of resource management (resource eveakator).

Input for the service event correlation is received from@ustomer Service
Management which denotes a component designed accordlranger and
Nerb’s CSM (compare Section 3.3.1) and from the QoS probmdgaeasure-
ment. The latter component performs tests of the servicktgoa a regular
basis and on demand according to the work of Garschhamnmmip@e Sec-
tion 3.5.2). For the communication with subproviders otG&M interfaces
are used, in particular to check whether a fault is locateédiwa subservice.

At the service management level two kinds of repositoriesused, namely
the Service MIB (compare Section 3.2.1) and repositories sioring
correlation-related information. The correlation inf@ton generator is used
to transform information contained in the Service MIB sottih@an be ap-
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Figure 4.9: Framework for service-oriented event correlation (sifrgai version)

plied for the correlation and stores it to the correlatiotalase.

Customer Service Management In the workflow (compare Section 4.3.1)CSM for user
service symptom reports from users are transformed intocgeevents. As interaction
shown in the examination of related work, the CSM approachbeadetailed

towards this purpose. It is depicted in Figure 4.10 showiagnteractions

with other components. Since the CSM is a broader concepthforex-

change of service management related information, thbdugxamination

focuses on interactions related to service fault diagnosigarticular the en-

try, change, and withdrawal functionality of user reports.

While CSM states that such a functionality has to be proviaedconsider- integration of
ation is made about the possibilities of its automation.réfuge, the idea is Intelligent

to integrate the IA concept (compare Section 3.3.2) inteahinteractions as Assistant

it allows for a formalized entry of the symptom informatiomish requires

no involvement from the provider. Implementation optioosthe IA can be

web-based front ends or speech dialogue systems. Thenateespecially

be useful as an out-of-band communication mechanism in afadata net-

work connectivity problems between user and provider.

The provider has to define a format for the service eventsagung infor- design of IA
mation such as the service, time of symptom occurrence, 8&Fcompare decision tree
Section 4.5.3) and design a decision tree for the IA. Thesitmtitree has to
be traversed so that all the required information is reqekdt should include
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Figure 4.10: Customer Service Management component

situations where the user has made a mistake in the senage ushe traver-
sal of the decision tree has to comprise tests of the sengel,isubservices
and resources in order to try to reproduce the symptoms.eTiests may re-
sult in additional events apart from the service event isgmbice or resource
symptoms are detected. The detection of such a symptom abedlow to

discard the original service event since it is needed fah&rrinformation to

the user concerning the symptom treatment as well as faststat purposes.

link with known The traversal of the decision tree has to be tied to the knavwors main-

errors/  tenance information. Each step may be linked to resourcésubservices

maintenance so that it can be indicated to users when a symptom for theseirees or
(sub)services is already known.

input quality The automated processing of the input makes it necessargvio fieliable
assurance input information. Therefore, the credibility of the useport has to be en-
sured, especially if an automated reproduction of the sgmps not possible
or has failed. The user should be required to provide cremend verify her
identity. A credibility score could be calculated from fagnreports of the
user also considering other factors like SLA penalties.

update of The user may access already reported symptoms which hawé¢rbasformed
reports to service events and may withdraw or change the symptonrtreygoch
should also be possible when using the CSM. It may also ieclhd IA if a
special decision tree is designed for correcting and adidiiogmation. The
considerations for the workflow can be found in Section 4.3.8

motivation Qo0S probing and measurement The provider needs to have the possibility
to monitor the quality of service which is actually delivér® users (com-
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pare Section 4.3.5 why a pure monitoring of resources is ufitent). As
explained in Section 4.3.2 an external perspective is rie&mlenonitor the
services in addition to the provider-internal service nbanimng.

As shown in the examination of related work (compare Secd@n?2), the use of QoS
QoS measurement procedure proposed by Garschhammer [GarOde ap- measurement
plied for this purpose. This procedure is based on measthi@dgoS via methodology
tracking the interactions at the SAP. For the service monigahe idea is to

simulate typical user interactions to test the offerediserfunctionalities. In

case of a detected service malfunction a service event srged which is

input to the service event correlator similar to the senagents generated

from customer reports.

This kind of testing methodology should also be applied leyitovider to test use also for
own subservices as well as subservices from subprovideisalso helpful subservices
for the early detection of symptoms prior to customers.

The QoS probing and measurement is not only used for theceananitoring on demand test
on aregular basis. Itis also applied for the feedback loaptths been definedfor feedback
for the service event correlation. loops

Resource management As the service implementation is based on reaotivation
sources, a resource management component is needed.kfisnelside the

event generation and correlation workflow steps on the resdavel as well

as for the examination of the resource candidate list. Asgmd in the re-

lated work chapter (compare Section 3.4) a lot of researshalvaady been

carried out in this area resulting in suitable commercidl @pen source prod-

ucts.

Resource management has to contain an event correlatigoor@nt to cor- event

relate resource events. The correlation algorithm in 8ecfi.5 includes a correlation
proposal how to perform the correlation on the resourcel lé it is also component on
possible to use another approach here. Most likely ruledasasoning is resource level
applied since this approach has been adopted by most vendors

It is important to note that additional resource events Havee defined to SMONA use to
serve the correlation on the service level. In Section 343N ONA archi- enrich events
tecture is referenced which can be applied for this to ereignts. Apart

from the abstraction of vendor specific information, it canapplied to gen-

erate events for the needs of service monitoring and fosemseemponent for

instrumenting the monitoring accordingly.

In addition, it is necessary to have means to actively tesstnees and to gen-resource testing
erate additional events from the resource monitoring. Thisstraint arises

from the feedback loop in the resource event correlationthadggregated

event correlation.

Resource management needs to have knowledge about thekétpwology information
and the configuration of systems which is needed for the latiwa on this required
level.
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service event Service management Several components belong to the service manage-
correlator ment. The most important of them in the context of servicédt fdiagnosis
is the service event correlator which is used to correlateige events with
each other and with aggregated resource events. Theréfoagries out the
service correlation and aggregated correlation stepsetkfinthe workflow.
Details on the design of this component are given in Sectibn 4

Service MIB  For supporting the service management a Service MIB aaugridi the de-
sign of Sailer is needed which stores information necesargervice ma-
nagement (compare Section 3.2). It contains in particllarimter-service
dependencies and service-resource dependencies. The dpaSepers for
the services are also contained in the MIB which is importanthe QoS
probing and measurement.

Service management also needs interfaces to communidatewiaproviders
using the provided CSMs.

The workflow in service management, i.e. the tracking of theméprocessing
should be supported by a TTS. This system should also becaitplisupport
the manual diagnosis and should keep statistics to momepérformance
of the service fault diagnosis.

figure of Framework summary As a summary a complete figure of all framework
complete components is given in Fig. 4.11 which is explained in théofeing in com-
framework  parison to the simple framework depicted at the beginniniisfsection. It
already contains details of the event correlation desigichvare motivated
and presented in the next section.

framework The framework is divided into the three layers CSM, serviemagement, and
layers resource management, and additionally contains a CSMateto suppliers
which reflects the eTOM structuring of management layers.

CSM layer The CSM uses the IA decision trees for formalization of therusput and
performs tests of services and resources during the tavefshe tree by
using the corresponding management units.

service On the service level the QoS probing and measurement is msipe for
management the regular and on demand testing of services. Some defdite service
layer event correlator are shown in the figure, i.e. its rule-basadoning and case-
based reasoning modules. Accordingly, the correlatiomkadge is split up
between a rule database and a case database. The genefatorelation
knowledge out the Service MIB which contains service coméigian infor-
mation is explained in the following section. For the admsiiration of the
correlation workflow a TTS is in place which is mainly collabbng with the
event working set and the CBR module.

resource  On the resource level a management system is required whinthins a cor-
management relation component together with a correlation knowledgseb This know-
layer ledge base makes use of network topology and system cortfyuiaforma-
tion.
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Figure 4.11: Framework for service-oriented event correlation (refimetsion of
[HSO05])

4.5 Hybrid Event Correlation Architecture

In this section the design of the event correlator which i$ piservice ma- section outline
nagement is explained in detail (compare Fig. 4.12). As altre§the exam-

ination of the event correlation techniques in Section & ybrid correlation

architecture has been chosen. Its motivation and basid¢ectire which also

explain the interaction of correlation components aremivethe beginning.

This verbal description of the workflow is then transformethia pseudocode

algorithm for the correlation. Due to the complexity, thigaithm is devel-

oped in several steps by removing more and more of initiabyglenassump-

tions. Finally, it is explained how service and resourcenevare specified

and how rules and cases are generated and managed. Theatiéormodel-
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ing for events, rules and cases is given in Section 4.6.

design
motivation
correlation| ~__ basic
components workflow

stepwise
algorithm
development

correlation
-—- > .
algorithm

event

service events,
e e --=
definition

resource events

Figure 4.12: Detailed development of the correlation architecture

4.5.1 Motivation and Basic Architecture

single technique The examination of event correlation techniques has shbatretach of them
not sufficient has some drawbacks for its application to service-orieatexuht correlation.
Therefore, the idea is to combine rule-based reasoning asetltased rea-
soning techniques so that the benefits of both approachdislked together
to avoid the limitations. The hybrid architecture is depétin Fig. 4.13.

service
event

event correlator

related
no rule -
rule-based events event case-based
reasoner store working set match reasoner

root cause resource similar prior
candidate list event cases

Figure 4.13: Hybrid event correlation architecture

rule-based Apart from the existence of efficient correlation algorithnthe expressive-
reasoning ness of knowledge representation in the rules has led tdhihieecof an RBR
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module. This module receives the service events at firstraexito automati-
cally correlate them in order to derive a resource candilitteThe address-
ing of the limitations of the approach, namely the rule sentemance issues
and the missing learning capability, is done using the $erIB and the
CBR module, respectively.

The provider needs to have a configuration management@oloti the ser- rule derivation
vice level in any case so that configuration changes can Herperd in a from Service
safe manner. As the examination of related work (Sectiopt&ag shown, the MIB
Service MIB is a suitable approach for modeling and manatiiegequired

information so that the framework design contains a SeiMii&component.

For the service fault diagnosis the idea is to extract am$foxm the informa-

tion that is already contained in the Service MIB to have asifas the cor-

relation. For the rule base it means to transform the depenele contained

in the Service MIB into rules in an automated manner whichxganed in

Section 4.5.4. The automated derivation of the rules esgheat unintended

rule interactions become less likely opposed to encodiagules by hand.

The approach uses the MBR idea to model each service togeithets func- relationship to
tionalities by using the rules. It cannot be classified asehbdsed in a nar- model-based
rower sense since there are no interacting software ohjeatpresent the reasoning
services.

Due to the complexity of service management, there aretgitisawhere the case-based
Service MIB and therefore the derived rules do not correetiigct the current reasoning
situation. As a consequence, the rule-based reasoner &bl®to correlate component
the events so that events remain uncorrelated or are wraogtglated. For

dealing with these situations a CBR module is applied tosafise operation

staff in finding the root cause. The idea is to build a casebdesta of previous

situations which also had to be solved by hand. A match of éseription of

the current situation to a previous one should be identifiedrder to apply

a similar solution which reflects the learning capabilityGBR. More details

about the CBR cases are given in Section 4.5.5.

The event working seis a temporary store for events that have not finalgrent working
been correlated by the rule-based reasoner. It is accas#aelworkflows for set

service correlation and aggregated correlation to redrielated events. An

event is contained in the working set until it is either ctated or the time

window for a successful correlation has been exceededeltatter situation

the event is forwarded to the case-based reasoner or dregpedling to its

importance.

Setting the validity time for an event for its consideratiarthe rule-based time for
component is a crucial issue for the event correlation. @mréisource level automated
usually common correlation windows are used for all eveotthat an event correlation
which is older than a certain threshold is removed. Howethas, simple

method is not recommended for the service event correlagoause the ser-

vice events usually have a different time resolution thanrésource events.

For example, an event about a malfunction of a service actesdd have a

longer validity than the reporting of a temporarily high ClRidd on a net-
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work device. For events which are generated on a regulas biasivalidity
time can be selected in a way that valid events are alwaytabiai

Another issue, that is not considered on the resource lisvible gap between
the time when the event is reported and the time the evensrefeThis time
is usually significant since a user has to decide to reporsyhgtom to the
provider, contact the provider and give all informationuigd. This means
that a 15 minute delay is not unusual. In contrast, a resoeweat can be
transferred to a resource event correlation with a delayerotder of seconds
or even less. Itis recommended to use the time the evensitefas basis for
the correlation so that the correct order of events can bstagted.

The proposed architecture is different from the one for lyiglgnamical situ-
ations (see Section 3.4.6) since the case-based reaseddnere can be seen
as a backup for situations where an incorrect modeling callngerule-based
reasoner to fail. In the architecture for highly dynamigalaions both rea-
soners run in parallel and the case-based reasoner pertiyanes to match
the current situations onto situations seen before.

The adoption of this approach would lead to a different usideding of the
CBR component which is designed in this thesis to treat dess®yvice event
as a case. The CBR module in the approach for highly dynarsitations
specifies a case as the overall situation. Applied to the@emanagement
domain this means that such a case contains all states afeseand resources
at a given point in time.

The approach in this thesis addresses some of the issuespgeft in
[MLKBOZ2]. This approach does not address the maintenant¢keofule set
which is a critical issue for the success of a real world systEhere is also no
consideration how to handle a situation if rules are not esteu Other issues
are the disregard of user reports, missing recommenddbarasds modeling
of dependencies, and a lack of separation between diagaodisecovery.
The latter refers to the example rules that are given whigdcty execute re-
covery measures. In order to react systematically to atiuat is preferable
to have explicit information about root causes in order tbageoverview of
actions to be carried out and to set priorities with respeonhpact.

4.5.2 Development of the Correlation Algorithm

The previous section described the main ideas behind thgrdekthe corre-
lation architecture. To implement the correlation, a mane fyrained corre-
lation algorithm is necessary which is developed in theofeihg. For doing
S0, several assumptions are made in the beginning which nesurelatively

simple algorithm. By subsequently dropping the assumptanrd changing
the algorithm accordingly, it is improved step-by-step.gbneral, the algo-
rithm is based on an understanding of information as spddaifiedetail in

Section 4.6.
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Basic algorithm For the basic algorithm several assumptions are made.

Al: There is no provisioning hierarchy. This means that all veses are
under the control of the provider and therefore the root eaas only
be located in the resources (and not in a subservice whoserces are
unknown).

A2: There are no maintenance operations affecting serviceseaodrces.

A3: All information about service and resource status is knowarexisting
events.

A4: All events are related to a single time stamp and are repwotidhlly at
the same point in time. This means that an event correlatindaw, the
order of events, event validity durations do not have to bescered.

A5: There are only isolated dependencies which means that ithecere-
dundancy.

A6: There is only one event for a service or resource. AsS a CoRTERGY
situations where the service is working for one user and eroamother
are not modeled.

A7: There are only binary states for services and resourcesasthitre are
no quality degradations.

A8: Events are not changed during correlation.
A9: Dependencies do not change during correlation.

A10: Tests exist which detect accurately whether a service aures is
working properly. These tests result in events indicatimg status of
the service or resource.

All: Dependencies or events are modeled appropriately witlece$p the
service implementation and functionalities.

Based on these assumptions, a basic algorithm is provideidji.14 using basic version of
a pseudocode notation. It returns a candidate list of reesuwhich contains algorithm

the root causes of symptoms for a set of relevant servicelev&l@ service

means that the provider is interested in finding root causeshis service

which is usually the case for services being offered to udersontrary, the

root causes of service events for a subservice that is diyrrest used for the

operation of the top-level services may be ignored.

An MSE (ManagedServiceElement) is a superclass of sergivgsesources. top-down
Antecedents of an MSE are those MSEs which are needed fopétstion. correlation
The algorithm is basically a traversal of an acyclic depecgeraph that is

formed by the dependencies of the MSEs as explained in tloaviol.

Events for the antecedents are matched to the event for tHe iIM& way match to
that, if there is at least one event on the lower level, thenefa the MSE antecedents
is correlated to this event. Correlation means that thetatesif is removed
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1: procedure CORRELATION ALGORITHM(service events (from users
and/or own monitoring), resource events, services in quest
repeat
for eachevent (of any kind)do
getantecedents of event’'s MSE
for eachantecedent in antecedents do
if statusntecedent) = falsethen
correlate to previousvent > keep only link to higher
level event later if correlation successful for one or mareeeedents
: end if
9: end for
10: end for
11: until no further correlations possible
12: return resource events which have been correlated to service events (of
services in question)
13: end procedure

N2aR D

Figure 4.14: Basic version of the correlation algorithm

from the active events and a reference to the event is addld gvent on the
lower level. In principle, it is also possible that there &ve or more faults on
the lower level which means that two or more independentrfad have led
to the symptom on the higher level. In this - usually quiteleet - situation
the event for the MSE is tied to these multiple events on thveidevel.

The algorithm only takes negative events as input sinceethes the ones
for which the root cause shall be determined. The retriezalvents for the
antecedents then uses both kinds of events (positive ardivego determine
whether an antecedent is working.

The algorithm currently is purely rule-based using a singpe of rule for
mapping the events down to the lower layers. The case-bassdming ap-
proach will be introduced later when the rules can falil.

A failure of the correlation can currently not happen duehi® assumptions
that have been made (status known, no provisioning hieyamsformation
correct). The algorithm will therefore always return a adatk list including
the resources which are the symptom’s root cause. Due toalwesdream
suppression (compare Section 3.4), more elements as tetdeatve actually
failed can be contained in the candidate list.

Even though this algorithm is successful in traversing tiygethdency graph,
it does not make use of possibilities for parallel execubenause the algo-
rithm tries to perform a matching of all kinds of events in theginning. As
explained earlier, a differentiation according to the awmncy kind is rec-
ommended so that service events and resource events asataxdto events
of the same kind in the beginning. This can happen in paratieghat two
correlators can be used which is the idea behind the algornithFig. 4.15
and 4.16.
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4.5. Hybrid Event Correlation Architecture

. procedure CORRELATION ALGORITHM(service events (from users and

own monitoring), resource events, services in question)
correlationResources < null
for eachservice event from usersdo
getResourcesérvice), add to correlation Resources (avoid

double computation with flag)

end for
do in parallel:
thread 1
serviceBventSet «— all service events referring to a service in
question
repeat
for eachservice event in service EventSet do
get antecedents{rvice of the service event)
for eachantecedent in antecedents do
if ((antecedent is a service) and (status{tecedent) =
false))then
correlate to previous event, puintecedent in
service EventSet
end if
end for
if one or more correlations were possitiien
removeservice event from service EventSet
end if
end for
until no further correlations possible
thread 2
resourceEventSet <« all resource events where resource in
correlation Resources
repeat
for eachresource event in resource EventSet do
get antecedents{source of theresource event)
for eachantecedent in antecedents do
if statusgntecedent) = falsethen
correlate to previous event
end if
end for
if one or more correlations were possitiien
removeresource event from resource EventSet
end if
end for
until no further correlations possible
end parallel threads;

Figure 4.15: Parallel version of basic algorithm (part 1)
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38: for eachservice event do

39: getantecedents

40:; for eachantecedent in antecedents do

41: if ((antecedent is a resource) and (statusfecedent) =
false))then

42: correlate to previous event

43: end if

44: end for

45: end for

46: return resource events which have been correlated to service events
(service in question) form candidate list

47: end procedure

Figure 4.16: Parallel version of basic algorithm (part 2)

limit correlation  In addition, some correlations on the resource level angechout which are
to relevant not needed for identifying the root causes of the servicatsvgriginating
resources and  from the users). For example, some devices which are clyneot part of
subservices  the service implementation may fail so that events are tegaccordingly.
However, it is not necessary that these events are beingdesad which is
the case in the basic algorithm. It is also not desired taioielevents for not
relevant subservices into the event correlation.

setof In the beginning, correlationResources is specified as ¢hefsresources
interesting  which are interesting for the correlation. This set cossidtall resources
resources which are used by the services for which service events fregnsiare present.
The function getResources is a recursive function whiclsaae only return
the resources of the service itself, but also those of the sisleservices.

parallel threads The correlation of service events and resource eventsriedanut in parallel
threads. The procedures inside the parallel threads arkastmthe previous
algorithm. Finally, correlated service events and reseerents are received
which are linked by the aggregated correlation step. Pleasethat for this
step no loop is required.

remark on It should be noted that the algorithm also deals with theetation on the
resource level resource level for which also other event correlation mashzan be applied.
code Therefore, this part of the code is not mandatory espedfailyme other kind

of correlation is already in place.

inclusion of  Provisioning hierarchy (assumption A1) Starting with the removal of as-
provisioning  sumptions, provisioning hierarchies are now included theoevent correla-
hierarchies  tion procedure. This means that subservices may be subddiibm third-
party providers which do not allow to take a look at the ungead resources,
but provide a view on their services via a CSM interface.

change only in  For including this, the algorithm only needs to be changedsiroutput as
output there are now service events for those subservices froahplairty providers
which cannot be correlated to resources. It is sufficienétorn these events
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in addition to the correlated resource events. The final stéipe correlation
in pseudocode can be written as shown in Fig. 4.17.

1: return resource events andservice events for third-party subservices
which have been correlated to service eventsfovices in question

Figure 4.17: Changed output of correlation algorithm for provider hiehdes

Maintenance operations (assumption A2) Maintenance operations lead tanaintenance
the unavailability of resources and therefore also affeetgervices. Even operations
though the CSM tries to map user symptom reports directlynman main- included as
tenance operations, service events should be generatedilitsiabout the resource events
relation to maintenance exist. Concerning the availgtalitd performance of

services, there is no difference between symptoms thataarged by prob-

lems or by maintenance. Therefore, the idea for the inclusfanaintenance

information is to report it via specialized service eventd aesource events

which denote unavailable services and resources inclufdirtber mainte-

nance information. When the candidate list is transfercee$ource mana-

gement and if it is figured out that the maintenance causeslytimgtoms for

the user, maintenance information can be sent to the usergecond time.

It is stated for a second time here since it can be assumedthéhairovider

informs customers and users about service maintenancg aisiappropriate

process.

Missing events about service and resource status (assummtiA3) Ithas events may not
previously been assumed that events are given for all ssdod resourcesbe available
which has been useful to know the status of antecedents.dbr tw prevent

the continued polling of all involved services and resosnafiich would re-

quire a lot of effort, the possibility that some informatismmissing needs to

be considered.

Therefore, the three pseudocode segments where a statequissted as
shown for the service event correlation in Fig. 4.18 are roéd with a trig-

gering of tests. This enhancement is shown for the servieataorrelation

in Fig. 4.19.

If an event is missing during the execution of the loop, aitesiggered. Itis embedding
checked whether a similar test has already been requestieat$be same testtests in the
is not performed two or more times. Within the loop it is novecked whether algorithm
all tests have already returned results which is the adtditiprecondition for

finishing the correlation of a service event. Otherwisetays in the loop and

the next time when it is revisited it is again checked whethertests have

been successfully completed.

At this stage, please note that it is assumed that tests ailalale to reliably
show the status of a service or resource.
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1: repeat
2 for eachservice event in service EventSet do
3: get antecedents{rvice of the service event)
4 for eachantecedent in antecedents do
5 if ((antecedent is a service) and (status{tecedent) = false))
then
6: correlate to previous event, putntecedent in
service EventSet
7 end if
8: end for
9: if one or more correlations were possitiien
10: removeservice event from service EventSet
11: end if

12: end for
13: until no further correlations possible

Figure 4.18: Code segment with assumption that status of antecedentsuak

Time considerations (assumption A4) The correlation algorithm previ-
ously did not consider time constraints since everything lbeen assumed
to happen virtually in one instant. According to the disoois$n the previous

section, time stamps and validities of the events are intved which have to

be monitored continuously to sort out events from the catiah that are no

longer valid. For the service events the time related to heeovation of the

symptom is taken as basis.

This leads to a situation where the status of a service ouresas regarded
as unknown if events for this MSE have expired. The triggeaftests which
has been introduced in the last step is helpful at this pa@oabse it is applied
to generate valid events for the MSE where information isentty missing.
However, the introduction of time considerations can leesituations where
a service event may not be correlated to potential root caniséime.

As can be seen in the following, the introduction of time ke&d quite a

few changes in the algorithm and to a split-up of the codelfercomponents
which have been identified earlier. The reason for this isttre@notion of time

requires to treat the event correlation components asraanisly parallel

working entities. This leads to the following code segmertsnapping of

the final code segments to the framework components is @elictAppendix

A.

The code inside in the service event correlator which is aptdion of the
code in the first thread has now the pseudocode shown in 2@. 4.

Service events are received from the event working set amgbatrinto the

set of active service events. If no antecedent is availaila tervice related
to a service event that is currently examined, the servideiscted to be a
malfunctioning service from a subprovider. This issue lwalse reported to
the subprovider's CSM taking the provider’s policies intwaunt (see dis-
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1: repeat
2: for eachservice event in serviceEventSet do
3: get antecedents{rvice of the service event)
4: for eachantecedent in antecedents do
5: if ((antecedent is a service) and (no correlationdatecedent
has been donejhen
6: if no event{ntecedent) existsthen
7 if no testntecedent) has been triggeretthen
8: trigger test¢ntecedent)
9: end if
10: else ifstatusntecedent) = falsethen
11 correlate to previous event, puintecedent in
serviceEventSet
12: end if
13: end if
14: end for
15: if ((one or more correlations have been possible) and (al tést
antecedents returned result)@n
16: removeservice event from service EventSet
17: end if

18: end for
19: until no further correlations possible

Figure 4.19: New code segment for triggering on demand tests

cussion in the workflow description). For other servicesmgantecedents a
correlation is tried to these antecedents (respectivelgyents for these an-
tecedents). If no event is present for an antecedent seancgppropriate test
is triggered. In order not to delay the correlation, the merevent resulting
from the test is later reported as a service event from theteverking set
which is different from the way the tests have been handléarbe

After the correlation loop has been traversed, the servieetSet is cleaned serviceEventSet
up. Service events for which correlations have been triedl tmtecedents areclearance
removed from the serviceEventSet. Due to the correct anghlsienmodeling

assumption, this correlation has to lead to at least oneesstd correlation.

Finally, a check is performed to see whether there are seaxents which

are no longer valid. These are sent back to the event worlehg s

Similar to the code for the resource event correlator, arptadian of the
thread2 code is provided in Fig. 4.21. The task to maintanligt of re-

sources for which a correlation should be performed is feairexd to the event
working set.

As can be witnessed, the algorithm is quite similar to th&iserevent cor- difference to
relation. A difference is the return of events to the eventkiviy set. While service event
events are returned from the service event correlation vaiméecedents thatcorrelation
are resources are encountered, events are returned herewbeplete cor-

relation for the event on the resource level has been peeidrm
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1: procedure SERVICE EVENT CORRELATION

2 service EventSet < null

3: while truedo > permanent correlation loop

4 add newservice events to service EventSet (received from
event working set)

5: for eachservice event in serviceEventSet do
6: get antecedents{rvice of the service event)
7 if number@ntecedent) = 0then > it is a subprovider’s
service
8: send to subprovider CSM, remove fremrvice Event Set
9: else
10: for eachantecedent in antecedents do
11: if antecedent is a servicghen
12: if no event{ntecedent) exists in
service EventSet then
13: if no test@ntecedent) has been triggered yet
then
14: trigger test¢ntecedent)
15: end if
16: else if(statusgntecedent) = false)then
17: correlate to previous event
18: end if
19: else > antecedent IS a resource
20: send service event to event working set (as
correlated service event)
21: end if
22: end for
23: end if
24: end for
25: for eachservice event in serviceEventSet do
26: if correlation to all antecedents that are services performed
then
27: if one or more statusfitecedent) = falsethen >
successful correlation
28: removeservice event from service EventSet
29: end if > else case currently not possible due to
assumptions
30: end if
31: if correlation time slot foservice event exceededhen
32: sendservice event to event working set
33: end if
34: end for
35: end while
36: return

37: end procedure

Figure 4.20: Correlation procedure for service event correlation
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1. procedure RESOURCEEVENT CORRELATION

2 resource FventSet «— null
3 while truedo > permanent correlation loop
4: add newresource events to resource EventSet (received from

event working set)

5: for eachresource event in resource EventSet do
6: get antecedents{source of theresource event)
7 for eachantecedent in antecedents do
8: if no event{ntecedent) exists inresource EventSet then
9: if no testGntecedent) has been triggered y#ten
10: trigger testgntecedent)
11 end if
12: else ifstatusntecedent) = falsethen
13: correlate to previous event
14: end if
15: end for
16: end for
17: for eachresource event in resource EventSet do
18: if correlation to all antecedents perforntbén
19: sendresource event to event working set (asorrelated
resource event)
20: removeresource event from resource EventSet >
completely correlated resource event
21: end if
22: if correlation time slot foresource event exceededhen
23: sendresource event to event working set
24: end if
25: end for
26: end while
27: return

28: end procedure

Figure 4.21: Correlation procedure for resource event correlation

For the aggregated event correlation the correlation jphareeis depicted in
Fig. 4.22 which is again quite similar in the main part. Thecassful cor-
relation of service events to resource events invokes theafaling of the
underlying resources to resource management which aréntivetied as root
cause candidates. For both service and resource eventalitiéyhas to be
monitored.

The idea behind the algorithm is based on the time conditibasusually only short
exist in event correlation. As events on the resource lenetrgported with delays in
delays in the order of usually less than a second, it can heres$that a resource event
correlation result on the resource level can be provideHiwigeconds since correlation
such a performance is achieved by state-of-the-art céiorlaystem imple-

mentations. This correlation can be done independent fnensadrrelation on
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1: procedure AGGREGATED EVENT CORRELATION
2: service EventSet < null
3 resourceEventSet < null
4 while truedo > permanent correlation loop
5 add newservice events t0 service EventSet (received from
event working set)
6: add newresource events to resource EventSet (received from
event working set)
7 for eachservice event in serviceEventSet do
8: get antecedents{rvice of the service event)
9: for eachantecedent in antecedents that is a resourcdo
10: if no eventntecedent) exists inresource EventSet then
11: if no testntecedent) has been triggered y#ten
12: trigger test{ntecedent)
13: end if
14: else ifstatus¢ntecedent) = falsethen
15: correlate to previous event
16: end if
17: end for
18: end for
19: for eachservice event in serviceEventSet do
20: if correlation to all antecedents that are resources perfbrme
then
21: if one or more statugftecedent) = falsethen >
successful correlation
22: sendresources in resource events correlated to this
service event as candidates to resource management
23: removeservice event from service EventSet
24: end if > else case currently not possible due to
assumptions
25: end if
26: if correlation time slot fokervice event exceededhen
27: sendservice event to event working set
28: end if
29: end for
30: for eachresource event in resource EventSet do
3L if correlation time slot foresource event exceededhen
32: sendresource event to event working set
33: end if
34: end for
35: end while
36: return

37: end procedure

Figure 4.22: Correlation procedure for aggregated event correlation
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the service level.

The situation of the service event correlation is differaatservice eventsservice events
resulting from tests may be provided usually with severabeds of delay, may have
while the events from users will often have a delay of minutéserefore, it significant

is reasonable to assume that a correlation on the resowelectmuld already delays

be performed so that the service events can be matched yoctuitelated

resource events.

With the introduction of time the event working set gets at@mole within  event working
the event correlation workflow (see Fig. 4.23 and Fig. 4.2¢)art from dis- set

tributing the events to the event correlators, the evenkingrset has to take

care of outdated events. For doing so, the consideratidBsdgtion 4.3.9 need

to be taken into account.

The correlation performed in the case-based reasoner esatmording to the key term
steps presented in Section 3.4.4 (refer to this sectiorhfooptions that are matching for
available for each step). For the received events similantsvare found in case-based
a case database for which a key term matching technologyllmasa set of reasoner
fields is applied. The specification of the fields is given ict®® 4.6. The

other retrieval methods are not applicable since the spammaitions like the

structure of sentences or the geometric representatioasefscare not given

here.

For the adaptation different methods are possible in axdit a manual adap- adaptation
tation. The parameterized adaptation is reasonable ifyasmnilar situation method
has already been presented, e.g. if two devices back up #aehamd if once

one of the devices has not been available which has been @émtedand

now the other one has to be restored. The procedural adaptatn be rea-

sonable to integrate symptom solving expertise, but it é§guable that this
knowledge is already used for the rule-based reasoner.

Since the case-based reasoner acts as a backup, it ususfyndtih difficult execution
situations for which non-standard solutions are applied uAsupervised ex- method
ecution of adapted solutions may therefore often lead toxg/iresults so that

a supervised application of the solution is recommendedthay with inte-

grating the possibility to easily perform tests to checkrdeovery of services

and resources.

Finally, the new case has to be stored in the case databasBdston 4.6.4).

Redundancies (assumption A5) The previously made constraint which assonsequences
sumed only isolated dependencies is now revisited. Theagnof isolated of redundancies
dependencies are dependencies that have to be seen iorétatiach other.

However, it can be concluded that this situation does natireg change in

the correlation algorithm due to the way how the dependsrauie traversed

which is explained in depth in the following.

A redundancy means that a service is making use of redundsotirces or no change in
that a service has subservices of equal functionality wbashbe exchanged.correlation
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procedure EVENT WORKING SET
while truedo
service EventSet < null
resourceEventSet < null
correlatedService EventSet «— null
correlated Resource EventSet «— null > variables
correlationServices andcorrelation Resources externally maintained
service EventSet «— new service events from CSM and own mo-
nitoring
resource EventSet « new resource events from resource moni-
toring and testing
for eachservice event in serviceEventSet do
if servicegervice event) not in correlationServices then
removeseruvice event > exclude events for not
considered services
end if
end for
for eachresource event in resource EventSet do
if resourcefesource event) not in correlation Resources

then
removeresource event > exclude events for not
considered services
end if
end for

sendservice EventSet to service event correlator > condition
that at least one antecedent of the service is a service candael
sendresource EventSet to resource event correlator
correlatedService Events < correlated service events from ser-
vice event correlator
correlated Resource Events < correlated resource events from
resource event correlator
sendcorrelatedService Events to aggregated event correlator
sendcorrelated Resource Events to aggregated event correlator
> condition that at least one dependent of each resource ivigesean
be added
serviceEventSet < non-correlated events from service event
correlator and aggregated event correlator
for eachservice event in service EventSet do
if importantservice event then
send event to case-based reasoner
else
discard event
end if
end for

Figure 4.23: Management of events in event working set (part 1)
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33: resourceEventSet < non-correlated events from resource event
correlator and aggregated event correlator

34: for eachresource event in resource EventSet do

35: if importantresource event then

36: send event to case-based reasoner

37: else

38: discard event

39: end if

40: end for

41: end while

42: return

43: end procedure

Figure 4.24: Management of events in event working set (part 2)

The traversal of the dependencies for the service faultdisig is top-down,
i.e. the search is started from a symptom in a dependent aokistit down

(recursively) to the antecedents. In the example that acgehas several
redundant resources this means that the starting poinhisgative) event for
the service. The resources have to be checked in any casendastt or not -
if they contain the root cause of the event.

The situation is different for impact analysis where a caosidn from the different
resource status has to be drawn for the services. An analf/¢iee SLAs consequence
might have shown that a failure of a certain percentage ofekeurces can for impact
be tolerated. This means that a conclusion from the statem@fresource analysis
cannot be made, but that the availability of all resourcestbde considered.

Even though the consideration of redundancies does notéeacthange of information
the correlation algorithm, it is now necessary to diffeiatietbetween the ser-modeling w.r.t.
vice availability per user. Without redundancy the senigeither working redundancies
or not so that a general status for a service is sufficienth Védundancy the

service can be working well for one user and poorly or not lafibalanother

depending on the resources which are used for realizingdihecs for the

respective user.

Multiple events for one service or resource (assumption A6) The con-
siderations in the previous paragraph are related to the teedrop the as-
sumption that only one event is present for an MSE. Currehttyalgorithm
assumes that the status of a service is specified uniquelycbyresponding
event.

The situation is addressed by a precorrelation of eventsdlate to the same precorrelation of
MSE. Once a new event is reported, it is checked whether eanetady exist events

for this MSE. If this is the case, it has to be distinguishetiieen different

situations. If a previous event indicated a properly wogkiMiSE and now a

symptom is reported, the previous event can be discardeslsdime holds if

two events are simply duplicates of each other. A more carafgd situation
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is encountered if an event indicates that an MSE is workiog@ry, while a
previous event indicated a symptom. Here, special condit{see discussion
for rule definition in Section 4.6.3) are applied to check thiee this event
indicates a clearing of the symptom. In doubt the negatiemers preserved
and is treated in the event correlation. A similar situai®also given if a
service works for one user and not for another one. Here vitrg eorrelation
deals with the symptom notification primarily, but the ctaten of events
allows to preserve the information that the MSE is partiaihgilable.

Non-binary states (assumption A7) Dealing with non-binary states means
to provide a measure for the performance of an MSE which fereifit from
just a binary available or unavailable. A simple examplevegin Fig. 4.25
where the use of a service functionality involves seversbueces which pro-
cess the request in a kind of pipeline. The overall trangadime is given as
the sum of the processing times within the resources. Thabygtachieved
processing time has to be monitored with respect to the tonstcaints spec-
ified in the SLAs. In the example the processing time achiévéeh seconds
and therefore exceeds the SLA threshold which has been sgtgceconds.

overall processing time

10 seconds
service | ____________ SLA threshold
functionality 9 seconds

(e —(rorey—~Comee)

processing time ~ processing time  processing time
3 seconds 5 seconds 2 seconds

Figure 4.25: Example of a transaction time as sum of processing times emeth
source level

In contrast to the situation with binary states, it is notiolr¢ how to make
one or more resources responsible for the abnormal beh@heragreement
of SLAs requires that the provider makes assumptions abeudvterall pro-

cessing time that can be reliably achieved. For the reselremg used this
means that estimations are made for the average resporesedimd also for
the variety that these times can have. Thresholds have thba specified
for the resource processing times so that events are sebnorraal situa-

tions. An optimal specification of the thresholds has to firtdade-off bet-

ween sending too many events which later turn out to be natssecy and
missing events which would have been helpful for the cotigta This issue
is not easy to solve in the general case. Itis also dependehedSLA speci-
fication (compare Section 3.5.1) for which no specific asdionp are made
here.

For dealing with this additional requirement in the cortiela, proactive and
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reactive measures are needed. On the resource level tshalds are used to
specify resource events which are sent when the threshmddaaated and
also when the thresholds are met again. The same appliebdersices for
which time-related events have to be specified. These kihegemts can be
regarded as proactive as they indicate a service qualitpdagon in advance.

A reactive measure in this context means that a service eetated to a reactive
quality degradation is matched to resource events for warclappropriate correlation
modeling of the relation between the time conditions in #wise and in the

resources is a prerequisite. In case a match is not postits, have to be

triggered to test the resource timeliness. Finally, theseurces where the

time conditions are not met are sent to resource managemauatling the

difference value for the performance deviation which camesas a means to

order the candidate list.

For the algorithm the meaning of the “true” and “false” s&t@s to be gen- generalization
eralized with respect to different QoS parameters. Theipus\binary state of positive and
is therefore a special case for the QoS parameter “avatigbilThe rela- negative events
tionships between the QoS/QoR parameters (compare Sdciphave to be

specified, but still a dependency graph is given so that theriéhm can stay

unchanged. More important are the additional constralvs @rise for the

modeling of dependencies and events.

Change of events during the correlation (assumption A8) The conditions input procedure
for the change of events during the correlation have alrdeiyn discussed

in Section 4.3.8. While the procedure for reporting evenisailly is quite

simple and has not been given yet, the potential change ot®vequires a

more complicated tracking of the already performed coticaia Therefore, a

combined pseudocode is given for the input at the CSM in ERH.4

As a condition for the execution of the roll-back the valydime of the origi- roll-back
nally reported event is used. The idea is that it does not reakse to put this conditions
event back in the correlation when all the related infororats from the past

and therefore the examination of potential root causes Ineady happened.

Please note that the change of a previously reported evemiysexecuted

when there is no new observation.

Change of dependencies (assumption A9)Changes in the realization ofvalidity interval
a service can happen during the event correlation. Thesagekahave to for

be reflected in the modeling of dependencies and therefereetiieval of dependencies
the antecedent in the event correlation will have differesults depending

on the current situation. However, it is not useful to alwestsirn only those
dependencies that are up-to-date because the event torrélappens within

a certain delay so that a successful correlation may no lobgepossible.

Therefore, those antecedents that were given by the depeiedeat the point

in time that is investigated should be returned. This leadbké introduction

of validity intervals for the dependencies.
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1: procedure INPUT AT CSM

2 if reporting of new symptorthen

3 traverse IA decision tree

4 if no user fault and credential verification thien

5: transfer resultingervice event to event working set

6 else

7 report back to user

8 end if

9 else > check status of previous service event
10: retrieve oldservice event
11: if service event not correlatedhen
12: updateservice event using the 1A
13: else > try roll-back of correlation
14: if correlation time ofervice event exceededhen return >

roll-back not promising as related events already outaiéd
15: else

16: track links to correlated events (recursively)
17: transfer events to event correlator

18: end if

19: end if

20: end if

21: return

22: end procedure

Figure 4.26: Input procedure

Treatment of missing or inaccurate tests (assumption A10) Previously, it
has been assumed that tests are present to check the stitaierthe intro-
duction of non-binary states, also the performance of sesvand resources.
The automated correlation requires that testing routimegpeovided which
then deliver the corresponding service and resource evantase of inaccu-
rate tests, the correlation will fail and then the case-thasasoner will have
to deal with the situation. The manually identified root easbould later be
used to check its testing routines.

Consequences of inaccurate modeling of dependencies or eig(assump-

tion A11) The previously made assumption that dependencies andsevent
are modeled correctly may not hold in real world situatianparticular due

to the complexity of the relationships that are found (coraf@ection 4.6 for

the proposed modeling of dependencies and events).

For inaccurate dependencies two situations can occumissing correlations
and wrong correlations. Missing correlation means thatveamtcannot be
mapped to events for antecedents when a relationship toeatgrts has been
forgotten or is inaccurately modeled. In this case the balsed correlation
will fail and the event will be transferred to the case-bassasoner. A more
inconvenient situation is encountered when a wrong cdrogldo a lower
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level event occurs. The resource management will then peréxtions to

repair the root cause of the lower level event assuming toverthe condition
for the higher level event. In a later stage, a renewal of éneise event may
indicate that its root cause has not been identified. In orevoid this

situation, it is important to verify after the clearance afoat cause that all
services and resources for which events have been codetatkis resource
are really working properly again.

Correlation optimizations for stability and accuracy There are prepro- preprocessing
cessing operations which are usually performed for theetation on the re- operations
source level, such as filtering and counting. While filterismi@lready part of

the event working set for selecting those events poteptialated to services

in question, further applications of these operations ma&pful in con-

crete situations. E.g., malicious floods of service eveatddcbe excluded

from the service correlation or threshold levels for repgrtevents on the

resource level may be dynamically adapted to regulate tlreiabof events.

The candidate list of resources could also be subject tonigdtions. For postprocessing
instance, special testing methods (maybe requiring mdéoetetould be ex- operations
ecuted once a resource is entered into the candidate listreBources in the
candidate list can also be ordered according to differatér@. For exam-

ple, it can be known that one kind of resource is much mordylike fail

than another kind so that resource management should goéferheck this

kind of resource at first. Furthermore, a credibility of aonse fault can be
estimated taking into account the number and credibilitg\ants that have

been correlated to the resource event. For performancepéges the ranking

method by Agarwal et al. [AAGO4a] can be used which uses the deviation

from a standard performance and its propagation along thendkency tree

for rank assignment as well as for the construction of a highlaw prior-

ity set of candidates. However, a function of this is highpdndent on the

actual scenario and cannot be given in general.

The examination of candidates can make use of events whiliteite the last identify faults
proper operation of MSEs. This information is often veryfubas symptoms introduced by
are often side-effects of service implementation changes. changes

Summary Table 4.1 serves as a summary of the development of the algo-
rithm and shows the dropped assumptions together with thesunes that
have been taken.

As the code for the correlation algorithm has been develapea iterative
way where sometimes only parts have been changed, the demptie of the
algorithm including a figure to map it to the framework coments can be
found in Appendix A.

Algorithm performance The performance of the algorithm depends on dif-
ferent influence factors which are given in the following.lis
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New circumstance Change of algorithm

Starting point. Basic rule-based algorithm which runs urseése-
ral assumptions.

Al: There may be servicesOnly the candidate list needs to be changed so that

from suppliers so that re-supplier subservices can be put into the candidate

sources are hidden. list.

A2: There can be mainte-Maintenance information is included in the corre-

nance operations affectingation similar to other events and therefore main-

the services. tenance can be identified as root cause.

A3: Events may be miss-Active probing is used to trigger tests for services

ing for service and re- and resources. Consequently, appropriate auto-

source status indication. matic tests have to be defined.

A4: Time is considered. The algorithm is split up into difat modules
which run in parallel. The time conditions make it
possible that the event correlation cannot be com-
pleted in time. Therefore, the case-based reason-
ing module is introduced.

A5: There can be redun-It is explained why this does not affect the corre-

dancies in the service im-lation (in contrast to impact analysis).

plementation.

A6: There can be multiple This information is correlated prior to the main

events relating to one sercorrelation. Time conditions are considered to

vice or resource. solve contradictions.
A7: Quality degradations While the correlation itself can be left unchanged,
are considered. additional events have to be introduced for mod-

eling threshold violations. The dependencies also
need to be refined for this aspect.
A8: Events can be changedA procedure for providing input is given. It de-
when a mistake in the inputpends on the progress of the correlation to what
has happened. extent the correlation can be modified.
A9: Dependencies canA validity interval is defined for the dependen-
change during the correla-cies so that only those dependencies that have been

tion. present at a certain point in time are considered.

A10: Tests may be missingThe backup method (CBR) has to deal with the

or inaccurate. failed rule-based correlation that will occur in this
situation.

All: Dependencies orSimilarto the previous situation, the CBR module
events may be inaccuratelywill assist to deal with a failed correlation.
modeled.

Event storms may occurFiltering heuristics may be applied to ensure the
for service event correla-stability of the correlation.

tion.

Candidate lists should beFailure statistics from the past and deviations from
ordered to give a recom-thresholds may be used.

mendation which potential

causes to examine first.

Table 4.1: Summary of algorithm refinement
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e number of servicess

e number of resources)

e number of dependencied)(

e number of events

e number of additional tests and their time to complete

e frequency of outdated service events and resource evettaisa case-
based reasoning is necessary

For the rule-based correlation a correlation performarice(e + r)> where quadratic
s is the number of services andis the number of resources can be giveperformance as
as upper bound. The worst case of the algorithm performanteat for a worst case
chain of services and resources as many as possible depaslerist and

that service events are given for the first element of thenc{sse Fig. 4.27).
Furthermore, all of the services and resources in the chaintarn out to be

affected by symptoms as well so that actually all of the ddpanies have to

be tracked. It is obvious that it is required to check all sy and resources

within the chain. The performance can also be expressedirstef the num-

ber of dependencies. In this case the performance is livearfer the worst

case as dependencies have to be checked at most only@a€g. (For the

Big-Oh notation it does not make a difference whether testsnacessary

for all the steps along the chain and how long these testsreegucomplete

because this can be regarded as constant factor. The nuifrderas is an
additional factor for the algorithm because the events freah users have to

be treated in any case, while there may be some other evkatsekource

events for unused resources which can be ignored. In a wasst gituation

all events relate to the first service in the chain so thatthese to be corre-

lated to each other at first. As the events can be assignee t&etiice and

ordered by date on arrival, no sorting operations are neetledrefore, the
precorrelation happens linearly in(e) wheree is the number of events so

that the overall performance can be given®y(s + 7)? + ¢) or O(d + e).

For the quadratic performance stated before, it needs topéasized that it linear

does result from two assumptions which usually should ntt.h®he num- performance
ber of dependencies for service and resources should keditoi some upper under realistic
bound per MSE by the service implementation because too mepgnden- assumptions
cies lead to an error-prone service when many potentiaksaaifect the ser-

vice quality. The quadratic performance is also a resultyafoms in the

lower layers of the dependency tree. As the number of sympisrasually

much less than the number of elements, the tree traverdatatienter into

large parts of the tree where no symptoms are witnessedmmsuy, a linear
performance in terms of the number of services and resouagele assumed

in practice.

Furthermore, the review of the state-of-the-art shows ¢lvant correlation possibility to
techniques are successfully applied to fault diagnosishenrésource level distribute the
so that it can be assumed that this correlation is scalalpeaictice. While correlation
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a) example b) worst

situation @i @ case

=)

services

resources

event types negative positive
monitored event || dependency (any of
—_— R
. . the three kinds)
event resulting from e .
triggered test

Figure 4.27: Events for services and resources in an example situatjcanhin a
worst case scenario (b)

the algorithm based its parallel correlation on the separaif the service
and resource level, further separations can easily be npeefb in the same
way. An example is the micro-correlation in the Netcool epdafsee Section
3.4.8) so that only correlated events are provided for aurego Depending
on the structure of the services being offered it may alswhalde to separate
the correlation on the service level.

4.5.3 Definition of Service Events and Resource
Events

necessity of The service event correlator deals with service events ggbgated resource
additional event events. Therefore, a methodology is needed how these esleoitd be de-
specification  fined. On the resource level many events are defined by degiugovs, but
on the service level the events are more subjective in nandelependent on
the various SLAs. A workflow for the specification of the egisttherefore
given in the following. The information modeling for the exs is detailed in
Section 4.6, while example event specifications can be fauection 6.2.

differentiation The idea is to start from the service functionality specifaas which have
into service been laid down in the SLAs. For each service functionalityai$ to be con-
functionality  sidered whether the service events should be specifiable telated to this
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functionality or to the service in general. The idea behimd bption is to
allow for a different modeling depth of events accordinghe importance of
the functionality. For a seldom used functionality it mayt ntake sense to
make it specifiable, while this can be very helpful and reabtmwith respect
to the effort for frequently used functionalities.

For these frequently used functionalities categoriesarfddrd symptoms candifferentiation
be defined for allow for a further differentiation. The seesievents always into categories
need to have a free text field where additional informatiom loa specified

(either in addition to functionality and category, suppérary to functiona-

lity only, or just in addition to the service). For dealingtivQoS parameters,

an observed QoS value has to be part of a corresponding attest ielated

to the service as a whole or to a specific functionality.

To define the additional resource events, the QoS paranpeifisation in additional
the service events has to be mapped to the resource leval.ndans that a resource
time condition that is dependent on the performance of afsesources has performance
led to the definition of thresholds for these resources. events

Obviously, CSM including the IA, the QoS probing and measwest, as well events have to
as the resource management have to be able to deliver semacts and be provided
resource events according to the previously given coreiides.

4.5.4 Management of Rule Database

As depicted in Fig. 4.28, there is a direct and an indirect toagefine rules two ways for
for the rule-based reasoning module. The direct way stesta the Service rule generation
MIB and defines the rules accordingly which is done in a ruleegation

module. For doing so, dependencies which are stored in thec8eMIB

are transformed into corresponding rules which is donerftariservice de-

pendencies as well as service-resource dependencies.ed$enrfor this is

that these dependencies denote the link between the pdostaieices and the

underlying subservices and resources.

For example, the Service MIB can contain information thaemvise is de- rule derivation
pendent on a subservice. Therefore, rules should be defin@atch events example

for the subservice to events for the service and also todriggsts for the

subservice if no events are given. Corresponding congidasahold for the
service-resource dependencies. Details about the megulties are discussed

in Section 4.6.3.

The automated derivation of rules from the Service MIB intcast to encod- low

ing the rules by hand makes it less likely to have incons@ésnwithin the maintenance
rule set. The provider's configuration management needwledge about effort due to
the service configuration in any case, e.g. to accuratelfjpperchanges in automated
the service implementation. As the formalization of knaige allows for derivation from
an automated derivation of rules, the additional overheadnfaintaining the €X1Sting

rules can be regarded as low. After changes in the servickeimgntation it <nowledge

IS necessary to trigger an update of the rules. An additienabding of rules
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Figure 4.28: Possibilities for rule generation

by hand should be avoided.

The indirect way of rule generation is done from cases (démfimg section).
It results in an update of the Service MIB which then leads tdgger for
the generation of additional or updated rules. Therefdris, kind of rule
generation converges to the direct way of rule generation.

4.5.5 Management of Case Database

The case-based reasoning module is only used if a service eaenot be
matched to the resource level using the rules. In the casedb@asoner this
event is matched to prior cases (see argumentation for ggsunA4 in Sec-
tion 4.5.2 for the methods to be applied and Section 4.6.4herstructure
of cases). In some situations, an adaptation to a priorisalgan be found,
while a completely new solution has to be determined by hatfterwise.
The current event together with its solution is used bydée/ice modeling
moduleto improve the service modeling in the Service MIB for whickeani-
automated implementation is foreseen. This means that sperations like
the retrieval of related parts in the service model and stahdperations to
change them can be supported by a tool, while the change ohtiaeling
itself is conducted by service management staff. The rutegion using
the Service MIB is then used to update the rule base in ordbetable to
cope with this and similar events in the future.

However, there is a trade-off for the use of the RBR and CBR uteodIn
some situations it may be reasonable to leave a case in thelatabase with-
out changing the service modeling. Reasons for that canebditficulty or
effort for enhancing the service modeling in comparisorhtftequency and
impact of this situation which is closely related to the deodf an appropriate
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modeling depth.

Another trade-off exists in the management of the case dagablt has to maintenance of
be decided which case should be kept for the long term, espnife cases case database
have been used to update the service modeling. Anothergomodnlises when

changes in service management occur. Some cases may tlueneieaccu-

rate which means in particular that the stored solution @it work any-

more. Sometimes it may be reasonable to try to update the case least to

mark the cases that are affected by a service implementztiamge.

4.6 Information Modeling and Management

In service fault diagnosis different kinds of informatioaMe to be dealt with section
as indicated on different occasions within the previousises. Therefore, a motivation
unique information modeling is needed especially for thmation of the

workflow. In the following a service model with respect to thquirements of

fault managementis developed by integrating the needextspAfterwards,

service events, resource events, rules and cases are chedeth are used

during the event correlation workflow.

As the examination of related work has shown (compare Se8ti®.1), CIM extension of
is a widely adopted information model which is in particuleseful for the CIM
modeling of resources. The CIM service class cannot be useddue to its
understanding of a service as a process running on a singfieiee modeling

of services is based on the MNM Service Model. It makes usheservice

attribute specification in the Service MIB and can in itsefibtegrated with

the Service MIB or NGOSS SID which will contain additionatrddutes and

classes for purposes beyond service fault diagnosis.

4.6.1 Model for Service Fault Diagnosis

A class model is derived for the needs of the correlation aomepts and is class model
therefore centered on the different kinds of dependencieshaare found in

the service operation. It also includes attributes andecteh of operations

(not complete for set and get operations) for configuringehwehich is needed

for the service modeling component.

Basic Class Model

In Fig. 4.29 a basic class model is defined which contains thmtlasses explanation of
needed for service fault diagnosis. The attributes and odstbf the classes main classes
are explained in the following subsection.

Its central element is th8ervicewhich is closely associated to the classegrvice class
ServiceFunctionalitandQoSParameterThese two classes are essential for
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<< role >> << role >>
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* f< t <<event>> *
accesses << ndency>> refers_to -

v dependency ServiceEvent concludes
InterService | 4 depends_on * v
Dependency |- .l N

" -
* Service 1"; * S:gr]\r/g::nlgg\rl]fl
. substantiates
SerwceAccess 1.% suppliesp 1
Point " "
A
‘ 1|concludes
1] < E <<role >>
Service QoS Provider
Functionality Parameter
depends_on W <4
<<event>>
refers_to
<<dependency>> =—— ResourceEvent
ServiceResource | | *
Dependency + |1
«| Resource
<<dependency>>
InterResource |~ E ‘
Dependenc
P Y depends_on
QoR

x| parameter

Figure 4.29: Basic class model for service fault diagnosis

a service because a service without service functionglienot useful and
the service quality is a characterizing feature of the setvi

The information modeling aims to allow for different deptbs modeling
which holds for QoS parameters, dependencies and SAPs. AQafeter
can be defined for the service as a whole (e.g. the availabilithe service)
or specifically for a service functionality (e.g. a time cdiuh for the execu-
tion of a transaction). Dependencies can be modeled fornicsdn general
or for its service functionalities. The modeling also gitks possibility to
have different kinds of SAPs which can be tied to the seniicall(service
functionalities can be accessed via this SAP) or to servinetfonalities.

For describing the conditions of use for a service$hé\class is introduced.
An SLA is agreed with one or mort@ustomersand has on®rovider. In the
SLA thresholds for the QoS parameters of the service anceiisce func-
tionalities are laid down.

Resourcesre specified together with@oRclass. The term “quality of re-
source (QoR)” is adopted from the term “quality of devicefgraeter [DR0O2]
and describes a feature of a resource which can be relevaaoS param-
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eter. Examples are the CPU load or memory consumption of iaelev the
utilization of a link. The term highlights the relation toetlservice quality
and is therefore used here, even though strictly speakeggtiialues are not
directly related to a quality measure.

The figure does not contain two superclasses that are alsmlited. The superclasses
classManagedServiceElemeista superclass of services and resources. The
classDependencgenotes a superclass of the specific dependencies.

The information model that is designed here aims at modeétifagmation scope of
that is needed to perform the fault diagnosis. The eleméatsperform the information
diagnosis like the CSM as input for the diagnosis are not readas classes model
since this information is not needed. For a given scenafizlasses can be

derived from the classes given here. For instance, a sihuoldlse SLA class

is useful when additional constraints have to be specifiedhf® use of the

service.

Detailed Class Model

In the following class attributes and operations are spatifir the classes of
the basic model.

ManagedServiceElement The ManagedServiceElemerg a common su-
perclass of resources and services as shown in Fig. 4.30/&ks3naming is
related to the term “managed object” that denotes elembatsare relevant
for network management.

The attribute administrative status history refers to théus of the service or administrative
resource from an administrative point of view which is rethto the service status

life cycle. It denotes whether an MSE is planned, being imgleted, in use,

currently being changed or has been withdrawn. The changigebn the

phases are needed for the dependency determination. Fopkxa resource

that is no longer in use cannot be the root cause of symptoyma@e. The

history of changes is kept to be able to identify a mistakenange mana-

gement as the root cause of current symptoms. It can alsodwkinghe

service fault reporting to explain some symptoms which magdused by a

scheduled maintenance.

In contrast to the administrative status history, the dgp@mnal status history operational
reflects the results of tests being performed for the MSE drether the MSE status

has responded properly. If this has not been the case, aditiletresulting

event has to be added. The history of this kind of status i laé$pful for

the root cause identification in the case-based reasoninyl®so that it is

known when the MSE has worked properly the last time and tonexathe

changes that happened afterwards. The operational stassimmary of the

QoS/QoR measurements that are carried out for the MSE insedbat it

indicates whether there are any symptoms at a given poiirhi t
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ManagedServiceElement

- description: String[]

- testSchedule: TestSchedule

- responsible: StaffMember[]

adminStatusCurrent 1 i
- AdminStatus

depends_on

*

+ getAdminStatusCurrent(): AdminStatus

+ getAdminStatusHistoric(DateTime): AdminStatus
+ setAdminStatusCurrent(AdminStatusEnum): void
+ getOperStatusCurrent(): OperStatus
v + getOperStatusHistoric(DateTime): OperStatus

+ setOperStatusCurrent(OperStatusEnum): void

+ getSingleDependency(int): Dependency

+ getCompositeDependency(int): CompositeDependency|
+ scheduleTest(Test): void

*| + getResponsible(): StaffMember(]
+ addResourceDependency(Resource): void

+ removeResourceDependency(Resource): void
+ getEvents(void): GenericEvent[]

- adminStatus: AdminStatusEnuny,
@ 2dminStatusHistory *| — adminStatusDate: DateTime

operStatusCurrent 1

OperStatus

- operStatus: OperStatusEnum
& PerSiawsHisiory  *| — operStatusDate: DateTime
- operStatusEvent: GenericEvent

=

Resource

- faultScore: float

+ getFaultScore(float): void

L)

Service

+ addServiceFunctionality(ServiceFunctionality): void

+ removeServiceFunctionality(ServiceFunctionality): void
+ addSubServiceDependency(Service): void

+ removeSubServiceDependency(Service): void

*
*| depends_on

4 depends_on

<<dependency>>
InterResourceDependency

- antecedent: Resource
- antecedentQoR: QoRParameter
- dependent: Resource
- dependentQoR: QoRParameter

+ getAntecedent(): Resource

+ getDependent(): Resource

+ getAntecedentQoR(): QoRParameter

+ getDependentQoR(): QoRParameter

*

<<dependency>>
ServiceResourceDependency
- antecedent: Resource
- antecedentQoR: QoRParameter
- dependent: Service
- dependentFunc: ServiceFunctionality
- dependentQoS: QoSParameter

+ getAntecedent(): Resource

+ getAntecedentQoR(): QoRParameter

+ getDependent(): Service

+ getDependentFunc(): ServiceFunctionality
+ getDependentFuncModeled(): boolean

+ getDependentQoS(): QoSParameter

*

] *

ServiceFunctionality :—‘

+ executeFunctionality(): void

depends_on

<<dependency>>
InterServiceDependency

- antecedent: Service

- antecedentFunc: ServiceFunctionality
— antecedentQoS: QoSParameter

— dependent: Service

- dependentFunc: ServiceFunctionality
— dependentQoS: QoSParameter

+ getAntecedent(): Service

+ getAntecedentFunc(): ServiceFunctionality
+ getAntecedentFuncModeled(): boolean

+ getAntecedentQoS(): QoSParameter

+ getDependent(): Service

+ getDependentFunc(): ServiceFunctionality
+ getDependentFuncModeled(): boolean

+ getDependentQoS(): QoSParameter

‘ *
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<S is_dependent }

<<dependency>>
CompositelnterResourceDependency

1

is_dependent }

+ addDependency(InterResourceDependency): void

+ removeDependency(InterResourceDependency): void

+ getPartialDependency(int): InterResourceDependency

+ getAllPartialDependencies(): InterResourceDependency(]

|

is_dependent

v
1

<<dependency>>
CompositelnterServiceDependency

+ addDependency(InterServiceDependency): void

+ removeDependency(InterServiceDependency): void

+ getPartialDependency(int): InterServiceDependency

+ getAllPartialDependencies(): InterServiceDependency(]

L

<<dependency>>
* CompositeServiceResourceDependency

+ addDependency(ServiceResourceDependency): void

+ removeDependency(ServiceResourceDependency): void
+ getPartialDependency(int): ServiceResourceDependency
+ getAllPartialDependencies(): ServiceResourceDependency[]

is_dependent }

N *
<<dependency>> * <<depe_ndency>>
] SingleDependency CompositeDependency

- antecedent: ManagedServiceElement
- usageRecord: UsageRecord[]

+ getAntecedent(): ManagedServiceElement

b

+ addDependency(Dependency): void

+ removeDependency(Dependency): void

+ getPartialDependency(int): Dependency

+ getAllPartialDependencies(): Dependencyl[]

| I

adminStatusCurrent

- strength: Strength
— description: String[]

<<dependency>> P
Dependency
— dependent: ManagedServiceElement - adminStatusHistory

+ getStrength(): Strength

+ setStrength(Strength): void
+ getAdminStatusCurrent(): AdminStatus

+ getDependent(): ManagedServiceElement

+ getAdminStatusHistoric(DateTime): AdminStatus
+ setAdminStatusCurrent(AdminStatusEnum): void

9
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<< role >>

User << role >>
Customer
accesses *
v Service *
concludes
v
*
* supplies |+ addSAP(SAP): void substantiates :
ServiceAccess|y * 1|+ removeSAP(SAP): void <* Servicelevel
Point + addSAP(SAP, ServiceFunctionality): void L. *|_Agreement
+ remove(SAP, ServiceFunctionality): void "
+ addSLA(SLA): void A
+ changeSLA(SLA): void 1| concludes
+ terminateSLA(SLA): void << role >>
+ getProvider(): Provider Provider
+ checkUser(User): boolean

Figure 4.32: Classes related to the Service class and additional opesati

dependency There are also dependency attributes that denote a degnokean MSE
attributes  on another MSE which are then refined in the subclasses. lii@add test
schedule is defined using a set of test methods.

staff members Persons who are responsible for the MSE have to be documentesl in-
formation is needed in particular for processing cases hwhsgually require
human interaction.

operations The operations for the MSE include operations for getting setting both
types of status as well as for getting the dependencies/ositepdependen-
cies for the MSE. Resource dependencies can be added angedrbpre
because both services and resources can depend on resaui@@strast to
service dependencies). Test operations can be scheduldtiestaff mem-
bers responsible for the service can be determined. Funtiret it is possible
to retrieve all events that are related to an MSE.

Service The Serviceclass inherits from ManagedServiceElement. In addi-
tion to the associations to its QoS parameters (see beladvyeanvice func-
tionalities as well as to SLAs, SAPs and dependencies, nitiaaal attributes
are needed for fault management.

operations of The operations of the Service class allow to add and remopendkencies

Service class on subservices and allow for adding and dropping servicetiomalities. An
additional figure (Fig. 4.32) shows operations that are eéddr SAPs and
SLAs, i.e. for adding and removing SAPs, and for adding, givap and
removing SLAs. The operation getProvider allows to reidvwe provider of
the service which is required for services from subprowdekn additional
method (checkUser) is proposed to be able to verify whetteeuser belongs
to the authorized users of a service.

classes without Service management has to have information about SLAs, S#asPwell as
operations  Users, Customers, and Providers. However, there is no neattfibutes and
operations for these classes with respect to service faaghdsis. For SLAs

refer to the different modeling possibilities that are dissed in Section 3.5.
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TheServiceFunctionalitys closely tied to the Service. In this generic modelservice
method to execute the functionality is given which has to étaited for con- functionality
crete functionalities. ServiceFunctionalities may alaeehsubfunctionalities.

Resource The Resourceclass is a subclass of the MSE. In addition to the
inherited attributes and methods, it contains QoR parasétee below).

The faultScore attribute is proposed as additional infaionafor the candi-
date list. Its idea is to use statistics from the past to datex how likely a
failure of this kind of resource is. It can be applied as acidn for ordering
the resource candidate list.

For a given scenario the resource can be modeled using the&tidimen-
dations so that no further detailing is needed at this point.

Dependency In the right part of Fig. 4.30/4.31 a set of classes is speCifigependency
for dependency modelingpependencys an abstract superclass that contairsgrength

- apart from a description - a strength field. This field is mgkuse of an

abstract Strength class which has to be specified by impabtss for which

this field is crucial in the dependency tree traversal. Itdifierent interpre-

tations for the corresponding dependency classes as destielow. Even

though the values for the strength attributes are of minocem for fault di-

agnosis since all antecedents are considered anyway gitigsdion is helpful

to understand the different nature of dependencies thatesi with.

Similar to the MSE the Dependency class has current andritist@dmin- isolated and
istrative states and corresponding operations. The ssged8ingleDepen- composed
dencyand CompositeDependen@re derived from Dependency where thdependencies
latter one aggregates an arbitrary number of SingleDepenele While a
dependency can have only one dependent, it can have onedate¢in case

of a SingleDependency) or more (in case of a CompositeDepeEy)l. The

dependent attribute and operation is therefore tied to tygebdency class,

while it is differentiated for the antecedent attributed aperations between

the two subclasses. The composite dependency classesrhagsaciation

to the dependent which is needed to identify all dependsribeg have been

defined for the MSE.

The SingleDependency and CompositeDependency clasdbgargelves su- class hierarchy
perclasses of three further classes each of which is fornithd@spect to the

three dependency types. A composite dependency class omgases de-

pendencies of the same kind because the antecedents haveftthie same

kind to allow for an exchange. This is also possible in a regermanner

which means that composite dependencies can consist ofasi@pr single

dependencies of the same kind.

An example to motivate this design is a functionality thatgalized by us- redundancy
ing an external subservice or internal resources. Howéhiege resourcesexample
are only a replacement of the subservice if they offer a sinfinctionality.

161



Chapter 4. Framework for Service-Oriented Event Correlati

Therefore, an internal subservice should be composed dheeé resources
which should be denoted as antecedent of the functionadity.additional
dependency should specify the relationship of the ressucé¢his internal
service.

processing time In addition to the redundancy situation, the compositiomle&bendencies is
also beneficial for situations where a performance parameselts from the
collaboration of services and/or resources. For exampke ptocessing of
a transaction for a user (QoS parameter of a service furatipgnmay in-
volve external subservices and internal resources and @ralbyrocessing
time should not be exceeded. For clarification it is also meoended here
to compose the internal service-resource dependenciag aisiadditional in-
ternal QoS parameter for the service functionality. Theetelency of the
performance parameter on this internal QoS parameter earbtéh composed
to the external inter-service dependencies. The advaigahat the depen-
dency layers are not mixed and that it is clearly separateat vghprovided
internally or externally.

usageRecord The SingleDependency class contains a usageRecord tdtalsua place-
holder. It allows to record the use of a dependency over tinthat it can
be determined which resource has been used at a given pdinten This
can be helpful for the manual diagnosis to backtrack a pastsn.

dependencies Dependencies are related specifically to QoS and QoR pazessnas dis-
refer to quality cussed in the non-binary states paragraph in the algorigdveldpment. The
parameters  colloquial “service x depends on resource y” thereforediaes to QoS pa-
rameter “availability” of service x depends on QoR paramé&gailability”
of resourcey.

Inter-service dependency For inter-service dependencies two classes
are devised, i.einterServiceDependen@nd CompositelnterServiceDepen-
dency In the InterServiceDependency class it is differentidietiveen the
coupling of the dependency to services or to their servigeetfanalities
which can be decided both for the antecedent and dependeitese

service The strength attributes for the InterServiceDependerm@sy composed in
composition the CompositelnterServiceDependency are related to thsilplty to ex-
change the subservices. For example, a restaurant findecesgives in-
formation about restaurants located nearby to a mobile Udes restaurant
finder service might contact a weather service to get inftionaabout the
local weather conditions which are needed to determinelveneiutdoor lo-
cations can be recommended. A redundancy situation is diees if mul-
tiple weather services are present with similar functidypalTherefore, the
strength of a dependency should be defined as a formula degeowl the
number and quality of alternative services. In additioncgrconsiderations
for using alternative services should be taken into account

162



4.6. Information Modeling and Management

Service

* t
*
QoSParameter

— description: String[]
— measurement: String[]
- testSchedule: TestSchedule

+ calculate(): Value
+ measure(): Value
+ setTestSchedule(TestSchedule): void

depends_on w

*

* ParameterHistory
Resource + value: Value
+ date:DateTime
’ + event: GenericEvent

*
‘ QoRParameter
— description: String[] P
— measurement: String[]
- testSchedule: TestSchedule

*

+ measure(): Value
+ setTestSchedule(TestSchedule): void

Figure 4.33: QoS and QoR classes

Service-resource dependency The classes for service-resource depen-
dencies are callederviceResourceDependenagd CompositeServiceRe-
sourceDependency

The strength attributes are applied here to model redumeircthe service service quality
implementation as given for the six redundant web serveteerLRZ Web consideration
Hosting example. For the service-orientation the strenfithe dependency

has to be regarded with respect to the SLAs. For examplegitinbie accept-

able if only one of the servers is working, the majority ofrthis working, or

if only one of them is not available. The definition could atsbased on the

response time or the number of queries which can be processed

Inter-resource dependency The classes for inter-resource dependencies
are calledInterResourceDependenand CompositelnterResourceDepen-
dency The modeling of InterResourceDependencies in subcladsasdd
make use of the CIM dependency classes which are well suitedtel these
dependencies.

The strength of dependencies on the resource level is giyeéheébnetwork redundancies
topology and device-internal conditions. For example,t&vagk connection on resource
from a resource to the SAP might run over alternative netvpaitks so that level

some redundancy exists. A computer might contain a singie mamory

so that the failure of the main memory will lead to a compleiiéufe of the

computer. A hard disk failure might be covered by a seconkl @ithin the

computer.
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QoSParameter A QoSParametesee Fig. 4.33) is tied to a Service or
sometimes more specifically to a ServiceFunctionality. QuSParameter
is described in prose in the description field, while its noeasient method-
ology is specified in the measurement field. A test schedulseto test
the parameter on a regular basis. The calculation functiakesiuse of the
dependencies on other QoS and QoR parameters which arelyivee de-
pendencies (inter-service and service-resource depeiedgnlt describes the
dependencies more precisely and can also be applied toemnahtalcula-
tion of the service quality achieved. The QoSParametera apecialization
of the service attributes as described by the Service MIBthei definition
including the specification of dependencies can be donesasilled in Sec-
tion 3.2.1.

In contrast to the calculated quality, events are resuftioigp regular and on
demand measurements so that an access to these measuisrgmets. An
on demand measurement can be triggered by the measureioperat

QoRParameter The QoRParameterclass is structured similar to the
QoSParameters. Due to the basic nature of these parantbegrare usually
directly measured. However, an integration of the resoewveat composition
by the SMONA architecture (see Section 3.4) can lead to a ositipn of the
measurements already on the resource level.

4.6.2 Modeling of Events

event classes The modeling of events is required to specify the infornratieeded as input
for the correlation. The definition of events cannot rely e tlefinitions of
device vendors, but has to include additional events fauees and services.
For the resources these events have to reflect the QoR paramahile the
service events denote a new concept that has been introdutad thesis.
Examples of the events can be found in Section 6.2.2.

abstract generic GenericEvent class The modeling of events starts from an abstract event
class class that is common for events related to resources antcegrvAbstract
event class means that it is not useful to send events of ypes of class
because it then contains too few information. The resultlags hierarchy is
depicted in Fig. 4.34.

For uniquely referring to an event an identifier attributptisvided. Usually
a long value should be appropriate for this purpose.

event source The generic service event definesaurceattribute which relates to where the
event originates from. Possibilities of sources are usedstlae own service
monitoring for services as well as resources themselvgs\yie. SNMP traps)
or resource monitoring tools for resources.
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<<event>>
GenericEvent

- identifier: long

- source: String

- status: StatusEnum

- severity: SeverityEnum

- receptionDate: DateTime
- validDate: DateTime

=

. 4 linkedCause *
<<event>> <<event>>
ResourceEvent N linkedimpact p . ServiceEvent
- resource: Resource - service: Service
- resourceQoR: QoRParameter - serviceQoS: QoSParameter
* - SAP: ServiceAccessPoint[]

* *

- credibility: CredEnum
linkedCause P 4 linkedimpact - keywords: String[]
- description: String[]

DreferringDate: DateTime \—*—l

linkedCause p 4 linkedimpact

<<event>>
ServiceFuncEvent

- serviceFunc: ServiceFunc

Figure 4.34: Event hierarchy classes (abstract classes)

The statusattribute is used to manage the processing of events. Recetatus
mended status options are OPEN, SUSPENDED, CORRELATEDEDM enumeration
OUT which have the following meanings. OPEN stands for a neaewhich

has been received and for which the correlation has begua.also possi-

ble to introduce an additional state like RESPONDED to awkedge that

an event has been received. The status CORRELATED meanartteatent

has been fully matched to possibly related events so thaiei$ thot need to

be considered on its own for the correlation. The SUSPENDEI® s in-
troduced for denoting that an event waits for the resultestist TIMEDOUT
means that an event was removed from the active events lestauso longer

valid (compare validDate attribute).

The valueseveritydefines a severity level which should be considered asrgact
kind of impact that is related to the class of event. For eXxangvent severi- estimation
ties can be dependent on the kind of service or resource ficplar when an

impact has been precomputed by an impact analysis assurhiyppéhetical

failure of the MSE, on the event source or further criteria.

ThereceptionDatettribute specifies the time when an event is received, usate of event
ally with a precision of seconds. For resources it is assutmegdhis time has reception
only a minor difference from the time when the symptom ocedigo that no

additional time attribute is given. This is different forgiee events where a

significant delay can occur especially when events are regduy users. To

reflect this difference, an additional attributeférringDatg is introduced for

services.
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event validity The duration how long an event is valid is specified byvhkdDateattribute.
interval To make the calculation easier, a final date should be spedifsgead of a
duration.

abstract ResourceEvent class An abstract class for resource events is derived from
resource event the generic event class. It contains the resource refetoirrgresource class
class in the class structure. It also specifies a QoR parameter tchwthe events

relate. Subclasses have to be derived to denote the meetiiglating of
thresholds for these QOR parameters. For a Boolean QoR ptealike the
availability this means that there will be two events demgptihe availability
or unavailability of the resource without further interparameters. For other
types of QoR parameters like the CPU load events will in@itae meeting
or violating of a threshold. The measured value itself waloabe contained
in the event.

correlation  For tracking the correlation of events thekedCauseattribute is introduced
process tracking which denotes the correlation to other events. Resourag®ean be linked
to other resource events, but not to service events becaegiae symptom

cannot be the reason for a resource symptom. For clarificatelinkedIm-

pact attribute is introduced to record that another event is mijgaict of the
given event. In this direction links can also be created teise events which
is related to the other way the dependencies are traversedpact analysis.

generic service ServiceEvent class and ServiceFunctionalityEvent classThe abstract

event class class ServiceEvent is derived from the GenericEvent cladsspecifies fur-

ther service-related attributes. Similar to the ResouweeEclass, the rela-
tionslinkedCauseandlinkedlmpactare specified.

A service event should be related tgerviceand to aQoS parameteso that
references to these classes are included.

referring data  As explained for the generic events, the additional atteloeferringDateis
fortime gap introduced for denoting the point in time when the reportgohigtom has
been observed. It therefore allows to compensate the delegporting the
symptom.

service access TheSAPattribute refers to the SAP where the service has been atteBBis
point piece of information is useful for situations where the syonpis related to
the way the service is accessed (e.g. access via one SAP seamik, but

not for another one).

credibility The idea of theredibility attribute is to store information about the credibility
enumeration  of a service event. It is not needed for events that resutt fi@sources or the
own monitoring of a provider, but for the externally provii@formation for
service events. For example, it should be recorded whethteneated tests
have succeeded or failed. A set of states could be REPRODUCED, RE-
PRODUCTIONFAILED, REPRODUCTIONSUCCEEDED, CREDIBLE.
NOT_REPRODUCED means that there has not been an attempt to teygrod
the reported symptom either because it is not possible &ikihd of reported
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symptom or the testing capability is currently not avaikabl not imple-
mented. These situations could also be distinguished lgreift states. RE-
PRODUCTIONFAILED means that the test action for reproducing the symp-
tom did not have the same result, while the REPRODUCTISIWCCEEDED
acknowledges a successful reproduction. The CREDIBLIe s$ahe default
state for events from the provider. It is possible to combhe latter two
states since the reproduction shows that there is reallyngptgym.

The attributeskeywordsand descriptionare needed for the case-based reattributes for
soner when the automated correlation has failed. The kedfields contain CBR and

a set of keywords which are partially or completely predefinén the re- manual
trieval step of the case-based reasoner these attrib@esad for matching. reasoning
The description attribute contains a natural languagettettdescribes the

symptom. It is used for manual search for related cases anddgolving the

service event by hand.

Service events can be more specifically reported for a sefuicctionality. event tied to
Therefore, a class ServiceFunctionalityEvent is defined sisbclass of Ser- specific
viceEvent which has a service functionality as parameter. functionality

Similar to the ResourceEvent class, concrete subclasseshdée specified construction of
for the ServiceEvent and ServiceFunctionalityEvent das3hese denote thesubclasses
fulfillment or violation of thresholds for QoS parameters.

Comparison with ITIL incidents, CSM trouble reports, and tr ouble tick-
ets The specification of service events is closely related terdtbrmats that
have been presented in the related work.

ITIL incidents also aim to collect information for the ineidt and the po- missing strict
tential later problem treatment, but these recommendatoa not designed categories for
for the automation of the processing which requires a clasgorization of automation
events according to MSEs and quality parameters. This aitas Hor the

CSM trouble reports. Nevertheless, both formats alreddydor the linking

to related reports and have a possibility to set states &zking the report

treatment. The CSM report format is closely related to TTrats and also

makes the distinction between the times for the detectiosyofptoms and

their reporting.

4.6.3 Rules

In the following a set of rule types is given in a pseudocod&tian which types of rules
relate to the steps of the algorithm in Section 4.5.2. Theespondence is

shown by indicating those assumptions whose removal makescessary

to introduce additional rules. The pseudocode notationvised into event,

condition, and action part. Usually, more subtypes of ralepossible within

the rule categories which can be created in given scenarios.
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Correlation for events related to the same MSE The first kind of rules
aims at correlating events that relate to the same MSE amdftine corre-
sponds to assumption A6. The removal of this assumption snékecessary
to correlate events for the MSE prior to correlating themtteeoevents. The
events for the same MSE can either express the same or cbiepatorma-

tion or can be contradictory.

The simplest situation is when two events express that Hrerao symptoms
for an MSE. These events can then be matched and the statue @vent
can be set to CORRELATED. Please note that information tha¥I&E is
working is given by the event class (e.g. SERVRESPONSETIME _OK
vs. SERVERRESPONSETIME _NOT_OK).

eventeventl, event?2

condition eventl.class within eventclasses
andeventl.class equalsevent2.class
andeventl.status equals OPEN

andevent2.status equals OPEN
andeventl.valid Date greaterthanevent2.valid Date
action event2.status set CORRELATED
andevent2.linkedCause addeventl

This rule is designed for a set of event classes for whichatkhbe applied.
It is then checked whether the events belong to the same ahakshether
both have not been correlated yet. The correlation keepswéet with the
longer validity and the other event is withdrawn from furtleerrelations.

Even in this simple case the correlation can also aggregétemation for

service events if the SAPs were different. An additionalosctan then be to
attach the SAPs for the second event to those for the first.even

If two events report a symptom for a resource or service, ithatson can be
more complicated because it should be aimed to aggregatenafion that
has been gained. However, this can be difficult when it is tesrovhether
the events have the same root cause. On the resource level/emts indi-
cating that the resource is not available can be easily radtchhile service
events that relate to the same service should not be matttieel SAPs are
different. A match of events for the same service is onlyaaable if most
of the information is compliant. There is also the posaipilo increase the
severity as the result of the correlation.

eventeventl, event2

condition eventl.class within eventclasses (here service event classes)
andeventl.class equalsevent2.class

andeventl.status equals OPEN

andevent2.status equals OPEN

andevent1.S AP equalscvent2.SAP

andeventl.valid Date greaterthanevent2.valid Date

action event2.status set CORRELATED

andevent2.linkedCause addeventl

andeventl.credibility set maximumivent1.credibility,event2.credibility)
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andeventl.keywords set merge{vent1.keywords,event2.keywords)
andeventl.description set
concatenate(entl.description,event2.description)

The third situation are events for the same MSE that are adittory for clearing events
which again two cases can be distinguished according teteeingDate/re- for the same
ceptionDate. If a clearing event has occurred after a sympéporting event, MSE

then both events can (if they exactly refer to the same MSEowit differ-

ences like the SAP) be correlated and it can be assumed thaythptom is

no longer existing. It is important to consider sporadicragdor which the

cause cannot be identified in this way. Therefore, a limittfar frequency

of closing events in this way (i.e. by the reporting of clagrevents) can be

defined. In the following example eventclassA is a symptoengvwhile

eventclassB is the corresponding clearing event.

eventeventl, event2

condition eventl.class equalscventclassA (here service class)
andevent2.class equalseventclassB (here service class)
andeventl.status equals OPEN

andevent2.status equals OPEN

andeventl. frequency lessthanthreshold

andeventl.re ferringDate lessthanevent2.re ferringDate
andeventl.S AP equalscvent2.SAP

action eventl.status set CORRELATED
andeventl.linkedCause addevent2

In the opposite order, i.e. a clearing event followed by astymm event, it other order for
can be assumed that the clearing event is not correct anyitdsegherefore the same MSE
correlated to the following symptom event (eventclassA evehtclassB as

defined in previous example).

eventeventl, event2

condition eventl.class equalscventclassB (here service class)
andevent2.class equalscventclassA (here service class)
andeventl.status equals OPEN

andevent2.status equals OPEN

andeventl.re ferringDate lessthanevent2.re ferringDate
action event1.status set CORRELATED
andeventl.linkedCause setevent2

Top-down correlation The rules which are in focus of service-orientegeneral rule for
event correlation are those where events are correlatdd regipect to the top-down
dependencies. The following rule shows a general coroglatnd is needed correlation

for implementing the basic algorithm.

eventeventl, event2

condition eventl.class dependson event2.class

andeventl.status equals OPEN

andevent2.status equals OPEN, SUSPENDED or CORRELATED
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action eventl.linkedCause addevent2
event2.linkedImpact addeventl

This rule has to be activated for two event classes where Biesvare directly
dependent. The rule structure is similar disregarding drethe event2 in-
dicates a symptom or not. In case no symptom is given for tiuenlying
MSE, it means that this MSE can be excluded from the potecdiatlidates
for explaining the symptom.

The events for the antecedent class do not have to be operarbatready be
partially (status SUSPENDED) or fully correlated. This me¢hat a correla-
tion on lower layers can already be executed prior to coostry the link to
higher layers.

If all possible correlations have been tried for all antesdd of an MSE,
the event can be regarded as fully correlated. Its statuseiefore set to
CORRELATED. This rule is also already needed for the bagjordthm.

eventeventl

condition eventl.class within eventclasses
andeventl.status equals OPEN

and for eachuntecedent(event1.MSFE)

{there is onewent(antecedent) linkedCause t@vent1}
action eventl.status set CORRELATED

Triggering tests  The correlation rules only work if events are given for the
lower level in the MSE hierarchy which may not be the case r&foee, rules
are in place to trigger tests which result in additional ¢ésenThese rules
correspond to assumption A3. In the correlation engine iinjgortant that
on each iteration the top-down correlation rules are caroet first. Other-
wise, events are suspended before the tests have beenstattet the events
cannot be opened again.

eventeventl

condition event1.class within eventclasses
andeventl.status equals OPEN

action for eachantecedent(eventl. M SE)

{if there is noevent(antecedent) linkedCause t@ventl
then triggertest@ntecedent)

andeventl.status set SUSPENDED

The SUSPENDED status is used in order not to spend time onsien
which test results are missing. The asynchronous arrivéheftest results
should not block the correlation. However, additional sufeve to ensure
that the suspended events are reactivated when test resubesported.

eventeventl, event2

condition eventl.class dependson event2.class
andeventl.status equals SUSPENDED
andevent2.status equals OPEN
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action eventl.status set OPEN

At this point the event is only reactivated, but not corretetvhich would be reactivation of
possible with the information gained. This is carried outtlhg rules in the events
top-down correlation part.

Rules for candidate list Certain classes of events are predefined as poteandidate
tial root causes. Once these events are raised they arerfl@tvéo resource output
management or the subservice CSM since only events retategaurces or
subclasses from external providers can be items of the datediist. By us-

ing the linkedlmpact attributes resource management cam dkso track to

which service events the candidates events have beenatedellhis rule is
necessary for the basic algorithm and for assumption Alpfgvider CSM).

eventeventl

condition eventl.class within eventclasses
andeventl.status equals OPEN

action sendto_resourcemanagementgent1)

The sending to resource management is replaced by sendsuippoovider
CSM for other events.

Timer rules The timer rules take care of uncorrelated events which a@ieck time of
marked as TIMEDOUT according to the validDate that has bgetiBed. events
These rules are a result of the consideration of time cangéréassumption

A4).

eventeventl

condition eventl.class (carried out for all events)
andeventl.status equals OPEN or SUSPENDED
andeventl.validDate lessthan CURRENTDATE
action eventl.status set TIMEDOUT

It then depends on the class of event whether it is sent toabe-lbased rea-event
soner. This is only reasonable for service events/seruigetionality events forwarding
which denote a symptom.

eventeventl

condition eventl.class within eventclasses
andeventl.status equals TIMEDOUT
action sendto_case-basedeasonekventl)

Organization of rule knowledge For the organization of memory with re-use of Rete
spect to the Rete alpha and beta networks (compare Seci@) Bis recom- networks
mended to organize the events as alpha network using ser@)osS parame-

ters and SAPs as categories in a service-related part agsvil resources

and QoR parameters in a resource-related part. The betanketan then be

organized to assist in the correlation of events using nfae bne event.

171



generic case
template
specification

service and

service
functionality
identification

QoS parameter
and SAP

keywords for
case retrieval

human operator
information

case processing
information

meshed
organization
recommended

Chapter 4. Framework for Service-Oriented Event Correlati

Derivation of rules from dependency classes An important point for the
scalability of the approach is the possibility to deriveesifrom the informa-
tion modeling. An implementation of the information modebs|d be able to
generate rules with respect to the information being predidcor example,
if a dependency is specified between a service and a reseunge, to match
events for the service onto events for the resource can ledeutomati-
cally. The generated rules can be shown to an administrat@piproval.

4.6.4 Cases

A case takes information from attributes of the originatsggvice event or
service functionality event, but also adds and drops in&diom. The first
block of attributes is used for the key term matching. Thesdasnplate,
which is explained in the following, is depicted in Fig. 4.35

Theservicefield specifies the service to which the case is related. Itdse
originated from a service functionality event, the fisketvice functionalitys
filled with the name of the service functionality. Otherwidias field is left
blank.

The service event is always related t@QaS parametewhich is specified in
an equally named field. For ti®@APattribute it has to be taken into account
that multiple SAPs can be specified so that this field is desigrs a list in
the case template. It is proposed to organize the SAPs akhhaxs where a
tick means that the symptom also occurs for the correspgrisiisP.

Furthermore, th&eywordsvhich are specified for the event are stored in a list
field. Together with the previously described attributeskaywords are used
for the key term matching.

A set of attributes is used for information of a human operaiidis set is
formed by thedescriptionof the originating event, information abocorre-
lated eventsf the correlation has been partially successful, skegerityand
credibility of the event, and the evedates(receptionDate, referringDate,
validDate).

Some information has to be added for the further procesditigeocase. It
has to beassigned tamne or more employees, has to gedtatusof the case
processing, and a documentation of #wdution steps The solution steps
should contain links to other cases which were retrievedo(aatically or

manually) to assist in the case resolution.

Organization of case knowledge As explained in Section 3.4.4, there are
different options for the organization of the case databkse the cases that
have been defined here, a meshed organization is suitabieradhy is con-
structed for the services and resources, subdividing theces into service
functionalities and subdividing all three of them into QQ8R categories.
Different categories are formed on this level accordinghokey terms. The
meshing is used here to map a case to different key termsalogossible to
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lserviee: | [ ]

\ Service functionality:\ \ \

QoS Parameter: | | \

\Service access points:\

[] [] []
\Keywords: \

Keywordl | [ | [keywordz | [ ] [Keywords | [ |

\Additional keywordl \ \Additional keyword2 \ \Additional keyword3 \

\ Description: \

\Correlated events: \ \ ‘

‘Severity: ‘ ‘ ‘ ‘Credibility: ‘ ‘ ‘

\Reception date:\ \ \ \Timeoutdate: \ \ \

\Referring date: \ \ \

\Assigned to: \ \ \

\ Status: \ \ \

\ Solution steps: \

\Related cases: \ \ ‘

Figure 4.35: Case template (assuming three QoS parameters, SAPs, kisyewd
additional keywords)

map the cases to other QoS/QoR parameters or to differantsgr service
functionalities or resources.

Automated population of major cases In addition to the possibility to start use of impact
with an empty case database, itis preferable to have soerenek cases gen-analysis
erated automatically using the service modeling and algaving an impact

analysis. A strategy that is proposed here is to assumesdingken resources

and to estimate the impact that is caused by these situatiolusling the ef-

fect on users. The estimated symptoms are then the basise@assumed

service events and the derived cases. This methodologgmslire that fail-

ures of resources have already been documented as casés.tBeiengoing

work on service-oriented impact analysis, a detailed renendation for this
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is a subject of future work.

4.7 Assessment Metrics for a Given Sce-
nario

The benefit of the approach in a concrete scenario can be nedasy dif-
ferent metrics as discussed in [HS05]. The aim of the praovgl® improve
its profit by lowering the cost for service fault managemditie cost savings
are a result of prevented SLA violations and the effort réidndn the event
processing. On the other hand, the costs for maintaining\waet correlation
components need to be taken into account.

As financial consequences are difficult to determine dufiiregangoing ser-
vice management, simpler methodologies should be useddk tine benefit
received by the automated correlation. Metrics are reduhat allow for the
guantification of the benefit and therein also allow for ojteion.

Metrics for SLA violation prevention An indicator for the prevention of
SLA violations is the mean time to identify the symptoms’troauses. How-
ever, the use of this metric based on the events that arellgateeeived can

be misleading. Some underlying root causes may be moreutiiffaccclassify

than others that are received in another time interval. Kimd of analysis

may seem reasonable for a longer time period where thisteffag loose its

relevance as many root causes are then given in an exanmpaimd.

A benchmark set of events and root causes may be construttiet are
diagnosed in order to compare different configurations efftamework or
for comparing it to a situation without automated corr@atiThe benchmark
can be run in a maintenance interval since it would otherafifget the regular
correlation. The construction of the benchmark should seth@n statistics
of events and root cause frequencies.

Apart from the use of the mean time for fault diagnosis, a@eage of root
causes where the identification took longer than a predefimedinterval can
be calculated which may be more relevant towards potenitial\Bolations.
In addition, the fault diagnosis time can be differentiabetween different
severity levels of the events.

Metrics for effort reduction  The tracking of the effort reduction has to be
based on the performance of the workflow steps. If a CSM wedsfate is
offered in addition to the possibility to report symptoma yhone, a high
percentage of users accessing the web interface is desicadi$e it does not
require human involvement for the provider. If few users mage of the web
interface, it may not be helpful enough, hard to find, or thecdetion of the
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decision tree steps may not be understandable for the useiigsdicator for
the information collected is the number of requests thaehmeen necessary
to request further information from users. It can be seemdisator to what
extent the required information is gathered in the first@lac

For the rule-based correlation a simple indicator for tfierefeduction is the RBR metrics
percentage of service events that have been correlatetigo®tents and do

not need to be treated as isolated events anymore. Additiptiee number

of false positives should be taken into account which recdhe situations

where a false correlation occurred. Both events serve asaitwils of the

modeling accuracy.

For the case-based reasoning it should be tracked to whaatterlated casesCBR metrics
are useful to diagnose the situation. In addition to a binatye, it can be
distinguished between the effort for the modification ofpheposed solution.

4.8 Collaboration with Impact Analysis

The output of the service-oriented event correlation togetvith the man- root causes as
ual examination of the candidates are one or more resouttes Wwave been input for impact
detected to be the symptoms’ root cause. Such resourcs faritbe taken analysis

as input for an impact analysis (see Section 3.5.3) wherdependencies of

services and resources are used to identify services edfdxt the resource

faults. For the impact analysis the dependencies are s@déan the oppo-

site order, i.e. inter-resource dependencies are useddtotiner affected re-

sources and service-resource dependencies and inté&cesdependencies are

traversed to identify affected services. In addition, Slhase to be accessed

in order to quantify the estimated impact. The impact ediwnas useful to

select adequate actions to deal with the faults.

A framework combining both service event correlation angact analysis common
has been addressed in [HSS05c]. An improved version is @epin Fig. framework
4.36 where it can be seen that some components are used bibid $grvice

event correlation and impact analysis. These componeatharCSM, QoS

probing and measurement, Service MIB and candidate védidica

A question mark is placed in the framework between the semient corre- collaboration of
lation and the impact analysis which relates to the questioen an impact fault

analysis should be started. This discussion is related tscagsion in ITIL management
(see Section 3.1.1) where it is left open whether an impaait bk estimated Steps

for a single incident or only after receiving several refatecidents.

The starting point of the combination of the frameworks diégd above is root cause
that the service fault diagnosis determines a root causw ke candidate determination
verification component and that this component then trigjtfee impact ana- prior to impact
lysis. This means that in contrast to ITIL an impact is cadted for the root analysis
causes and not for the incidents themselves. This can resaltdelay in
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Figure 4.36: Framework for service-oriented event correlation andiserimpact
analysis and fault recovery (refined version of [HSS05c])

the impact estimation when a critical situation is encoretde Nevertheless,
optimization possibilities exist for combining the faulagnosis and impact
analysis.

It can be witnessed that the event correlation already eye=at of the im-
pact when inspecting the correlation result from anothesgective. The
event for the root cause resource has been correlated toesets up to the
originating service events. These pieces of informationlmaused to have a
lower bound for the impact which may in some situations alydae helpful
to trigger some kind of escalation.

Another possibility is to define some events which diredtigger an impact
analysis. This could be possible on different levels, lige@al input events
only from a single user or on a medium level in the correlati@rarchy.

4.9 Assessment

The achievements of this chapter are compared to the regents in Section
2.4 to review whether the targeted aims could be reached. aBsessment is
set in context to the state-of-the-art and its assessment.

G1: Genericity The modeling of the workflow and its components made
no assumptions about the service so that the range of seffacahich the
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framework can be applied is as general as in the MNM ServicdeVloThe
workflow which has been developed can be regarded as a refihefresr OM
despite of the criticism concerning the separation of fendnagement and
performance management in the framework. It is also compl@the ITIL
recommendations.

G2: Scalability The scalability in the proposed framework has several asfrelation
pects. In the choice of the event correlation method theopmidnce has beenperformance
considered so that a timely event correlation could be easun the frame-

work the correlation on the service level which usually coisgs fewer events

has been separated from the correlation on the resource [Elrerefore, a

well-tuned correlation on the resource level can be sutdgssxtended to-

wards the service level.

The scalability is also related to the information modelifige design of the scalability in
class structure aimed to allow for different modeling giarities so that a information
balance between modeling effort and the resulting diagrmsiuracy can be modeling
found. This refers to the split-up of services into servigecdtionalities, the

modeling of QoS/QoR relationships, and also the modelingherresource

level.

G3: Low effort A key feature of the event correlation design is the gemaintenance
eration of event correlation information from the servicedaling, i.e. the effort for
generation of rules from the Service MIB. As the introductif a system- diagnosis
atic service management for an organization requires teerdentation of knowledge
service-related information for change management, tdiadal effort for

transforming this information into rules by the proposedhod is low. An-

other point is the intrinsic learning capability of CBR satithe CBR know-

ledge can be regarded as to some extent self-adapting.

4.9.1 Workflow Requirements

The workflow which has been developed can be regarded as amefirt to workflow as
the eTOM recommendations. It has been designed with respéue possi- eTOM extension
bilities for tool support so that a partial automation of earkflow is feasible.

W1: Workflow granularity  The workflow detailed some of the steps thatetailing of
have to be carried out, but avoided to make assumptions dabewgervices workflow steps
which are provided.

W2: Techniques and tools The steps have been designed with respacbl support for
to possibilities for automation. This comprises the evesriggation at the automation
CSMI/IA as well as the automated methods for the providergise moni-

toring and probing. The usual way of diagnosis happens inudonzated
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fashion which results in a candidate list of resources. bea# a failure of
the automated correlation, the service management stsiffpgorted by the
case-based reasoner which provides related information.

Wa3: Cross-layer interaction By keeping the clear separation of manage-
ment layers in eTOM, a clarification of tasks of the differaykers is reached.
A corresponding separation between service managemen¢soalce mana-
gement is not part of ITIL. The chosen structuring allowsgseign responsi-
bilities within an organization similar to ITIL's role motle

W4: Workflow monitoring  For the monitoring of the workflow assessment
metrics have been discussed in Section 4.7. These can bhedfglcontin-
uous monitoring of the workflow.

4.9.2 Management Information Repositories

The design of the class model aimed at allowing for differaatleling depths
with respect to the needs of an organization. It is also @géitto extensi-
bility with respect to other related contexts such as impaealysis or service
management in general.

M1: Scope of managed objects In the information modeling in Section 4.6
object-oriented class models have been developed whichamed on CIM
recommendations for the resource level. They aim to fill the goncerning
service fault related information which includes the maugbf events, rules,
and cases in addition to the service-specific classes.

M2: Fault management attributes The classes for services and resources
have been designed with respect to the required fault mamagfeattributes.
Apart from the dependencies this deals with testing pdgseisi, fault likeli-
hood, QoS/QoR parameters, etc.

M3: Dependencies A set of classes has been dedicated to characterize the
dependencies which exist on the different levels. This rfioges an im-
portant basis to allow for the traversal of the dependeneyahntchy in the
diagnosis.

Concerning the detailed requirements the following deslgrices have been
made: The dependencies are separated into different sléss¢he three
kinds of dependencies (M3a). For the service level the apsigiven to tie a
dependency to a service as a whole or to a service functigr{dBb). The
model includes the possibility to reflect redundancy on tiiierént levels
(redundant services, redundant resources) by introduadilaigtional classes
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for composite dependencies (M3c). The base class MSE andhesiepen-
dency base class have an administrative status attribulasthe service life
cycle can be modeled (M3d). The dynamic of dependenciesearressed
via usage records which can be specified for dependencies)(Mahile the
organization itself is not represented in the model, iotganizational de-
pendencies are specified as dependencies among servicBah is the
information relevant for fault diagnosis.

4.9.3 Fault Management Interfaces

The interface design is based on the idea to combine intensctlefined by
the CSM with IA decision trees. In addition, CSM interfaces foreseen for
the collaboration with providers of subservices.

F1: Symptom reporting function The CSM interaction for reporting extension of
symptoms to the provider is implemented using the IA denisiees. The CSM
decision tree has to be designed in a way that all informé&torthe auto- interactions
mated treatment specified within the service event formeliected. using IA

F2: Symptom prediagnosis The IA decision tree contains test actions feature
which aim at reproducing the reported symptom and can tbhexefnhance
the accuracy of symptom reports directly in the receptionkilow.

F3: Plausibility checks In addition to verifying the users’ identity andincluded in IA
rights, some plausibility checks can be included into thesy#nptom report
reception.

F4: Change of reports The CSM also contains a workflow for changinge SM workflow
symptom reports. Depending on the frequency of such changes also be
supported by IA decision trees.

4.9.4 Service Symptom Diagnosis

For the service symptom diagnosis a hybrid event correlaigproach has hybrid solution
been chosen which loosely couples an RBR and a CBR module.rulé&ie
based diagnosis embeds active probing in the automatedgsiog.

S1: Learning capability The learning capability of the diagnosis is ensuregtBR module for
by the CBR module which deals with failed correlations frdra tule-based updating the
module. The backtracking of the failed event correlatiogetber which the service

correct diagnosis is used to update the service modeling. modeling
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S2: Early matching An early matching of related symptom reports is
achieved by modeling the service dependencies explicitty lay trying to
correlate service events with regard to theses dependeatctbe beginning
of the correlation. The service events are then processead imggregated
way.

S3: Multiple root causes The rule-based correlation is not based on a sin-
gle root cause assumption. This has the consequence tlatatledents of
an MSE have to be checked whether they are working as expefttiet is

not the case for a single root cause assumption. Here, timeieaxton of an-
tecedents can be aborted if a single broken antecedentrid fdievertheless,

it is obvious that an implementation where a single root eassumption is
desired (e.g. for performance reasons) can be achievedmathfying the
procedure at that point.

S4: Testing Testing methods are included into the correlation in twosvay
For detecting symptoms both on the service and resourcks liests are per-
formed on a regular basis. The reporting of symptoms viasheadludes the
possibility to automatically try to reproduce them. Tegtis also used in the
correlation algorithm where tests are triggered for ggttwdditional events
for the lower layers. Further automated tests can be fonesken putting a
resource into the potential root cause candidate list.

The use of testing in the event correlation procedure is alsweans to par-
tially cope with lost symptoms. Missing symptoms for antka@s are re-
guested as part of the procedure.

4.9.5 Embedding into Overall Management Solution

The framework has been designed for extensibility towatdsrdault mana-
gement phases and in context of an overall service manageaiation.

E1l: Impact and recovery management Section 4.8 presented a common
framework to link fault diagnosis and impact analysis. Idi&idn to the joint
use of some components like the QoS measurement, the mpad¢idepen-
dencies within the class structure has also been aimedsathiity for impact
analysis.

E2: Service management The compliance to ITIL and eTOM ensures that
the fault diagnosis can become part of an overall solutiosdéovice manage-
ment. It collaborates in particular with the QoS measurdémedule which

is designed for customer-oriented SLM. Furthermore, roefior monitoring
the fault diagnosis workflow have been discussed which @seesas input
for SLM.
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Requirement details

Fulfillment and remark \

G1: Genericity ++ (no specific assumptions)
G2: Scalability ++ (algorithm and modeling design)
G3: Low effort + (correlation information

maintenance)

W1: Workflow granularity ++ (UML activity diagrams)
W2: Technigues and tools ++ (support for workflow
where possible)

Wa3: Cross-layer interaction | ++ (refinement of eTOM, clear layers)
W4: Workflow monitoring + (assessment metrics discussed)
M1: Scope of managed objectst+ (services and resources)

M2: Fault diagnosis attributeg + (links to events)

M3: Dependencies ++ (emphasis on dependency model)
F1: Symptom reporting ++ (CSM/ 1A decision tree)
function
F2: Symptom prediagnosis | ++ (part of IA decision tree)
F3: Plausibility checks + (part of 1A decision tree)
F4: Change of reports + (CSM)
S1: Learning capability ++ (case-based reasoning module)
S2: Early matching ++ (correlation using service

layer dependencies)
S3: Multiple root causes ++ (allowed in algorithm)
S4: Testing ++ (active monitoring,

permanent and on demand)
E1: Impact and recovery ++ (extensibility possible)
management

E2: Service management + (extensibility possible)

Table 4.2: Comparison with requirements
Assessment table Table 4.2 summarizes the achievements of this chapter

with respect to the requirements. The fulfillment is différaccording to the
details that have been provided for a solution.

4,10 Summary

In this chapter a framework for the so called service-odadmvent correlation workflow
has been developed based on the idea to treat service sysmp®gvents. development
After the refinement of requirements with respect to the dseoaelation

techniques, a workflow has been specified. This workflow careparded

as a further level of detail in comparison to process managéfmameworks

being applied today, in particular to eTOM.

181



Chapter 4. Framework for Service-Oriented Event Correlati

framework Based on the workflow design, components could be identibeddrrying
including event  out some of the workflow steps. It turned out that a tool supjeoinput and
correlation  output components can be realized by using existing toeto(irce level, In-
components  telligent Assistant) or by applying research approaché&MCQoS probing
and measurement, Service MIB). However, a new design fosehace fault
diagnosis component became necessary which has then ressetl in de-
tail. Following a motivation of the hybrid architecture,@elation procedure
has been developed in a step-by-step development.

information A class structure of the information that is needed for tlamiework has
model been derived afterwards, specifying services, resoudeggndencies, events,
rules, and cases. Finally, some considerations have bed® fmamonitoring
the operation of the correlation and for building a jointnfiework for fault
diagnosis and impact analysis.
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After the development of the framework for service-oriehévent correla- chapter
tion, guidelines for applying it to the actual situation cfexvice provider are motivation
addressed in this chapter. By performing the steps preséntke following,

the provider shall be able to conduct the adaptation on his dvihe guide-

lines are applicable for services which are already offenedan be carried

out in parallel to the deployment of new services.

Service-oriented event correlation can be divided intosvice life cycle alignment with
phases similar to the service itself. These phases togettiethe steps inside service life cycle
the phases are depicted in Fig. 5.1 and are explained in liaister. As a

consequence, the chapter is structured along the serfgogylile (planning,
implementation, usage, and withdrawal).

Due to the variety of scenarios for which the guidelinesidtebpplicable, it abstraction level
Is often not possible to go into further details as this wdeddl to making as- similar to ITIL
sumptions about the given scenario. This means that a bigi-tlescription

similar to ITIL is given. However, the steps are detailedtfos LRZ services

in the next chapter.

5.1 Planning

In the planning phase it has to be decided whether a servieeted event
correlation should be introduced for offered servicessHacision should be
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Figure 5.1: Service-oriented event correlation life cycle (arrows¢ate the depen-
dencies between the steps)

withdrawal

based on the criteria described in the following.

As the aim of the correlation is to minimize the resolutiomei of user re-

ports, the service-oriented event correlation is espgai@levant to services
where time critical SLAs have been agreed. Therefore, thenpal cost sav-
ing benefit with respect to SLA violation cost prevention t@abe estimated.
For services already being offered the actually paid persattin be taken into
account, while estimates based on other services withairciilaracteristics
should be made for new services. Influence factors for thenattd SLA

penalty costs are the number of customers, the agreed QaSetar val-

ues, past values for the actually achieved QoS parametggsjahnd penalty
amounts.

The second aim of the service-oriented event correlatithreieffort reduction
for the provider by processing related customer reports iaggregated way.
Therefore, the benefit of the approach will be high if the ptev receives
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many reports concerning the same root causes. For estgnégnbenefit
achieved here the influence factors such as number of oeseits, number
of related events, time gained per average event when earbegsed, and
value of time saved have to be taken into account.

The benefits of the service-oriented event correlation haJ®e seen in re- drawback: cost
lationship to the costs. For the judgment of costs a distinchas to be factors

made between initial costs and maintenance effort. Thiaifforts include

the identification and modeling of dependencies, seleciwhinstallation of

event correlation tools, and staff training. The mainteeegffort is especially

dependent on the effort for maintaining the rule base anellcase. The over-

all cost expectation results from estimations which havbeanade for the

steps in the implementation and usage phases.

The considerations should not be based on the currentisituanly, but influence of
should be made with a mid-term perspective. For examplenareasing trends
competition in the market might require an optimization efvéce quality

and therefore favor the introduction of a more automatediceifault ma-

nagement. Changes in the infrastructure or the outsouirsgrvices or
subservices to third-party providers can also influenceldugsions.

Many organizations are today considering to simplify thg e@rvices are im- streamlining
plemented by reducing the heterogeneity of the hardwareaftdare which trend

have been deployed. The aim might be to reduce the numberaihee ven-

dors or to select only a few supported operating systems. Siimiplification is

another important trend which makes it easier to model tipeni@encies ac-

curately and is therefore helpful to improve the fault diagjs. Furthermore,

it is preferable to select providers with respect to theforimation policy

about service quality degradations so that this infornmatian be integrated

in the fault diagnosis.

In parallel to the introduction of the service-oriented rveorrelation, it parallel

should also be considered to introduce an automated impdceaovery ana- introduction of
lysis (compare Section 4.8). It can be expected that thigdiiction is usually impact analysis
also beneficial if a service-oriented event correlationisoiduced since somerecommended
prerequisites especially the realization of the Servic8 Mith the identified

dependencies is already required for service-orientedtegrelation.

5.2 Implementation

After a decision has been made to introduce event correldto one or
more services, several steps have to be carried out for thiementation of
service-oriented event correlation (compare implemenighases decompo-
sition in Figure 5.1).

The event correlation workflow which has been developed ¢ti@e 4.3 has workflow
to be integrated into the workflow management of the orgaioizaFor its im- implementation
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plementation, components (see Section 4.4) have to beeelEr the event
correlation framework after the identification of dependes and the defini-
tion of events.

Dependency identification and documentation For the identification of
dependencies as needed for the correlation several saandse used. The
usual situation in many organizations is that the knowleslgaut the depen-
dencies is kept in several locations. There might be netwoakagement
tools which store the network topology, configuration filestain informa-
tion about the internal dependencies within hardware caorapts, and reposi-
tories may exist which contain the SLAs. Other dependemggsonly partly
be documented and only well-known to experts which is oftencase on the
service level.

Therefore, different methods have to be applied to find aausform the de-
pendency knowledge into the Service MIB and repositoriesHe resource
level. Some information just needs to be extracted andfeenes into the Ser-
vice MIB, while automated methods (compare Section 3.2aR)le applied
to find dependencies which have been unknown before. In sihetions
experts are required to provide their knowledge to the $erIB and to
document changes accordingly. At this stage it is recomme@nal introduce
Change Management and Configuration Management processesiag to
ITIL guidelines in order to ensure that information is notyoprovided once,
but also that changes are continuously documented. Thisasuseful to
improve the information management within the organizatie standardized
information is now being used as the basis for these prosesse

Important trade-offs have to be made for selecting the daaity of depen-
dencies for which the effort for modeling and maintenance tioabe set in
context with the improved diagnosis results.

According to the information modeling, dependencies canetaed to ser-
vices or (more fine grained) to service functionalities. Example, the de-
pendency on a storage service can be refined to a dependercgpatific
functionality. Therefore, a partial failure of the servishich does not affect
the functionality can then not be the root cause of symptateted to the
dependency.

Decisions also have to be made whether an abstraction sralale to model
a set of resources as a service. For example, there can bgdits and
databases used by a higher-level service. These compaaenbe regarded
as resources of the higher-level service or a subservicgd§e Service” can
be defined which acts as a wrapper around the resources. fldrealastrac-
tion can be useful for change management when changes ieahzation of

the data storage (e.g. new file system, new kind of hardwareptlaffect the

service functionality.

Another issue is the modeling of end systems. A server coeliceharded as
a single entity or be split up into CPU, main memory, hard ekj\software
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modules, application processes, etc together with theiragteristics and de-
pendencies. Such information may be gained automaticaliy the operat-
ing system or from vendor-dependent models. It can be Helpfinpoint to
a specific component of an end system and therefore allowtioredy fault
repair.

Definition of events for services and resources Based on the consideraservice events
tions in Section 4.5.3 service events and performancéegklasource events

have to be defined. This means that is has to be considered eartfice level

which kind of symptoms could be reported from users and taydeservice

events accordingly.

Another point is the definition of additional events on theogrce level which additional

are required for the service quality guarantees contaime&lAs. In partic- resource level
ular, threshold events have to be defined concerning exectithes, band- events

width utilization, etc related to the dependencies thaehaeen specified be-

fore. Furthermore, the events which have already been debgedevice

vendors should be applied for correlation on the resouncs.le

Rule-based reasoner implementation By using the dependencies whichule derivation
have been identified, the rule set for the rule-based reabaseo be derived. from

This derivation from the dependency modeling should be doren auto- dependencies
mated manner. The idea is to predefine the rule types acgptdiSection

4.6.3 and to specify the concrete rules accordingly. If suamechanism ex-

ists, dependency changes need to be reported only to thadkspesy model-

ing (Service MIB) where an updated rule set can be autonigtabatermined.

Otherwise, the rule set needs to be edited by hand which eantéemainte-

nance problems such as unforeseen rule interactions. The sechanism

should not only be applied to the Service MIB, but also to s#fjooies for

managing the resource-related information.

For the correlation engine it has to be decided which kindutd-based rea- selection of
soning software can be adapted for the purpose of the proiddahe analy- rule-based
sis in Section 3.4.2 shows, the tools which are currentlgrefi are designedreasoner
for correlation on the resource level so that some kind oérsibn seems
necessary.

The rules on the service level have to match to the definitf@vents. This checking the
means that it is reasonable to check whether approprias exist to process compliance of
the service events defined earlier. This check may resuliéméed to updaterules and events
the definition of rules or events.

The rules have to take care of time conditions, i.e. the itgltames of events time conditions
and the escalation times. The latter ones specify the udeeofdse-based
reasoning module and have to be set with respect to the SLéitomms.
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Case-based reasoner implementation In addition to the rule definition, the
case structure has to be defined which has to correspond sethiee event
definition and should be done according to the case tempi&edtion 4.6.4.

A simple methodology for initializing the case database Mde to start
with an empty database and wait until it is filled with curreménts. A more
sophisticated method is to derive a set of representatsescaom assumed
failures. This can be done in a way that for assumed resoaitgds the
impact is determined and that resulting service events themnput for the
cases. These cases are then useful to find an adaptationiof sgdution and
are better than to start without such knowledge.

At this point again a decision has to be made about the togi@tifor this
step. While several tools are available for rule-basedor@ag which have
been designed for network and systems management, casg#easoning is
used seldom in this application area (compare Section)3Bhérefore, it has
to be decided whether a generic case-based reasoning tadtidie adapted
or whether a management tool should be extended towardsabability.

Customer Service Management implementation For the exchange of ma-
nagement information with the user/customer an interfaoceilsl be designed
with the aim to get service events useful as input for the esemelation. For
doing so, existing tools which may be applied for SLA repagtbefore could
be extended. The online tool should be as user friendly asifjego prevent
that many users still send reports by e-mail which usuallyt@io too few
information and require additional requests from the piewi Another aim
of the interface design should be to determine beforeharedhehit is a user
mistake, a mistake of a third-party or really in the respbifisy of the pro-
vider for which appropriate decision trees are needed whéste to include
automated tests. These tests are an important means te eéhsuquality
of information reported. In addition, the telephone suppdrthe provider
should be prepared to fill out such forms as well. The sameideration
holds when a face-to-face service desk is provided.

CSM interfaces should also be demanded from third-partyigess which
offer subservices. They should be used to report symptormsevbauses can
be located in the subservices and to get fault and mainteniafarmation
from the subproviders. The provisioning of these interéatas to be agreed
as part of SLAs with these subproviders.

Collaboration with resource management In many organizations mana-
gement systems are already in place for network and systeanagement.

These management systems often contain an event cormetaiimponent

which can be used for the correlation on the resource leveth & mana-

gement system has to be extended for additional events aegsbarce level,

their (active and passive) monitoring and also for the etxpiaesource events
to the service-oriented event correlation.
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Provider’'s own service monitoring To notice a service malfunction prioridentification of
to the users, the provider’s own service monitoring has tostalled. Typical typical
transactions of users need to be estimated or derived frahuser traffic. interactions

Then, a schedule has to be set up to test the offered funtitiesavhich has testing of

to be configured with respect to the QoS parameters and thpartance for services and
the SLAs. The same has to be done on the resource level fdaregggource resources on a
tests taking into account the QoR parameters and theiigel&d the QoS regular basis
parameters.

While events which are derived from user reports usually dehote negative positive/negative
events (something does not work), the majority of the testbopmed by the events
active probing can be presumed to show that a functionalityarking prop-

erly which can be denoted as a positive event. Even thougatinegevents

from the provider’s own service monitoring should be forslea to the corre-

lation engine in any case, there is a trade-off how many optisitive events
should be transferred to the correlation engine. Some sttheents are help-

ful to reduce the number of possible root causes and therei@ useful to
accelerate the problem resolution. Too many positive ewerit in contrary

lead to a slowdown of the event correlation process. Furibeg, the policy

of the correlation engine may not accept previously repopesitive events
because these may no longer show the actual situation whew aymptom

is going to be examined.

The service monitoring at the service access point shoulenly be used testing of
for services which are offered to customers, but also fosenhices. This subservices
means to test own subservices at their SAP as well as serfvaresthird-

party providers. While the test of own subservices is useth@st for the

own service fault diagnosis, the third-party subservicgasypms are used to

send reports via the corresponding CSM.

The monitoring also needs to have its own monitoring acogrdd Section monitoring the
4.7. This means that statistics about the events includiag severity and event
resolution time, the percentage of successful correlatiomber of modeling correlation
changes (due to wrong modeling and due to updates), and énalloresolu-

tion time including the case-based reasoning module halve twllected.

Organizational changes An important point which can however not be aderganizational
dressed with computer science methods are the changes at@ameeded changes out of
within the organization. For example, new tools are insthffor service- scope
oriented event correlation which require staff trainingn inproved automa-

tion of the fault handling may lead to the dedication of emgplo time to

the development of new services. These changes should berseerre-

spondence to a general mind shift in organizations towasgs\ace-oriented

view. People have to be required to document their knowl@ugestandard-

ized way which may be a change from previous routines.
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5.3 Ongoing Maintenance and Optimization

In the application of service-oriented event correlationttued changes are
required to ensure and improve the effectiveness of thé déagnosis.

reasons for Maintenance operations Changes in the service implementation and ser-

change vice usage require the change of the event correlation iowamways. The
configuration of the services and resources may be modifi@eviely that new
resources replace old resources or are being added to thecesonfigura-
tion. Subservices may be subscribed from different progidad the terms
of their use may be updated. New products may be availableuferbased
and case-based reasoning and the implementation of the&&NB can be
realized in a different way. In the service usage a servicglmancreasingly
popular so that the requirements for its reliability areodlscreased. Such
changes influence the choice of the modeling depth and thredlat#hfor the
service monitoring. Furthermore, the SLA conditions wibpect to the QoS
parameters may be modified.

change routines Changes in the service implementation are documented iGe¢hace MIB
which are reflected in the rule set using the automated denaConcerning
the case database the solutions to old cases may not workoagysa that
these cases have to be updated or at least marked. The aletecihaccu-
rate modeling in the case-based reasoner during fault ds&agmise leads to
updates of the Service MIB. Changes in the service impleatiemtmay also
affect the CSM when new kinds of events can be reported asasdlie ser-
vice and resource monitoring. Here, new kinds of QoS pararmebay have
to be measured or the thresholds for sending events can peedda

optimization Optimization In addition to the previously described routine changesrgh
w.r.t. to metrics are also changes to optimize the fault diagnosis. For ex@nipé modeling

depth of dependencies can be optimized with respect to fheriexces gained
(e.g. whether events are received for certain predefinegjoees). Further-
more, events can be added or removed on the service andceseuwel, and
the monitoring of services and resources can be improvedsd bptimiza-
tions should be done with respect to the considerations nma8ection 4.7
(assessment metrics).

5.4 Withdrawal

Finally, there is also the possibility to remove the serocented event cor-
relation. Reasons for this could be that the underlyingisens not offered
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anymore or that it has too few customers so that the maintenetffiort has
become too high.

5.5 Summary

The presentation of the methodology for applying servigernted event cor-
relation was aligned to the service life cycle phases. Inpla@ning phase
a general decision has to be made for which services seovierted event
correlation should be introduced which is mainly benefifvalservices with
many events and important SLAs. The implementation phaalks dath the
identification of dependencies and the event definition alad has to select
and configure the framework components. In the usage phase ibe dis-
tinguished between the operation and optimization of thenegorrelation.
The withdrawal of service-oriented correlation may be atioopif there are
changes related to the considerations which have been mdtde planning
phase.
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To demonstrate the application of the proposed solutionreabworld sce- chapter
nario, it is applied to services provided by the LRZ, in partar to the Web motivation
Hosting Service and the E-Mail Service (compare Sectioh atds shown

how selections of several trade-offs are made in partidaelathe informa-

tion modeling and the specification of events. The focus iosehe rule-

based reasoner, but also information concerning the casedlreasoner and

the generation of service events within the Intelligentigtssit is given. It

is shown how the event correlation can be embedded into tisérexenvi-

ronment at the LRZ and a proposal to improve the fault managéfor this

provider is developed.

The structure of this chapter is the same as in the previoaistehand there-
fore reflects the service life cycle phases (planning, imgletation, usage,
withdrawal).
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6.1 Planning

Section 2.2 contains some information about the LRZ in gdreey well as its
Web Hosting Service and E-Mail Service. These services bega identified
as services for which an automated service fault diagnssissirable.

Other services for which a service-oriented event colimatould be useful
are the basic connectivity services, i.e. the connectidhgéd.RZ via modem
or ISDN (however, its usage is decreasing due to DSL), the LiREless

access service (in combination with the VPN Service) or tRZ lvideo con-

ferencing services. These services are interesting bet¢heg are offered to
a significant number of users and have several typical sesyimptoms. For
the wireless access service typical symptoms include neankiconnectivity,

problems with the different standards, low throughput, etoieval of private

IP addresses, and low availability of the VPN Service or a \dabhentication
failure.

Some other services are less suitable for service-orieatedt correlation.
The supercomputing offers are very much dependent on aeshaydware
like the SGI Altix 4700 supercomputer. Therefore, this gsrus basically
formed by the provisioning of hardware and its basic soféwarthe users
and helping them to run their programs on the hardware. Tpersamputer
is only used by a limited number of research groups in pdradi¢hat these
symptoms will not require an automated correlation. Howewés situation
may change with the introduction of Grid computing whereesapmputing
resources are part of a larger Grid and services on the Gsideaaib from the
underlying resources. The printing of posters at the LRissuitable either
because of the limited number of users and the less criiiv& tonstraints
for this service. However, FAQ pages are very helpful fos gervice to deal
with frequently occurring problems concerning the reqaiirgout format.

In summary, the Web Hosting Service and E-Mail Service haenlchosen
as examples of the implementation as they are promisingidated for the
improvement of the service fault diagnosis by automatedhou.

6.2 Implementation

For the prototypical implementation at the LRZ the stepgppsed in Section
5.2 have been carried out focusing on the modeling of therdbpeies that
are found in this real world scenario and on the implementadf the RBR
module. They are described in the following.
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6.2.1 Dependency ldentification and Documentation

For the identification of dependencies related to the LRXises different different ways of
sources have been used. The configuration of the networkcisnaented in documentation
HP OpenView NetworkNodeManager which shows the topologhg@gwitch at the LRZ
and router hierarchy. The end systems are not documentéisitobl for

which another tool, the home-grown network documentatitieizdoku”)

tool, is responsible. It contains a set of Microsoft Visiagliams for important

parts of the configuration and stores information about & gfathe servers.

The servers of the Web Hosting Service are documented ingp@sitory, but

not the servers for the E-Mail Service. For these Linux saraespecial kind

of configuration management which also includes a perfoomamnagement

component is in place. A further source of information arefdsoft Excel

sheets for the mapping of servers to the switches which hes lhelpful for

the E-Mail Service to some extent. Asset management infiilomabout

components is contained in BMC Remedy ARS (e.g. when comysneere

ordered, what kind of maintenance contracts exist, etc).

There is no service specific documentation available sottitetdetails of no service
the implementation of both services had to be requested tinenremployees specific
being responsible for the services. documentation

The knowledge about services could partially be reused fpBvious sources for the
diploma theses for which it had been evaluated, too. The wbikirk Bern- dependency
sau [Ber04] analyzed parts of the LRZ E-Mail Service andtdchfntelligent identification
Assistant query trees for this service which indirectlylilie information

about the service configuration. The diploma thesis of ijtterich [Bit05]

analyzed the Web Hosting Service as an example service tbhn§jrattributes

for the Service MIB. The dependency modeling in the diplohesis of Pa-

tricia Marcu [Mar06] gave example dependencies for the Webtidg and

E-Mail Service. Additional interviews with the employeesning these ser-

vices have been made to find out more details.

Dependency identification for the Web Hosting Service In Section 2.2.1 reference to
the dependencies of the Web Hosting Service on subservimbsesources requirements
have already been briefly mentioned. In the following a mataited view is chapter
given.

The resources for the Web Hosting Service are located indltaedcom- server room
puter cubewhich contains a dedicated server floor for hosting diffekamds

of server machines. The idea of the computer cube, whicheparated part

of the new LRZ building in Garching, is to manage the resoaliine remote

manner (concept of dark data centérwhich means that no employees are
permanently located in this part of the building. Most maragnt operation

should therefore be carried out remotely.

The resource view of the Web Hosting Service in Fig. 6.1 shbwslegree of resource view of
redundancy that has been implemented for the web hostimgrseroncerning the Web
the servers themselves and their network connectivityh\ttiiis design, the Hosting Service
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LRZ aims at a high availability of the service.

Internet router (csrl-2wr)
10 GBase-SR 10 GBase-SR
SLB slbl SLB sIh2 asy
1000BaseT 1000BaseT 1000BaseT,
swk4-2wr

swk3-2wi X H 15(‘),35?36;
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s
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zope2 wsch55 has
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100BaseT/ 100BaseT
= =| =] = = = =
% % % % AFS cluster
nxspare nx110 nx112 nx120 nx111nx113 nx121

Figure 6.1: Resources of the Web Hosting Service

Internet router As shown in this figure, the router csrl-2wr (Cisco Catalysd® is not
redundant so that it can be regarded as a single point ofrdailithin the
network. However, it should be taken into account that theemointernals
are also redundant in some parts (two power supplies, twingoengines).
The router is connected to the Scientific Network (“Wissdiadtsnetz”, Ger-
many’s national research and education network) with a 108&(10 Gi-
gabit/s Ethernet) which connects the LRZ to other univiesiand research
institutions in Germany and via peerings and upstreamstgltibal Internet.
The LRZ, operating its network as an Autonomous System asa backup
connection to the Internet via a commercial provider whhutomatically
activated only when needed and has a lower bandwidth.

switches The router is connected to the switches swm1-2wr and swnr2{2eth HP
between router ProCurve 3448) via 10GE links. These switches themselhees@rnected to
and server load two server load balancers sIb1 and slb2 (both f5 networkg tBi3400") via
balancers 1GE links which are in place for load balancing the traffic &eaof servers.
These servers are dedicated to different kinds of servimsding the servers
for the Web Hosting Service.

serverload The two load balancers are connected to two switches ea®3{2wr, swk4-
balancers  2wr, swk1-2wr, swk2-2wr, all HP ProCurve 2824) via 1GE linkkich is
shown more detailed in Fig. 6.2. Some of the requests frosiadriire routed

to the first load balancer and others are routed to the secoad Bach of

the load balancers serves as backup for the IP addressepdasi being

routed by the other one. The swk switches are connected toaher on

the back side (1GE) as shown so that the load balancers camwoicate
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via three redundant paths (also including the connectiarthe router) and
can monitor each other. For doing so, each server sends@uistevery 20

seconds to the other load balancer. In case that three guerike other one
have not succeeded, a load balancer assumes a failure oftiéreame and

requests a routing change from the router. The load balareernot able to
use feedback from the servers for conducting the load bizgrso that the

load balancing decisions have to be based on local knowleGgeently, a

round-robin schedule is executed for the web hosting sgnert other op-
tions (e.g. balancing the number of active connections)atsm be selected.
To ensure a high level of power supply, separated power mksnare used
for the redundant components, based on an uninterruptdvepsupply hi-

erarchy.

14.11.2006/G.Schéfer
LRZ-5LB-Bereich.vsd

Struktur der f5s und der zugehérigen HP-Switches
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Die Kosten in der Instanz 1 setzen: spanning-tree instance 1 ethernet 23-24 path-cost 100

Management-Port aus Spanning-tree nehmen: spanning-tree ethernet portlist 22 bpdu-filter

Figure 6.2: Server load balancers and switch environment

The web hosting servers are connected to the swk switches0@iavBit/s web hosting
links. Each of them is duplicated so that e.g. the odd nuntbseever nx111 servers

is identical to the even numbered nx110 server (Sun Netra Xa¢ servers
nx110/nx111 and nx120/nx121 are used for Webmail and dpgergices,
nx112/nx113 are used for the hosting of the LRZ internal attdraal pages,

and nx114/nx115, nx116/nx117, and nx118/nx119 are usdtiéoveb host-

ing of foreign pages. An additional server called nxsparstgkor emergency

situations. It is configured to have the highest priorityeply to requests and

is running, but is usually not connected. It has to be mayuwahnected in

case of severe problems that last for a longer period of tseegfal hours).

As described in [Bit05], there are four configurations fatwal web servers.

Irz: static compiled configuration of the LRZ web pages
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virt: static compiled for the display of customer web pages

spez: not static compiled (using “dynamic shared objects”) foespl pur-
pose configurations, in particular the Webmail service ahérospecial
database access services

ars: static compilation for the requirements of BMC Remedy ARR&ted
on one of the spez servers)

Applications that make use of the Zope application can st@eelevant parts
on the servers zopel and zope2. An access to these pagesys alassed
through the nx servers. Currently, an old search functignfHarvest) is

going to be replaced by a new software which will run on anothachine

(not shown).

The data sources for the Web Hosting Service are not beheddtver load
balancers so that connections to AFS, NFS, Oracle databageMySQL
database have to be passed through the load balancers ¢énhevath AFS is
responsible for storing the static part of web pages andsis ased for the
authentication of users. It consists of a cluster of threesidrvers and three
database servers. The NFS contains dynamic CGI scriptdwdaic access
the Oracle and MySQL databases and also contains data aHBuséssions
which are in particular relevant for the Webmail functiatyal All the data
source servers are connected to other swk switches whicboareected to
the swm1-2wr and swmz2-2wr switches. The data sources aiduhetiona-
lity manage the storage of data for the Web Hosting Servicdewdllows to
regard them as a “Storage Service”. This abstraction is unsée following.

The same applies to the DNS and firewall servers which are fmsetthe
equally named subservices of the Web Hosting Service.

Trouble tickets and quick ticket statistics for the Web Hosing Service
The modeling of dependencies has to find a trade-off betwee=mbdeling
effort and the improvement of the diagnosis. An importaitedon is the
frequency of symptom reports related to a service or itssefunctionalities.
At the LRZ such statistics can be retrieved from the histarBMC Remedy
ARS. They can also be found in the LRZ annual report [LRZ06].

For the statistics several remarks have to be considereel. TTh are sorted
according to the root cause category they finally belongedA® a conse-
guence, not only those TTs for the service itself have to besidered, but
also the ones which have been categorized to belong to arsideseln ad-

dition to the TTs, the number of QTs is given. This number @wesas an
indicator of user difficulties in using the service. On agerapproximately
two times as much as QTs are encountered than TTs (there neaxgbenore
user queries that have not been documented appropriately).

In Table 6.1 the TTs for the Web Hosting Service are given levtiie QTs
are given in Table 6.2. For these, the categories “otherittial servers”,
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| Web Hosting Service TT§ 2004 | 2005| 2006 (ex Dec)

Other 17 11 11
Virtual servers 6 (Oct - Dec)| 18 33
Webmail 7 (Oct-Dec)| 16 18
Webserver (LRZ) 31 10 9

Table 6.1: Trouble tickets for the Web Hosting Service

| Web Hosting Service QT5 2004 (Dec only)| 2005| 2006 (ex Dec)

Other 0 19 23
Virtual servers 1 45 35
Webmail 1 27 10
Webserver (LRZ) 2 24 4

Table 6.2: Quick tickets for the Web Hosting Service

| Subservice TTs | 2004 | 2005| 2006 (ex Dec)
Throughput 4 10 4
Connectivity 135 | 124 137
Name server 12 16 11
Remote access (SSH) 9 6 2
File transfer (ftp, SSH) 13 13 8
VPN 111 | 128 196

Table 6.3: Trouble tickets for subservices

| Subservice QTs | 2004 (Dec only)| 2005 | 2006 (ex Dec)
Throughput 0 2 0
Connectivity 11 187 96
Name server 1 25 6
Remote access (SSH 3 13 3
File transfer (ftp, SSH 2 20 7
VPN 17 570 257

Table 6.4: Quick tickets for subservices
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“webmail” and “webserver (LRZ)” (LRZ’s own pages) are defind he cat-
egorization seems to be suitable since a comparable nurhbekets exists.

In Table 6.3 and Table 6.4 the tickets for the subserviceggmen. There
have been many symptoms related to the network connecénityfor using
the VPN Service where the latter symptoms usually refer éoube of the
wireless network. Issues related to the name servers, ecawaess or file
transfer are seldom.

There exist no subcategories for the Connectivity Servicethe VPN Ser-
vice, but these would be very helpful to know where the issaresrelated
to.

Dependency modeling for the Web Hosting Service Resulting from the
service dependency description given in prose, a forndi®rmation mo-
del has to be provided according to the modeling in Sectién At first, the
dependencies for the QoS/QoR parameter “availability” given followed
by dependencies for the “delay” QoS parameter and relatdtl gaoameters.

,—{ Availability:QoSParameter
‘ WebHostingService:Service | HF=-===1 ‘ InterServiceDependency|
L Availabilitylnt:QoSParameter | |
111 :InterServiceDependency
StaticWebPaqeRetrieval:ServiceFunctionality‘ -
N1 ‘ InterServiceDependency|
DynamicWebPageRetrievaI:ServiceFunctionaIitj { ‘
- - - ———————— |- :InterServiceDependency|
AccessToProtectedArea:ServnceFunctlonallty}—{ Availability:QoSParameter %
Servi onal Tability- M- : i D Y
ChangeWebPage.SerVIceFunctlonall'gy}—{ Availability:QoSParameter % ‘ InterServiceDependency|
StorageService:Service } Availability:QoSParameter }
FirewallService:Service } Availability:QoSParameter ’>
DNSService:Service } Availability:QoSParameter ’* { ‘
fffffffff :InterServiceDependency|
‘ConnectivizyService:Service} } Availability:QoSParameter }7 -
********* ‘ :InterSerwceDependency‘
‘AuthenticationService:Ser\/ice} } Availability:QoSParameter ’:

Figure 6.3: Model for the inter-service dependencies of the Web HosBagvice
(QoS parameter availability)

On the service level the dependencies of the Web Hostingc®emw its sub-
services have to be considered which is done in Fig. 6.3. &®tis no redun-
dancy on the service level, the Web Hosting Service is fullgehdent on the
Storage Service, DNS Service, Firewall Service, and CdivigcService.
For the AFS authentication a dependency is only given if paf®uld be
changed or if their viewing requires AFS authenticatione3ddependencies
are therefore tied to the service functionalities. For the other function-
alities (retrieval of static web pages and retrieval of dgyiaweb pages) no
additional dependencies on subservices in addition to épentdencies for
the service as a whole exist. For the dependency on the $t&ewyice it has
been decided not to detail the functionalities of that seralthough it is pos-
sible to distinguish between the storage of static and dynameb pages. In
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general, subservices can depend on further subserviceh vghmot shown in
the figure above. An important dependency is that the Coivitgchervice is
dependent on the VPN Service when mobile users want to attee$®sted
web pages.

‘ WebHostingService:Service }—{ Availabilitylnt:QoSParameter ==

‘WebHostingServiceWichope:ServiceH AvailabilityInt: oSParameteri

Availability: QoRParameter }»
ittt 77‘:ServiceResourceDependency}i
Availability:QoRParameter r’ ~f~~~~{:ServiceResourceDe endenc }—‘
— }:CompositeServiceResourceDependency‘
Availability:QoRParameter }7

- { :ServiceResourceDependency}i

slb1-2wr:Resource Availability:QoRParameter }7 UL 77"ServiceResourceDependency
slb2-2wr:Resource Availability:QoRParameter }7 |:CompositeServiceResourceDependenc ‘
lititihhit ﬂ‘:ServiceResourceDependency}i
swk4-2wr:Resource Availability:QoRParameter }7
it { :ServiceResourceDependency|

_swkl1-2wr:Resource Availability:QoRParameter }7 }:CompositeServiceResourceDependency‘
nx114:Resource Availability:QoRParameter } { ServiceResourceDependenc }7

- ‘ :ServiceResourceDependency}i

Wﬂ:ServiceResourceDe endenc ‘

_—{_w Availability: QoRParameter ’7”"'"{'ServiceResourceDependency}i
nx116:Resource Availability:QoRParameter |———|fl(1 - :ServiceResourceDependency|——
nnnr { :ServiceResourceDependenc;
_—{_w Availability: QoRParameter i Y ”"ServiceResourceDependency}—‘
nx118:Resource Availability: QoRParameter ’7 'W—{:Com ositeServiceResourceDependenc ‘
nx119:Resource Availability:QoRParameter }7 I "‘:ServiceResourceDependency

swk3-2wr:Resource Availability:QoRParameter } ””{:SerVIceResourceDe endenc

"—{:Com ositeServiceResourceDependenc, ‘

swk2-2wr:Resource Availability:QoRParameter i {'ServiceResourceDe endenc
Mr=1= [] y
zopel:Resource Availability:QoRParameter |—————— -|:SenviceResourceDependenc

—{ :CompositeServiceResourceDependency‘

pe2:Resource Availability:QoRParameter }7

Figure 6.4: Model for the service-resource dependencies of the WelindpService
(QoS parameter availability)

The dependency on the availability of resources is modeliélal avdepen- service-
dency on a QoS parameter called “availability internal’sdtves as the basisresource

for the service-resource dependencies that are shown i BigThe service dependencies
is fully dependent on the router csr1-2wr which allows toaterthis as iso- With respect to
lated dependency. At least one of the swm switches has to bidngoso availability
that a composition of the dependencies on these switchesded. The ser-

vice also requires at least one working server load balamberh means that

the dependencies on them are also composed. At this powaty ibe argued

that a further composition of dependencies is needed becdaoskes a dif-

ference whether the directly linked swm1-2wr and slbl failh@ not linked

swm1-2wr and slb2 fail which is not considered in the modglyet. How-

ever, the interconnections are regarded as part of the CowvitgService and
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Figure 6.5: Model for the inter-service dependencies of the Web HosBagvice
(QoS parameter delay)

are modeled in its resources. The Web Hosting Service hamaaste de-
pendency to the switches swk4-2wr and swk1-2wr as well akdaitx web
hosting servers (when considering only this part of theiserwhich is used
for external customers).

Some of the hosted web sites depend on Zope, while this isheatase for
others. The modeling that has been chosen for this situstimnintroduce a
special service Web Hosting Service With Zope which offaesgame func-
tionalities as the Web Hosting Service. Its inter-serviepghdencies are quite
simple as its availability is based on its internal avaiigband on the avail-
ability of the Web Hosting Service. The service-resourceetielencies for
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Figure 6.6: Model for the service-resource dependencies of the WelindpService
(QoS parameter delay)

this service indirectly consist of the dependencies of tle® Wosting Service
and of additional dependencies for the service. Thesecrédathe switches
swk2-2wr and swk3-2wr as well as to the two zope servers. fEfagionship

is also contained in Fig. 6.4.

The modeling that has been provided until this point has Ibekted to the inter-service
QoS parameter “availability” only. However, the situatigets more compli- dependencies
cated for the QoS parameter “delay” for which a differemiatwith respect Wwith respect to
to the service functionalities is performed (see Fig. 6H)e reason for this delay

is that the overall delay for a service functionality is aulesf the delays that

are encountered in the processing in the subservices. Degeon the SLA

conditions and the delays which are usually witnessederdifft QoS thresh-

olds may be specified per subservice. For example, the delofedynamic

web pages by the Storage Service may usually take longefdhatatic web

pages so that different thresholds can be specified for tleetien of anoma-

lies. In addition, there are also dependencies on the évéyabecause the

delay conditions are also violated for unavailable funwidies. It should be

noted that the composition does not express redundancy lngrhighlights

203



service-
resource
dependencies
with respect to
delay

reference to
requirements
chapter

no load
balancing

Chapter 6. Application of the Framework to LRZ Services

the need to set QoS parameters in context to each other.

The delay values of each functionality are dependent onvhgadility, but
also on an internal delay which results from the internatpssing. It de-
pends on the processing time along the resources for whihikaiscompo-
sition as for the availability is applied (see Fig. 6.6). Emdte that the overall
delay is modeled as a result of the processing times, aniadaicomposite
dependency is given. For the Web Hosting Service With Zojsectbmposite
dependency is again composed to the processing times ddidhitgoaal Zope
elements. It has to be emphasized that the compositionsocangerformed
to serve as the basis to calculate the actual delay valuesnhuto track the
effect when processing time threshold violations occur.

As referenced in the related work section, a lot of work alyeaent into CIM
e.g. to model the topologies of networks. Therefore, theudision here will
not explicitly deal with dependencies on the resource level

Dependency identification for the E-Mail Service Based on the informa-
tion that has already been given in Section 2.2.2, some neigglslare pro-
vided for the E-Mail Service. A resource view of the E-Mailr8ee is pre-

sented in Fig. 6.7 which is explained in the following.

Unlike the Web Hosting Service, the servers for the E-Mailvige are not
placed behind load balancers even though an increaseddewedlundancy
could be reached with a similar configuration. However, tine@ant of traffic
that is related to the E-Mail Service is significantly highiean the capability
of the load balancers.

g
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swml-2wr Swm2—2wr
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1000Base-T, 1000Base-T
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Figure 6.7: Resources of the E-Mail Service
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The servers for the E-Mail Service are behind four swk sveiscliEach server two switch
is duplicated with another server similar to the Web Hos8egvice and con- layers
nected to two switches. There are different redundancy gorgtions as will

be explained in the following.

The virtual server “mailout” for sending e-mails is located the servers outgoing mail
Ixmhs01 and Ixmhs02. Two IP addresses representing the éwers are servers
stored in the Mail Exchange Resource Record (MX record) abrtb redun-

dancy is achieved. This is a consequence of the protocol améain which

returns one or the other address in a round-robin manneras@thser may

be affected by a server failure depending on the addresadnbeien provided

before.

The virtual servers “mailrelayl” till “mailrelay7” whichra responsible for mail forwarding
forwarding e-mails to the server being the next destinagi@also mapped servers

onto Ixmhs01 and Ixmhs02 in this case using the redundarsydged by MX

records. The retrieval of MX records for a domain like the LNslookup

-g=MX Imu.de) results in replying with two mail relay addses (which are

then not mapped to the same real server) and a priority fdr efibhem. This

priority determines how often queries should be posed teethgective server.

The servers Ixmhs03 and Ixahms04 serve as test systemeforatihrelaying

(e.g. tests of Spam handling).

The servers Ixmhs05/Ixmhs06 are in use for Spam classditatsing the servers for
tools AMaViS and SpamAssassin. While the servers Ixmhd€)@dAd Spam
Ixmhs13/14 are used as test systems (in particular for thée§ya mail soft- classification
ware), the servers Ixmhs09/10 and Ixmhs11/12 are used dsemaérs for and incoming
TUM’s (Technische Universitat Miinchen) Physics Depaminand for the mail
incoming mail (virtual name “mailin”), respectively. Fdrdse servers a spe-

cial Ethernet link is established which is needed for theualumonitoring

using a special high availability (HA) software. The so edlhctive/passive

coupling of the servers uses the second server only as afpdakthe first

one.

The servers Ixmhs15/Ixmhs16 serve as LDAP directory foffid® Physics mail server
Department mail servers and for storing the addresses ef athil servers. addresses
These servers are both active in a normal situation and at dieows both
addresses. If requests to one of the servers fail, the dansend them to the

other server which is supported by the usual client software

The servers Ixmhs17/18 previously served as Spam checkingrs, but are
now used for testing a new software (“courier”) for the nmaili

Lxmhs19/20 are the DNS servers which also take care of bh&iskbr the DNS servers for
mail filtering. These servers also use the HA software, baniactive/active mail

coupling mode. For some requesters one of the servers igithary con-

tact with the second one as backup, while it is the oppositetleers. The

active/active coupling also results in an automated aitirand deactivation

of these servers using the routing protocol which is not #sedor the active/-

passive coupling. The latter requires a manual inclusians#rver which has
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been deactivated before.

The virus scanning currently runs on Ixmhs21/Ixmhs22, sually consumes
only few CPU and bandwidth resources so that it is aimed tabdoent with
the Spam scanning on Ixmhs05/Ixmhs06.

The servers Ixmhs23/Ixmhs24 are used as mail servers fonyfi&M portal
(web interface for TUM students). Authentication data foe students is
contained in the servers Idpsrv01 and Idpsrv02. The rechoydaf the servers
is ensured by the HA software active/passive coupling.

This coupling is also used for graylisting (a technique whemails have
to be sent twice before acceptance which in many casesseppem mails
being usually sent only once) which is distributed over #mhs25/Ixmhs26
servers.

The servers Ixmhs27/lxmhs28 and Ixmhs29/Ixmhs30 are usegst ma-
chines. Experiments on these machines aim at improving plaenSecog-
nition and try the use of load balancing for the mailrelayes so that only
a single IP address needs to be provided.

In addition to these Linux servers, the Sun Microsystemsgeseistudimu”
contains mailboxes of LMU students and has forwarding miation for the
Imu.de domain. For mailing lists the Sun server “majordonscépplied and
a combined (Sun) server for external and former TUM studisritsplace.

The previous listing of resources did not reflect the intioas that have been
established for the e-mail processing. An e-mail that i$ &ethe LRZ from
outside the MWN is stored at the mail relays in the first pladeere the
blacklisting server is contacted to check whether the sedalmain has been
blacklisted. The mail relay then determines whether gséiylg has to be used
for the e-mail by contacting the graylisting server. For mastworthy malil
servers the graylisting policy requires that the e-maikist$or a second time
which is very helpful for blocking Spam e-mails. A check oétla-mail size
is also carried out by the mail relays limiting the size to 3BV The sender
is notified about rejected mails. The other e-mails passwsaheck forbid-
ding the use of directly executable attachments which ig ocatried out for
e-mails with attachment. E-Mails with a forbidden attachingre deleted
and the sender is informed accordingly. For all e-mails anplaeck is per-
formed where Spam classification information is added toetineail which
means that suspicious e-mails are only marked. Dependinpeodestina-
tion addresses the mails are distributed to the mailin,listudand myTUM
servers.

A simplified version of this process is carried out for e-mdklat are com-
ing from inside the MWN. These e-mails are only checked feirthize and
whether they contain executable attachments.

Trouble tickets and quick ticket statistics for the E-Mail Service Similar
to the Web Hosting Service, the statistics for the TTs and §ffike E-Mail
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| E-Mail Service TTs | 2004 | 2005 | 2006 (ex Dec)

User problem 170 | 83 87
Graylisting 0 34 11
myTUM mail server| 1 1 1
Spamlvirus filtering| 6 7 9

Table 6.5: Trouble tickets for the E-Mail Service

| E-Mail Service QTs| 2004 | 2005 2006 (ex Dec)

User problem 20 (Dec only)| 198 115
Graylisting 0 29 4
myTUM mail server 1 7 9
Spamlvirus filtering| 3 (Deconly) | 21 7

Table 6.6: Quick tickets for the E-Mail Service

Service are given in the Tables 6.5 and 6.6. Here, the catégser problem”

allows to differentiate when root causes were located omisiee side (in par-
ticular configuration issues) in opposition to root causesied at the LRZ.
The introduction of graylisting in 2005 resulted in sevdrekets, but there
are significantly less in 2006. There are only few ticketgtfiermyTUM mail

server so that an explicit modeling of the service may notdeded. Only
few tickets are related to the spam/virus filtering.

Please refer to Tables 6.3 and 6.4 for tickets related touhsesvices since
the subservices of the E-Mail Service are the basically #mesas for the
Web Hosting Service.

Dependency modeling for the E-Mail Service The verbal description of formalized
the dependencies identified above forms the basis for thelingdbf the de- dependency
pendencies according to the model in Section 4.6. SimildredVeb Hosting modeling
Service, the availability is considered at first, followgdébmodeling for the

delay.

The inter-service dependencies for the availability angicted in Fig. 6.8. inter-service
The functionalities for this service are the receiving aadding of e-mails. dependencies
The latter is differentiated between sending from insideNMAWN and from Wwith respect to
outside the MWN and from sending to the MWN or to outside the NI availability
while it is differentiated for the first functionality wheththe e-mails come

from inside or outside of the MWN. For the E-Mail Service thes no redun-

dancy on the service level so that isolated dependencielsen8tbrage Ser-

vice, Firewall Service, DNS Service, and Connectivity $aexist. As the

sending of e-mails within the MWN does not require a speaiti@ntication,

a dependency on the Authentication Service exists onlyn®functionalities

for receiving e-mails and for sending e-mails from outslie MWN.
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Figure 6.8: Model for the inter-service dependencies of the E-Mail ®ern(QoS
parameter availability)

The dependencies on internal resources result in threendepeies on inter-
nal availabilities, namely for the E-Mail Service in gerethe e-mail recep-
tion which requires additional resources, and for the d-negieption from

outside the MWN. The latter also requires special resourcaddition to the

ones given by the previous dependencies.

The Webmail access to e-mails is modeled as a separateeseviich is based
on the E-Mail Service and on the Web Hosting Service. It lalsihas the
same functionalities as the E-Mail Service which are pregith an Internet
portal hosted like a virtual web server.

The LRZ E-Mail Service is dependent on other providers whemads are
received from outside the MWN and also when e-mails are sdahgtoutside
of the MWN. This is shown via dependencies on an external H-S&vice
which stands for an arbitrary other e-mail service prov{det necessarily the
originating sender or final receiver of e-mails have to bemaikto account,
but mainly the next hops in the mail delivery chain).

The retrieval of e-mails can be regarded as just fetchingethaails stored
at the incoming mail server. However, this view is too nargimce it cannot
explain why e-mails that the user expects to be in the malkidhave not been
delivered yet. Therefore, the resources needed for thepsoty of incoming
mails are modeled as a part of the e-mail retrieval resources
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Figure 6.9: Model for the service-resource dependencies of the E-Mailie (QoS
parameter availability)

Fig. 6.9 which shows the three internal availability partereis explained in service-
details in the following. The internal availability of theMail Service is fully resource
dependent on the router csrl1-2wr, while there are redunetfar the further dependencies
resources. This applies to the two swm switches as well dsetéour swk With respect to
switches. As described above, the Linux servers for the H9davice always availability
form redundant pairs even though the details of the coupliegsometimes a

bit different. The servers Ixmhs01/02 are in use for all fioralities of the

E-Mail Service which does not hold for the other resources tike reception

of e-mails Ixmhs11/12 are used for storing incoming maimihs19/20 for

blacklisting and Ixmhs21/22 for virus scanning. The fuoitility for receiv-
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ing e-mails which are coming from outside the MWN additityalepends
on Ixmhs05/Ixmhs06 (Spam checking) and Ixmhs25/26 (gstigly).

A special situation exists for TUM’s Physics Department atgb for the
myTUM portal where additional server pairs are in use. Feséhsituations
a similar modeling as for the Zope applications of the WebtiHgsService
is possible. Due to the few issues related to this potergi@ice, an explicit
modeling is not performed here.

For delay-related inter-service dependencies of the BH-8twice the situa-
tion is similar to the modeling of this parameter for the Wetiskihg Service,
i.e. delay issues for the subservices also affect the E-BiVice delay in
general and the service is also dependent on the avaikebitf the corre-
sponding services or functionalities. Therefore, a figuaretlfiis situation is
not given.

In contrast, a new situation is encountered for delay mapfarihe resource
guality. While the dependencies for the Web Hosting Seruoiddis param-
eter have been matched to the processing times only, hemmdiiequeue
lengths are additionally taken into account. The reasothisris that symp-
toms in context with the delivery of e-mails are often causga@ queuing of
e-mails at the mail relays. As for the availability paramgefeg. 6.10 is split
up for three internal delay parameters.

Similar to the Web Hosting Service, no details about theusssodependency
modeling are given since this is covered theoretically byl @hd is already
in place using a commercial event correlation solution atltRZ.

The formalization of the dependencies can be found in thesrethcoding (see
Appendix B). It does not contain the modeling of compositpatelencies
since the composition is not required for the pure correhgtbut is essential
to impact analysis. It has been given here for clarificatiothe relationships.

Mid-term considerations for the dependency modeling The documenta-
tion of dependencies at the LRZ has to extend the descrilj@ehdencies for
the example services in the following directions. The @dadsave to be en-
hanced with attributes as proposed in the information maalgl specifying

the strength attributes and the test schedule. The dependisses are until
now only related directly to the main services, but they aee to be detailed
for the subservices and their functionalities. The samddhfar the resource
level where a modeling according to CIM recommendationgeded.

The documentation should be made according to clear gonekefor which
template documents should be prepared, in particular ttegfor describing
the service functionalities, who can make use of servides A off-the-shelf
tools have limitations with respect to service-relatedinfation, the LRZ
should investigate possibilities to enhance one of itsstémi this purpose and
make it mandatory to use this tool for the documentation. #da#ate for this
enhancement is the Netzdoku tool.
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Figure 6.10: Model for the service-resource dependencies of the E-MgiliSe
(QoS parameter delay)

The planned introduction of ITIL makes it necessary to maimé documen- maintenance in
tation of services and their resources in any case so ttatltiumentation the context of
should not be regarded as additional effort related onlyetwise-oriented ITIL

event correlation. These changes are going to affect maffynsémbers, but

may not require much of the time of each individual. By preirepunfore-

seen side effects on service implementation changes, waprent of the fault

management, etc the expectation is that the time spent aed gaapproxi-

mately equal, but with achieving an increased service guali
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6.2.2 Definition of Events for Services and Resources

basis for The definition of service events should usually be based es¢hvice func-
definition of  tionality specifications in the SLAs. However, as there areShAs for the
service events  example services, the functionality descriptions are uss@ad. The defini-
tion of the events takes into account typical fault situagidout also allows to
report additional information.

resource level On the resource level the LRZ is already making use of stahelagnts from
events HP’s Event Correlation Services. However, it is necessarypecify some
additional events with respect to the performance-orieiQeR parameters
identified above.

TEC syntax for The events are formally specified in the event notation offitaeli Enterprise
events Console (see following section). According to the servioeng and resource
event modeling in Section 4.6.2, three abstract classedefireed which need
to be instantiated. These relate to a resource and one obRspg@rameters,
to a service and one of its QoS parameters or to a servicadmadity and its
QoS parameters. In the prototypical implementation thesgsfare combined
to the fieldsresourceQoRParanandservicefuncQoSParamThe latter one
is used both for the service and a specific service functitgn#ithe event is
related to the service as a whole, “any” is given for the serfiinctionality.

BHBHBHBHH R R R R
# Base event cl asses
BHBHBHBHB TR R R R R R

# Resource Events

TEC_CLASS:
TEC_LRZ_RESOURCE_QOR_EVENT | SA EVENT
DEFI NES {
source: STRING default = "LRZ resource nonitoring";
severity: SEVERITY, default = WARNI NG
status: STATUS, default = OPEN
date_reception: |NT32;
resour ce_QRParam STRI NG
i
END
# Service Events
TEC_CLASS:
TEC_LRZ_SERVI CE_QOS_EVENT | SA EVENT
DEFI NES {
source: STRING default = "LRZ service nonitoring";
severity: SEVERITY, default = WARNI NG
status: STATUS, default = OPEN

date_reception: |NT32;

date_referring: |NT32;

servi ce_func_QoSParam STRI NG

servi ce_access_poi nt: STRI NG

valid_ to: |NT32;

description: STRI NG

keywords: STRI NG

i nked_cause_handl es: LI ST_OF | NTEGER, default = [];
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i nked_cause_dates: LIST_OF INT32,default =[];
s
END

TEC CLASS:
TEC_LRZ_SERVI CEFUNC_QOS_EVENT | SA TEC_LRZ_SERVI CE_QOS_EVENT
END

The base event classes are not applied directly, but deevexlts are given status indicator
to indicate whether the service or resource quality is met.this point it classes
should be noted that there is an option where to put infolwnadbout a re-

lating MSE. In this specification it has been chosen to defilg few event

classes and to differentiate the events according to thewt values. An-

other option is to specify classes related to the MSE anditgyzdrameter

such as TEQ.RZ_ WEBHOSTINGAVAILABILITY _NOK which is accord-

ing to the style used in Chapter 4.

BHR R AR A A A AR R R R R R A A A A AT
# Event classes for QoS/ QR indication
HEHH R R R

# Service QS "not ok" or "ok" events

TEC_CLASS:

TEC LRZ_SERVI CE_QOS NOK | SA TEC LRZ_SERVI CE_QOS_EVENT;
END

TEC_CLASS:
TEC LRZ SERVI CE_QOS _OK | SA TEC LRZ_SERVI CE_QOS_EVENT
DEFI NES {
severity: SEVERITY, default = HARM.ESS;

} ’
END

# Service functionality QS "not ok" or "ok" events
TEC_CLASS:

TEC_LRZ_SERVI CEFUNC_QOS_NCK | SA TEC_LRZ_SERVI CEFUNC_QOS_EVENT;
END

TEC CLASS:
TEC LRZ_SERVI CEFUNC_QO0S _OK | SA TEC LRZ_SERVI CEFUNC_QOS_EVENT
DEFI NES {
severity: SEVERITY, default = HARM.ESS;

IE
END

# Resource QOR "not ok" or "ok" events

TEC CLASS:

TEC LRZ RESOURCE QOR NOK | SA TEC LRZ RESOURCE_QOR EVENT;
END

TEC_CLASS:

TEC LRZ_RESOURCE_QOR_OK | SA TEC LRZ_RESOURCE_QOR_EVENT
DEFI NES {
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severity: SEVERITY, default = HARM.ESS;

} ’
END

Web Hosting Service The events that are defined for the Web Hosting Ser-
vice are related to the functionalities and QoS parametengqusly speci-
fied. This means that there are pairs of positive and negséimgce events
for the parameters as shown in Table 6.7. Apart from theadls¥eb Host-
ing With Zope Service, events are also specified for the suloss. As an
example, details are given for the DNS Service.

In Table 6.8 the resource events for the Web Hosting Serviegigen. The
availability events are basically the well-known up/dowermsts (correspond-
ing to SNMP traps), while the processing time events areasibedefined

here.

E-Mail Service The Tables 6.9 and 6.10 contain the events additionally
specified for the needs of the E-Mail Service. For the serfucetionali-

ties of the E-Mail Service a fine grained differentiation exformed so that
subfunctionalities are defined for the main categories wiad-reception and
sending. On the resource level the queue length is givendiiadhl QoR
parameter due to its importance for the e-mail delivery §me

Mid-term considerations for the definition of events Similar to the con-
siderations for the dependency modeling, the modeling eh&vhas to be
enhanced towards the detailing of events for the subsexviceaddition to
the availability and delay QoS parameters, further QoSmpatars may be in-
troduced for the automated correlation when they turn obetaseful. Possi-
ble examples are available bandwidth for downloads of dsnaaid web page
content for the example services as well as image and soulityqparame-
ters for videoconference services which have to be mappgddae lengths
and packet loss rates. Nevertheless, the availability ata/cire expected to
remain the parameters that are most important for the uSbesmaintenance
of the events is closely related to the maintenance of thertigncy model
due to the (semi-)automated derivation that is proposed.

6.2.3 Rule-Based Reasoner Implementation

After the discussion of general possibilities for the inmpéntation of the
rule-based reasoning module, the choice of the IBM Tivoliggorise Con-
sole (TEC) for this purpose is explained. It is extended lfierservice event
correlation rule types needed for the event correlatioorélym (see Section
4.6.3) for which two correlation examples are given at thet @rthis section.
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| Service | Functionality | QoSParameters |
StaticWebPageRetrieval | Avail,Delay
DynamicWebPageRetrievalAvail,Delay
WebHosting AccessToProtectedArea | Avail,Delay
ChangePageContent Avail,Delay

any Availint,Delayint
StaticWebPageRetrieval | Avail,Delay
. , DynamicWebPageRetrievalAvail,Delay
WebHostingWithZop AccessToProtectedArea | Avail,Delay
ChangePageContent Avail,Delay
Storage any Avail,Delay
Firewall any Avail,Delay
any Avail,Delay

DNS any Availint,Delayint
DNSext any Avail,Delay
Connectivity any Avail,Delay
Authentication any Avail,Delay

Table 6.7: Service event categories related to the Web Hosting Service

Resource | QoRParameters

csrl-2wr | Avail,ProcTime
swml-2wr| Avail,ProcTime
swmz2-2wr| Avail,ProcTime
sibl Avail,ProcTime
slb2 Avail,ProcTime
swk1-2wr | Avail,ProcTime
swk2-2wr | Avail,ProcTime
swk3-2wr | Avail,ProcTime
swk4-2wr | Avail,ProcTime
nx114 Avail,ProcTime
nx115 Avail,ProcTime
nx116 Avail,ProcTime
nx117 Avail,ProcTime
nx118 Avail,ProcTime
nx119 Avail,ProcTime
zopel Avail,ProcTime
zope2 Avail,ProcTime
dnsl Avail,ProcTime
dns2 Avail,ProcTime

Table 6.8: Resource event categories related to the Web Hosting ®ervic
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| Service | Functionality | QoSParameters |

ReceiveEMail- .
SentFromMWN Avail, Delay
ReceiveEMail- Avail, Delay
SentFromOutsideMWN '
SendEMail- Avail,Delay
FromMWNToMWN '

. SendEMail- .

EMail FromOutsideMWNToMwn]| AVailDelay
SendEMail- Avail,Delay
FromMWNToOutsideMWN '
SendEMailFromQutside- Avail, Delay
MWNToOutsideMWN '
any Availint,DelayInt
ReceiveEMail Availint,DelayInt
ReceiveEMail- .
SentFromOutsideMWN Availint, Delayint

WebMail ReceiveEMail Avail,Delay

WebMail SendEMail Avail,Delay

Table 6.9: Service event categories related to the E-Mail Service

Resource | QoRParameters

swk9-2wr | Avail,ProcTime
swk10-2wr| Avail,ProcTime
swk14-2wr| Avail,ProcTime
swk15-2wr| Avail,ProcTime
IxmhsO1 | Avail,ProcTime,QueueLength
Ixmhs02 | Avail,ProcTime,QueueLength
IXmhs05 Avail,ProcTime
IXmhs06 Avail,ProcTime
Ixmhs11 Avail,ProcTime
Ixmhs12 Avail,ProcTime
IXmhs19 Avail,ProcTime
Ixmhs20 Avail,ProcTime
Ixmhs21 Avail,ProcTime
IxXmhs22 Avail,ProcTime
Ixmhs25 Avail,ProcTime
Ixmhs26 Avail,ProcTime

Table 6.10: Resource event categories related to the E-Mail Service

216



6.2. Implementation

Tool support possibilities evaluation The implementation of the rule-evaluation
based reasoning module has been carried out with respeentraj criteria criteria
and specific ones for the LRZ. It would have been preferabladke use of

an open source tool to know the details of the reasoning en@ncontrast

to commercial products) and to be able to customize thesalsletiowever,

a practical solution has to take into account the alreadstiegj management

software basis at the LRZ, i.e. HP OpenView as basis for né&twanage-

ment and BMC Remedy ARS for the TTS.

For open source tools it has to be distinguished betweernrgleRBR tools open source
and specific ones related to network and systems managedi@oss rules tools

[JBO] is an open-source rule engine which is based on impreeesions of

the Rete algorithm. The system is quite easy to use and caddmeal to

different domains. However, the coupling of such a systethéd_RZ envi-

ronment would require the design of several adaptation mesduhich also

holds for other general purpose RBR systems sucBasng’'s NodeBrain

[Nod].

The Simple Event Correlator (SEQJeveloped by Risto Vaarandi [Vaa02SEC and HP
SEC] has been an open source system for the purpose of nemddystems OpenView
management. As indicated by the name, it has limitationls v@spect to the

rule types being supported and the possibilities for custation. While a

former version can still be retrieved from the author’s hqrage, the tool has

been adopted by HP OpenView NetworkNodeManager [HP b] asldroa

which is called HP OpenView Event Correlation Services [HiPTdis add-

on has a set of predefined rules which are useful for networnkageement.

They are applied at the LRZ in particular for filtering purpss However,

it is difficult to customize these rules for the needs of sErariented event
correlation.

The customization of rules within TEC [IBMb] is supported 8gcuments choice of TEC
such as a rule developers guide and a rule set reference tsihé¢higealiza-

tion of the designed rule types has been feasible as showe imeixt section.
Nevertheless, some limitations have to be circumventedlare is a lack of
documentation for some parts of the rule predicates. Intiaddithe installa-

tion of the Tivoli management environment has turned outtmbore difficult

than expected. An important advantage of TEC with a mid-teenspective

are the modules which allow for the access to HP OpenView lod@aBMC

Remedy ARS.

Details of the Tivoli Enterprise Console In the following more details event reporting
about TEC whose components are depicted in Fig. 6.11 arev.gite cen- to TEC

tral component, the event server, receives events diréciy Event Inte-

gration Facilities or from the TEC gateway. Event IntegmatFacility is a

toolkit that allows to construct events for the specific reeeflan applica-

tion. Itis designed for adopting TEC to a given environmeriha customer’s

location, but is also the general source for non-networiteel events. The

TEC gateway is able to perform preprocessing operationer{fit, ordering,
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Figure 6.11: Tivoli Enterprise Console components [IBM03c]

correlation) so that not too many events are transferretidcevent server.
Network related events are reported from the Tivoli NetVieedule which
is very similar to HP OpenView NetworkNodeManager (theyeéhhve same
origin).

event server The event server is the central correlation facility witlinTivoli environ-
correlation ment. Its rules are based on Prolog (logic programming lagguand predi-
actions  cates (specified by IBM). At first, the event server logs intanevents which
includes a validity check based on the syntax. A buffer islatce to queue
events before they can be transferred to the correlatoedadr admitted event

the correlator tries to find a match with the rule set by chegkhe condition
expressions. The following action can be the correlatioothe@r events (i.e.
store a reference to the other event in one event), automesponse such

as a script execution, event escalation, modification ofatitigbutes of the
current or other events, removal of duplicates, reevalunaif a set of events,

removal of the event, generation of additional events, owdod of the event

to another server. In addition, events can be delayed whkioftén useful for

intermittent events. More details about the correlatiogies can be found in

the TEC User’s Guide [IBM03c].
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TEC uses an external database (RDBMS) for storing the largriat of data data storage
usually received. The user interface (Ul) server acts asrnmédiate compo- and user
nent between the different user interfaces and the everdrsterprevent con- interfaces
flicts when different user interfaces would like to accessdabent correlation

data. A Java-based and a web browser-based user interéao#ered where

the Java version has several additional functionalitiet s configuration,

NetView access and automated tasks.

Tivoli Enterprise Console concepts The introduction of service-orienteddocumentation
event correlation requires the additional definition oksulIBM’s documen- for rules
tation contains a guide for specifying rules [IBM03a], blgcacontains a specification
reference guide to predefined rules [IBM0O3b].

Like many other rule-based reasoning tools, TEC implemargsgle root single root
cause assumption which is made to reduce the number of @vtdrds. This cause
means that once a match to an antecedent event is found thediey event assumption
can be removed from the set of active events since it is exgibin any case

by the antecedent event.

An interesting concept is the reactivation of events catbeld analysisvhich reactivation of
aims at improving the handling of time conditions. For exéma rule might events
denote a dependency between resource resA and resB. This thaaa fault

in resB results in a symptom for resA for which events for resW resB are

defined accordingly. In case that an event occurs for restxdme is received

for resB, no correlation can be performed. A timeout may thetrthe event

for resA to inactive. Later, an event is received for resBvitaich no match

can be executed directly. At this point a special mechanspravided to

reactivate the event for resA so that a match can be performed

For the implementation of rules and events two directorfescantained in event and rule
Tivoli. The directory TECCLASSES contains the definition of events ispecification
* baroc (Basic Recorder of Objects in C) files. In the staddastallation files

the events from the rule-set reference are already comtaine set of these

baroc files. The event classes can form a hierarchy by usentSi (“is a”)

tag which denotes that the current class is a subclass diemomne. Default

values can be specified for the attributes which is often frsedeverity at-

tributes. The directory TEQRULES contains rule sets in *.rls (rule set) files.

Similar to the TECCLASSES a set of standard rule files is provided.

The definition of rules can happen in two ways. Apart from thecsfication rule

of rules with a text editor, a graphical editor is providedl&dine rules using specification
a graphical user interface. However, the possibilitiesiier specification of

correlation rules in the interface are very limited, beeath® correlation of

events can only happen when an equality of attributes capésfied. The

graphical editor has therefore not been useful to definaulles needed for the
service-oriented event correlation. IBM [ABB4] is working on extending

the rule creation to support more typical rules which camthe directly

specified with respect to events.
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Realization of rule types in TEC For the realization of the rule-based cor-
relation algorithm (see Section 4.5.2) it is necessary tplément the rule
types specified in Section 4.6.3. The aim has been to adogd from the
rule set reference guide if possible, but to encode new mulesre neces-
sary. As explained in [BeyQ7], the lack of service-oriemtais documented
by the fact that only the e-business rule set and a supportilegset can
be regarded as related to service management. It is tiecetdVdbSphere
Application Server and DB2 database and contains just twesrunamely
WMQ_DEPENDSON_WMQ and WASDEPENDSON_DB2 which can be
regarded as inter-service or service-resource deperegengigeneralization
of these rules is hardly possible so that new dependendgdaiales had to be
devised. These rules also have to circumvent the singleeeaste assumption
made in the standard TEC rules.

The overview of the rule set (an updated version from [Bey&/depicted in
Fig. 6.12. The complete code for the specified rules whicheamained in
the following is given in Appendix B.

The rulesstartup shutdowncloseall are helper rules for managing the over-
all correlation. They are used for initializing global \arles and for open-
ing/closing of log files.

The ruleduplicateserviceshas been generalized from the implementation in
[BeyO7]. Itis used to close older events that exist for thaesaervice so that
only one valid event is given for a service. The rule impletadime correlation
rules for the same MSE.

The correlaterule is the central rule in the rule set and is split into a get o
actions. It implements the top-down correlation rule uging linking and
active probing helper rules. The rule is executed for a guakegradation
with respect to a service or service functionality. In tugrelateresources
action the service-resource dependencies are specifiett aad therefore
be determined which antecedent resource QoR parametegsvarefor the
input QoS parameter. It is then checked whether events aseptfor the an-
tecedent resources according to these dependencies. geard#acies where
events for the antecedents are given the linking is indiatén the action
checkresourcerestlist active probes are triggered for the remaining depen-
dencies. A similar handling for inter-service dependesn@alone in theor-
relate_servicesandcheckservicerestlistactions where the list of dependen-
cies is used to identify the antecedent services and tolséargiven events.
For missing events active probing is requested.

In comparison to [Bey07] the dependencies in the correlale are more
fine grained specified as dependencies between the parametémot the
MSEs themselves. In addition, the linking to antecedengeiseralized in a
sense that it does not only link negative events for antedsde the current
event, but also positive events for the antecedents. Tlsemnefar this is that
is can be differentiated whether information for the andecgs is given or
whether such information is missing. Therefore, it can bekked whether all
antecedents have been examined.
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6.2. Implementation

rule: startup
set global variables, initialize logfile

rule: shutdown
close logfile

rule: close_all
helper rule for closing all events

rule: duplicate_services
correlate older service events to currently valid event

rule: correlate

action: setup_correlation

initialize variables and logging of entry

action: correlate_resources

specification of cause—effect relationships between services and resources,
search for causes, execute correlation

reception_action: check_resource_restlist

trigger active probing for resources

action: exit_resources

logging

action: correlate_services

specification of cause—effect relationships among services, search for causes,
execute correlation

reception_action: check_service_restlist

trigger active probing for services

action: exit_services

logging

action: exit_rule

logging

rule: service_handler
searches for active probing event related to service event and
reactivates previous service event

rule: resource_handler
searches for active probing event related to resource event and
reactivates previous service event

rule: linking
helper rule for linking cause and effect events

rule: active_probing
helper rule for the generation of active probing events for
resources and services

rule: timer_expiration
close and forward uncorrelated service events

rule set: Irz_correlation

Figure 6.12: Implemented correlation rule set (updated from [Bey07])
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The actions in the correlation rule have been based on thengs®n that

events for antecedents are already given which may not beatbe2 There-
fore, itis examined in theervicehandlerandresourcehandlerrules whether
a current service or resource event is the result of an agtoleing. The ser-
vice event that triggered the active probing is then reatgny and is again
input for the correlation rule. The correlation rule is reewted for this ser-
vice event so that a linking between the current event angréngous higher
level event can be constructed.

The linking rule is a helper rule to perform the linking of events. Anathe
helper rule is thective probing rule which splits an active probing request
into single probing events.

For service events that have reached the end of their walitié rule
timer_expirationis in place to forward them to the case-based reasoner (de-
pending on the policy). It implements the timer rules.

Correlation example related to the Web Hosting Service For showing the
event correlation based on the rules as described abovesaampée related
to the Web Hosting Service is described in the following. Tascription

refers to Fig. 6.13 where the events are given on a time lina.the left

events are shown that are received by the correlation mddublehich the

same notation as in Fig. 4.27 is used. On the right linkingattve probing
events are shown. Please note that these events are omipeadiiate helper
events which do not require further investigation. For ih&ihg events the
dashed lines indicate the two events that have been linkefippendix B the
correlation log file is given.

The example starts with an unavailability event for the Aoperver which
does not lead to further correlation actions, but can be &caose candi-
date already. Please note that due to the pure top-down agpdfected
services, etc are not determined proactively. The usualtoramy of services
and resources does also result in positive events such teefavailability of
swk2-2wr, Firewall Service, and Connectivity Service.

Then, a service event is received that the retrieval ofcstegb pages for the
Web Hosting With Zope Service is not available. In the catieh routine

it is at first checked whether valid events for subservicagsources of this
service functionality are available which applies to the tservice events
previously witnessed (Firewall Service and Connectiviggvge). An active

probing event is therefore issued for the remaining suliseswvhich results
in the reporting of results for the performed tests.

The internal availability of the Web Hosting Service is Yied and therefore
does not have to be investigated further. This does not lwlthe internal
availability of the Web Hosting With Zope Service which isked to the re-
ported unavailability of the static web page retrieval fiimaality. This failure
has to be further investigated again using the correlatiango that the two
resource events witnessed at the start of the example carbeadinked to
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event reception timeline helper events from rule execution

TEC_LRZ_RESOURCE_QOR_NOK
zopel_Avail .

TEC_LRZ_RESOURCE_QOR_OK
swk2—2wr_Avail N —"
TEC_LRZ_SERVICE_QOS_OK /
Firewall_any_Avail ~  &-------___ R N S
SN s TEC_LRZ_LINKED_EVENT |
TEC_LRZ_SERVICE_QOS_OK & - << -~ - —____ R S i
— —| TEC_LRZ_LINKED_EVENT |

Connectivity_any_Avail

TEC_LRZ_ACTIVE_PROBING_EVENT
services=["WebHostingWithZope_any_Availint’,
"WebHosting_any_Availlnt’,
'Storage_any_Avail’,
'DNS_any_Avail]

TEC_LRZ_SERVICEFUNC_QOS_NOK
WebHostingWithZope_StaticWebPageRetrieval_Avail

TEC_LRZ_LINKED_EVENT |

TEC_LRZ_LINKED_EVENT ]

TEC_LRZ_LINKED_EVENT |

TEC_LRZ_LINKED_EVENT |

Y| TEC_LRZ_ACTIVE_PROBING_EVENT

,,,,,,,,,,,,,,,,,,,,,,,,,,

TEC LRZ_SERVICE_QOS_OK : S N resources=['swk3-2wr_Avail’,

Storage_any_Availint S - D N 'zope2_Avail’]

TEC_LRZ_LINKED_EVENT ]

TEC_LRZ_LINKED_EVENT |
| TEC_LRZ_RESOURCE_QOR_ OK |

swk3-2wr_Avail L ______
7777777777777777777777777777 TEC_LRZ_LINKED_EVENT |
| TEC_LRZ_RESOURCE_QOR oK ! -
zope2_Avail [ 3 TEC_LRZ_LINKED_EVENT \

event types negative positive
monitored event |

event resulting from e -
triggered test

Figure 6.13: Timeline for the Web Hosting Service correlation example

this internal unavailability. Furthermore, the corredatiresults in an active
probing event for the remaining resources. At the end, &urtbst results for
the first and second active probing are reported and can behathto the
originating negative events.

In summary, the unavailability of the static web page reaiéunctionality of
the Web Hosting With Zope Service can be explained by theaitzdoility of
the zopel server.

In the example previously witnessed positive events aregded for the cor- observation
relation which can lead to failed correlations because a M8E may no concerning
longer be working at the time of the correlation. A differpoticy is therefore event validity
to trigger tests for all antecedents (or maybe not for thoseraza symptom

is already known). An even more sophisticated method woaltbbaccept

positive events for antecedents in the first place, but talidate them in case
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the correlation would fail otherwise.

Correlation example related to the E-Mail Service A more complicated
example is given in the following with respect to the E-Madr@ice. The
correlation is depicted in Fig. 6.14 and 6.15. It uses theesaotation as
before and the log file for the example can again be found ireAdix B. The
example uses a pure top-down correlation where previousijedle positive
events from the regular monitoring are not accepted.

It starts with an event that indicates that the retrieval-afals via the Web-
Mail Service takes longer than expected. An active probusgeis therefore
issued to test the antecedents. While the functionalityad@ble and also the
Web Hosting Service delay does not show symptoms, thereaheslymp-

toms for the e-mail reception from inside and outside the MWN

For both functionalities tests are triggered and it can lem 4bat there is a
large overlap in the subservices that should be tested. Amsequence, it
can be concluded that a test scheduling component makes teeagoid that
tests are duplicated. In the following the test results ep@rted and there is
only a symptom for the internal delay of the E-Mail Serviceiethexplains
both previously detected subservice symptoms.

The internal delay symptom is further examined with an &gikobing event
for several resources as well as for the internal availgbilihe queue length
for the Ixmhs02 server is identified as a root cause canditatelso the in-
ternal availability of the E-Mail Service’s resources ieafed by a symptom.
It turns out that the IxmhsQO1 server is unavailable. Sométiaddl positive
events are given as examples of the further active probisigitee(not com-
plete at that point).

In summary, there are two root cause candidates, i.e. theaualaility of
Ixmhs01 and the long e-mail queue at Ixmhs02. Neverthellesse symptoms
may not be completely independent as the unavailabilitynef gerver leads
to a shift of the complete workload to the other one.

Mid-term considerations for the rule-based reasoner The specification
of rules should not happen in a manual way as it has been tbdaabe pro-
totype, but should be supported by tools. The idea is thatdhae-grown tool
which has to be developed for the maintenance of serviegeginformation
has to be enhanced with a rule generation capability.

Assume that there is a dependency of a service on a resouragJoS pa-
rameter. The tool could then recommend a rule for checkiegstatus of
the resource if there are symptoms for the service. Additiomles can be
recommended for merging events for the same MSE. The toajnskould

also allow for an easy support of changes. For example, lels nelated to a
service that is currently updated should be easily retbkevao that they can
be updated.
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event reception timeline helper events from rule execution

TEC_LRZ_ACTIVE_PROBING_EVENT
services=['WebMail_ReceiveEMail_Avail,
"EMail_ReceiveEMailSentFromMWN_Delay’,
’EMail_ReceiveEMailSentFromOutsideMWN_Delay’,
"WebHosting_any_Delay’]

TEC_LRZ_SERVICEFUNC_QOS_NOK
WebMail_ReceiveEMail_Delay
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| TEC_LRZ_LINKED_EVENT |
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services=['EMail_ReceiveEMailSentFromOutsideMWN_Avail’,
"EMail_any_DelayInt’,
'EMail_ReceiveEMail_DelayInt’,
'EMail_ReceiveEMailSentFromOutsideMWN_DelaylInt’,
'Storage_any_Delay’,
'Firewall_any_Delay’,
'DNS_any_Delay’,
’Connectivity_any_Delay’,
'Authentication_any_Delay’,
’EMailExternal_any_Delay’]

R

TEC_LRZ_LINKED_EVENT |
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SN 'Storage_any_Delay’,
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'TEC_LRZ_SERVICE_QOS_OK o —

Storage_any_Delay [

TEC_LRZ_LINKED_EVENT ‘

TEC_LRZ_LINKED_EVENT |
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triggered test

Figure 6.14: Timeline for the E-Mail Service correlation example (beuny)
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Since the Tivoli Enterprise Console is an additional congmnadditional
effort will have to be invested for its maintenance. The effeduction may
be more difficult to measure as it will lead to benefits for thevice support
staff across the organization.

6.2.4 Case-Based Reasoner Implementation

The implementation of the case-based reasoning module dismussed as
detailed as for the rule-based reasoning module. The rdasthis is that the
CBR steps are adopted from the related work so that the facsstion the
data structures.

Tool support possibilities evaluation Similar to the RBR module, the pos-
sibilities for tool support have been examined. Only fewrogeurce and
commercial CBR tools related to network and systems manageexist so
that often solutions related to TTS are used. A general operce CBR sys-
tem isjColibri [jCo], while Empolis OrengdEmp] is a mighty commercial
tool. The toolWeka[Wek] is suitable for the retrieval step, but similar to the
others it has to be adapted for the network and service maragelomain.

For the LRZ the recommended way to implement the CBR modudeastent
its BMC Remedy ARS [BMCa] installation for which an exampteeenshot
is depicted in Fig. 6.16. It shows the symptom descriptidndhthe trou-
ble ticket where the categorization of tickets accordingdrvice and service
functionality is performed. In addition, fields for the urgy (low, medium,
critical), the responsible person, short and long desonif the symptom are
contained as well as for potential links to other troubl&dis. In the lower
part a set of standard questions is contained which shoulsked during
symptom recording. The function of BMC Remedy ARS to reeieglated
TTs manually with a search function should be enhanced wikyaterm
matching function which has to be based on an update of theeE€rightion
fields as described below.

An important advantage of BMC Remedy ARS is that it can be Ealiwith
Tivoli. It is possible to generate TTs from Tivoli which cae bpplied when
the automated correlation has failed [IBMc]. Furthermdris, useful to con-
tinue with managing the overall fault management via BMC RdyWARS
which means that service events (coming from the CSM or theitoring)
should be stored in BMC Remedy ARS at first. This has the adganthat
functions for their potential escalation and generatirggpssing statistics are
already available. The service event correlation shoutd e initiated by
sending the service events to Tivoli which can be implenceni¢h theBMC
Remedy Link to Tivolinodule [BMCb].
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6.2. Implementation

helper events from rule execution

TEC_LRZ_ACTIVE_PROBING_EVENT
resources=['csr1-2wr_ProcTime’,
'swml1-2wr_ProcTime’,
'swk9-2wr_ProcTime',
"swk10-2wr_ProcTime’,
'swm2-2wr_ProcTime’,
'swk14-2wr_ProcTime’,
'swk15-2wr_ProcTime’,
"Ixmhs01_ProcTime’,
"Ixmhs01_Queuelength’,
"Ixmhs02_ProcTime’,
"Ixmhs02_QueueLength’]
services=['EMail_any_Availlnt']

TEC_LRZ_LINKED_EVENT |

TEC_LRZ_LINKED_EVENT |

J[ TEC_LRZ_LINKED_EVENT ]

TEC_LRZ_LINKED_EVENT |

'swk9-2wr_Avail’,

"Ixmhs01_Avail’,
"Ixmhs02_Avail']

TEC_LRZ_ACTIVE_PROBING_EVENT
resources=['csr1-2wr_Avail’,
'swml-2wr_Avail’,

'swk10-2wr_Avail’,
'swm2-2wr_Avail’,
'swk14-2wr_Avail’,
'swk15-2wr_Avail’,

TEC_LRZ_LINKED_EVENT |

TEC_LRZ_LINKED_EVENT |

J[ TEC_LRZ_LINKED_EVENT ]

J TEC_LRZ_LINKED_EVENT |

=== TEC_LRZ_LINKED_EVENT |

Figure 6.15: Timeline for the E-Mail Service correlation example (contd)
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Figure 6.16: Screenshot from the BMC Remedy ARS installation at the LRZ
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\ Service: WebMail \
\Service functionality:\ \ ReceiveEMail \
\QoS Parameter: \ \ Avalil \

\Service access points:\

webmail.Irz.de @

| ¥ [connectivity ok | |## v

\No additional keywords\

\Keywords:

\ unreachable

\ Description: \

There is an error message displayed when accessing webmail.lrz.de
The network connectivity to other sites has been checked and this it
is independent from browser or browser cache.

\Correlated events: \ \TEC_LRZ_SERVICE_QOS_OK(WebHosting), \

| Severity: | | MAJOR | |Credibility: | [REPRODUCED]
|Reception date:] | 11:10:05 | |Timeoutdate: | | 11:11:05 |
[Referring date: | | 11:01:00 |
\Assigned to: ‘ ‘ ‘
| Status: | | cLoseD |

\ Solution steps:

11:17:20, Retrieval of cases for Web Hosting Service
11:20:07, Identification of nx servers as potential root causes
11:25:09, Check of nx111 shows unavailability

\Related cases: \ \ case XY \

Figure 6.17: Example of a case related to the WebMail Service

Example matching An example illustrating the use of CBR is given in the
following. An observant reader may have noticed that the efind of the
WebMail Service is incomplete in the sense that it does natehihe servers
nx110/nx111 and nx120/121 which are used for the configuradf Web-
Mail. Therefore, a failure within these servers may afféet YWebMail Ser-
vice as a whole. Fig. 6.17 shows how a completed case ten(glattgpare
Fig. 4.35) may look like.

A user has reported a symptom when trying to access the webpeal-
mail.lrz.de which serves as the access point for the WebBkivice. The
keywords denote that the web browser returned a server clrabke error
message, but that the connectivity in general is given tchre¢éher pages and
that similar symptoms are given for other web browsers. Hreice event
generated from the symptom report has been correlated tanieeedents,

228



6.2. Implementation

but these have shown no symptoms. Nevertheless, the r@c@btine symp-
tom at the Intelligent Assistant has successfully repreditbe symptom.

In the lower part the steps that have been carried out arentetied to ex- processing
plain why the case has now the status CLOSED. The use of tleelibaary documentation
has identified a match to a previous case where similar synmgpt@ave been

witnessed for a hosted web page. For this related case wieame key-

words may have applied the reason has been that one of the ostindg

servers has been unavailable. The expert at the LRZ may titerethat this

could also apply to the special servers being used for the&@lservice.

As a consequence of this case, the modeling should be upttatiediude service
the WebMail servers as resources for the WebMail Servicéaba similar modeling
symptom report can later be handled by the rule-based remsorodule. improvement

Mid-term considerations for the case-based reasoner The implementa-
tion of the case-based reasoner should be carried out asvempent of the
user interface of the BMC Remedy ARS installation. Howetre,effort for
this is expected not to be too high since the proposed imeidaly has some
additional fields. Furthermore, the commercial tools fatding the (bidirec-
tional) link to Tivoli have to be investigated. While the ionp of Tivoli events
into ARS is unlikely to pose severe difficulties, a more dethexamination
about the possibilities to realize the escalation poliewhin ARS has to
be performed. Once these mechanisms have been estabtishedlditional
maintenance effort should be relatively low.

6.2.5 Customer Service Management Implementa-
tion

The PhD theses of Langer [Lan01] and Nerb [NerO1] which mtedithe status of CSM
concept for the implementation of a CSM have been appliechaily for implementation
services of the German Research Network (DFN) where thealtmis for atthe LRZ

the retrieval of accounting data for subscribed servicets sirows the net-

work topology including current fault and performance datfde topology

display functionality is also provided for the users of th&W so that this

tool can be regarded as a starting point for an overall CSiroflowever,

the topology display can only be classified as a partial &oiubr the fault

and performance management of the Connectivity Servicesaamgure data

display tool.

The development of the IA has been performed separately th@rCSM. Intelligent
The tool contains trees for the Connectivity Service andBkdail Service Assistant at the
because these services lead to many user inquiries. LRZ

Web Hosting Service For the Web Hosting Service the efforts for an adecus on second
tomated CSM have been limited to an automation of the sensgtaliation. line support yet
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The reason for this in the fault management area is that theikRhostly a
second line support from the perspective of end users. esethsers it is
not obvious that web pages are hosted at the LRZ so that ansamduno
has difficulties to view the web pages of a research institiiteat first try to
contact this institute which may be a customer of the WebiHgService. In
most situations only more difficult problems are reportedh®/web masters
of the Web Hosting Service customers for which an automdtasinot been
regarded as useful yet. Nevertheless, the LRZ may add valtieetservice
when it includes a functionality for automated first leveirgytom handling.

E-Mail Service The situation is different for the E-Mail Service for which
standard processes for the automated configuration mameagéeng. new ac-
counts) exist. For the fault management area a major uptitte bA decision
trees has been performed as part of the work of Dirk BernsatO@§. The
work is based on interviews with the administrators of thiel&# Service and
their usual way of requesting information from users thporesymptoms. It
also considers the possibilities for automated tests wtachbe included into
the decision tree. This knowledge has been transformeddextsion trees
for the IA.

The decision trees are grouped in a hierarchy accordingetéutirctionalities
(see Fig. 6.18). The WebMail Service is regarded as an add-the E-Mail

Service and its specific symptoms are treated in a specel Hewever, the
trees are connected so that the traversal of the WebMaikcaeaesult in a
forwarding of the issue to the decision tree for an antedeskamwice.

decision tree
"E—Mail Service"

decision tree
"WebMail Service'"

AN

decision tree decision tree
‘e—mail reception' "e—mail dispatch”

Figure 6.18: Hierarchy for the E-Mail Service related decision treeshhiting the
example tree [Ber04]

In the following an example from the master thesis (see Fikf)ds enhanced
to show how information for the service events is collectedrd) the decision
tree traversal. The decision tree is designed for the e4madption functio-
nality of the E-Mail Service. Therefore, symptoms relatesther services
or functionalities are treated in other decision trees. tRerreception func-
tionality it is differentiated between two frequent sitioats (lost e-mails and
unavailability of the mailbox) and a third general symptapaorting possibil-
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?

To which service is
the symptom related to?

Go to decision tree
for other service

. . [other service]
[E-Mail Service]

{ To which functionality } @

is the symptom related to?

{

I [sending e-mail]

Go to decision tree
for sending e-mail

®

[the mailbox cannot
¢ be accessed)]

[receiving e-mail
What is the category
of the issue?

[other]

[e-mail is not received]

Which e-mails
are affected?

Test: POP access

for test account

[all] [only a subset] [ok]

[not ok (server ¢
- - not reachable)]
E-mail forward | |Does the sender receive Request
an error notification? error message

activated?
[yes] w [no] ¢ [yes] [other (no access [connectivity related]
<> <> to mailbox)] Q*\]
[no]
User Perform Request Go to decision tree
mistake self-check error message

for Connectivity Service

Can the symptom
be reproduced?

<¢> [certain condition]

C

[yes/no] Request
condition
S—

Request information (user contact data,
symptom description (including QoS Param, reoccurence),
local configuration (operation system, client), recent
local changes, last successful service use)

®

Generate

service event

®

Figure 6.19: Decision tree for the e-mail reception (refined version afi{Bl])
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ity. The two branches of the decision tree aim to find out metaits about
the specific situation.

In the first branch it is differentiated between the loss of kimd of e-mail
and the loss of specific e-mails. When all e-mails seem toagtt the user
is asked whether an e-mail forward has been activated whahidrexplain
the situation as a user mistake. Otherwise, it is requesheth&r the sender
has received any kind of error message (the user has to chiscwith the
sender using another way of communication). At this poim,ttee could be
detailed for certain kinds of error messages which areeélat LRZ policies
such as the blocking of e-mails with attachments. If no emessage has
been received, a self-check (i.e. the user tries to sendmaileto her own
address) is requested. Furthermore, the possibility tadee the situation
with e-mails from other senders should be checked by the lisermportant
to give advice to the user on the usual e-mail delivery tintethat it can be
differentiated between a slow (QoS parameter delay) anthavailable (QoS
parameter availability) service.

In the second branch the mailbox access is examined usingtamated test
to the corresponding mail server (the e-mail address hae teduested for
that). If the server cannot be reached internally eitheajlare of the server
or a connectivity problem is likely. Otherwise, the errorasage that the user
has received is requested and certain types of messagesaaneed to get
to know whether there may be a connectivity symptom for theneation
between the user and the mail server. If this is the case, tbeegsing is
forwarded to the Connectivity Service decision tree. Oile, a mailbox
specific problem is assumed.

Finally, those situations where no user mistake or forwardther decision
trees has been performed lead to the generation of servcgse\Here, a set
of questions has to be answered with respect to the speificat service
events (compare Section 4.6.2). The identifier of the exeeassigned by the
system which also applies to the reception date and valel dair the latter
the internal policy is used to determine when the rule-basasoning should
be terminated. As this service event results from the uskeofA, the event
source is the user so that contact data have to be requestegdoting on the
service event processing. The severity is assigned bas#dteanformation
collected (e.g. whether a server unavailability is likelly,or only certain e-
mails get lost). The service and service functionalityilaties are specified as
E-Mail Service and ReceiveEMail. Additionally, it has to tetermined for
the service functionality whether this issue is relateccjpally to e-mails
from outside the MWN. If the symptoms are general (e.g. wHea-mails
are lost), the default is specified as ReceiveEMailSentM@diN. The SAP,
description, and referring date have to be requested fremghr at this stage.
This also partially applies for keywords where a list may bevgled. Other
keywords also result from the tree traversal. For examgleniplete e-malil
loss”, “partial e-mail loss” may be candidates. The crdiibshould make
use of the fact whether the symptoms can be automaticalipdeped which
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applies here to the automated test of the e-mail server.

Mid-term considerations for the decision trees The IA tool is currently decision tree
not promoted by the LRZ, even though it can help to reduce theuat of establishment
queries to the LRZ Service Desk and is available independkbtisiness

hours. Therefore, the documentation efforts for the ses/ghould also com-

prise the documentation of knowledge for the IA. It is impoittto note that

the tool needs to have a substantial amount of knowledgeeifirt place in

order to become really useful for the end users. Howeveanttben be a

much better offer than the provisioning of FAQ pages.

The effort for the maintenance of the decision tree will léa@d decrease of trade-off for the
the user queries to the service desk and the second levalrsupprthermore, effort

also the reply to questions posed to the service desk camipdifged. In sum,

the time saved should be longer than the time spent for theterance of the

decision trees, in particular for services with frequergrugiestions.

6.2.6 Collaboration with Resource Management

As mentioned earlier, HP OpenView NetworkNodeManager edusr the network level
management of the router and switch infrastructure at th&.ORe server event
(SunFire 280R) for doing this operation is connected (100tMs)bto the correlation
switch swm1-2wr as shown in the figures of the Web Hosting andait

Service and will be redundantly connected to the switch sv#m@in the

future. Currently, the NetworkNodeManager is extendedhwiP’s Event
Correlation Services to perform the correlation of up/donessages which

are reported as SNMP traps. For example, a maintenancetiopeata larger

institute resulted in more than 700 traps for the devicesngethe switch

which have been correlated to the switch. For network faarlt®aintenance

being located in close proximity to the management servesvam higher

number of traps is received which can sometimes not be hadraigmore.

This shows the importance of the location of the monitoritagisn which

can only deliver a network view from its perspective.

HP OpenView and Tivoli’s NetView component have a commoagiarfwhich
is reflected in some NetView command names). It is therefossiple to
import HP OpenView events in the TEC correlation which iscadang to the
concept to match service events to resource events.

6.2.7 LRZ's Own Service Monitoring

In addition to HP OpenView, different tools are in place tonior the net- tools for
work, but these tools perform a resource-oriented momigprinfoVista [Inf] network
shows the availability and performance of network deviaes links which monitoring
are managed by the networking departmeniC#ctibased [Cac] web inter-

face is used for the Linux server monitoring showing CPUzation, mem-
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ory usage, number of processes and users, and the utifizattimterfaces.
As an alternative to HP OpenView, there are also experimaitisthe open
source tooNagios[Nag] and others.

A step towards the monitoring from a service-oriented pointiew is the
calculation of the overall availability of the network. Bhkey performance
indicator (KPI) is calculated as the average of the avditgldigures of all
interfaces using an equal weighting which is, however, manimously ac-
cepted. Together with the announcement of the KPI the |drsjestions of
network unavailability including their reasons are repdrfor internal quality
assurance. The same is done for the availability of the essshetwork access
points. These KPIs are related to a whole week so they arentestded for
daily service operation. Other indicators, in particutarthe availability and
performance of services other than the basic connectangmnot provided for
the moment.

In summary, itis currently not evaluated from a user pointew whether the
services are really working so that only a reactive faulyd@sis is in place.
Therefore, the installation of virtual users is recommehdgh respect to the
main functionalities, QoS parameters, and SAPs.

Recommendations for virtual users For the Web Hosting Service test
clients should request a set of web sites on a regular badisegort when
symptoms occur. The management functionality should adsested by up-
dating web pages at equal time gaps. The tests should useediffaccess
points, e.g. inside and outside the MWN.

For the E-Mail Service clients should represent the usanggd.MU, TUM,
and LRZ and be installed at locations representative faehesers. The tests
should include the access to mailboxes and the sending @file-m

Mid-term considerations for the monitoring From a service-oriented
point of view KPIs for the services should be specified andefwalues

should be defined whose monitoring is continuously carrigchad reported.
Service-oriented values can, e.g., be the average delag fone-mails or the
value achieved for a certain percentile of the e-mails.

The monitoring of services and resources requires thengritind mainte-
nance of appropriate tests for which it can be differentidqtetween fully au-
tomated monitoring routines and partially automated sohstwhere routines
for some steps have been implemented and a documentatidinefavhole

testing is provided. Furthermore, the virtual users haugetonplemented.

These recommendations aim at increasing the QoS and rexgldigonal ef-
fort for their initial implementation. However, the autoted tests are going to
ease the fault diagnosis so that no additional effort is etgaefor a mid-term
perspective.
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6.2.8 Implementation Summary

A summary of the architecture that has been chosen for thetgpacal im- prototypical
plementation of service-oriented event correlation atltR& is depicted in implementation
Fig. 6.20. It shows the tools that have been applied for timepmments of the

framework in Chapter 4.

test user

service event

service event/
case

BMC Remedy
Action Request System

employee interviews

IBM Tivoli

network management information |~ ™ el SISO
systems management information rule-based reasoner |<---- -~ - - -~
"Service MIB" A

‘

Netzdoku tool HP OpenView
network management information resource event Event Correlation Services
systems management information rule-based reasoner (resources)
network management information

Figure 6.20: Prototypical implementation at the LRZ (upper part: toaineg lower
part: component role, solid arrows: control flow, dashedwst information flow)

"case-based reasoner"
systems management information

For the input the events have to be provided manually takamg of the re- component
quired information. The event correlation on the servieellés carried out realization
by the Tivoli Enterprise Console which acts as rule-baseshievorrelator.

Events that have not been correlated can be entered asditekats into the

BMC Remedy ARS. The functionality of BMC Remedy ARS allowstone

extent to find related trouble tickets. The adaptation ofewvipus solution is

hardly supported because it can only be displayed withamtiging adapta-

tion methods. On the resource level HP OpenView Event Catiogl Services

are applied for correlating network events.

The main challenge that is currently encountered is the ¢dakocumenta- configuration
tion especially concerning the services and servicegéldependencies. Theknowledge
(automatically discovered) network structure without esydtems together sources
with current performance data can be found in HP OpenViewvdidNode-

Manager. The network structure is also documented in thezthdu” and

contains some additional servers. The connections of aop#re servers are

also contained in Excel sheets which have been createddantve of the

LRZ to Garching and therefore are sometimes not up-to-dgtmare. BMC

Remedy ARS is not only used for managing trouble tickets,absth as an

asset management solution. As the documentation in alf iealot service-

oriented, it is not clear which components belong to a servitie remaining
information concerning services, service functionait®oS parameters, etc

is not explicitly documented from the provider perspecti@me informa-

tion can be gained from the user instructions, but the iader@alization is

often not given so that interviews with the service mairgasnand resource
administrators had to be conducted.
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6.3 Ongoing Maintenance and Optimization

Based on the prototypical implementation summarized keefiset of mea-
sures is given in the following to transform the prototypmian operational
solution. The targeted implementation (a refined versiofHah06]) is de-

picted in Fig. 6.21.

CSM / Intelligent
Assistant

CSM

service event

e InfoVista
3 SLA reporting

service event/

LRZ Service
Desk

service event

virtual users

service monitoring

service event

BMC Remedy

Action Request System IBM Tivoli

Enterprise Console

case—based reasoner

systems management information rule-based reasoner

/r /r resource event

j

resource event

Netzdoku tool

network management information
systems management information
"Service MIB"

HP OpenView

Event Correlation Services

rule—based reasoner (resources)
network management information

Nagios, Cacti

resource monitoring

Figure 6.21: Proposal for implementation at the LRZ (upper part: tool agtower
part: component role, solid arrows: control flow, dashedwst information flow)

Following an adaptation of the IA to the current conditiorighe services,
this tool should be better promoted for the use in reportymgoms. As the
number of QTs in comparison to TTs shows, more than 2 of 3 usestopns
are related to a lack of user information which can be pravigethat way.

The structuring of knowledge in the 1A can be regarded as msee friendly

than the provisioning of FAQ pages only. In addition, tesmdd be included
in the decision trees. The tool can be integrated into aradiyarrtal solution

for the users such as the myTUM portal. This concept is alsgptiant to the

CSM since a unified access point to all information is graniéelvertheless,
a telephone backup has to be provided in any case becausealkebnnec-
tivity symptom cannot be reported if the same symptom prsvéirat the 1A

can be accessed or that e-mails can be sent.

Virtual users should be installed according to the consitiiens given earlier
so that the LRZ can react proactively. The use of instruntealients is not
suitable for the services because no client software isiggegohby the LRZ to
use these services.

The use of TEC for the service event correlation should beimmoad, but
it should be migrated to another location in the network tonbgt to the
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nml where HP OpenView is installed. The reason for that isatonionize
the view on the network which depends on the network locatimreduce
the load and to have redundancy also in the network mongpedditional
installations of HP OpenView and TEC should be consideregtivied from
the TEC information an overview console for the currentliziaged service
quality should be provided. Historical information for Sindonitoring can be
integrated in the InfoVista tool which currently shows abiig of the network
performance and of the processing of TTs.

For the use of monitoring tools such as Cacti and Nagios @lgto the event integration of
correlation and service monitoring is required. Threshaddations detected other monitoring
by these tools should be transferred to TEC by writing appate adapters. tools

In addition, the aim should be to keep the number of appliettow to avoid

data duplication.

The case-based reasoner implementation needs to be inddsgy@oviding BMC Remedy
means of adaptation to a previous solution. Due to the usevi€ Remedy ARS

ARS for TTs and asset management, a possibility to extenebthehould be

considered.

The most important challenge is the reliable documentatiaervice-related towards a
information according to the Service MIB. For the LRZ sifoatthe error- Service MIB
prone use of Microsoft Excel sheets and the lack of availdb@imentation

need to be tackled. It is recommended to extend the “NetZdtal for

containing service-related information as commerciald@aoe having limita-

tions for this purpose so far. The documentation of servatesild follow a

template structure.

The documentation of services will not be helpful for thdffaiagnosis only. additional

It is also needed for impact analysis since it is currentlypussible to de- Service MIB
termine the impact on services when resources (e.g. a Jwatehunavail- benefits
able. The documentation and impact estimation is also aotirapt input for

change management where the risk of changes has to be detdrmi

The implementation of service-oriented event correlatinra permanent ba-assessment
sis has to be monitored by using the considerations for sissag metrics metrics

in Section 4.7. The use of BMC Remedy ARS allows to generatistts

for the diagnosis time so that the improvement in this areabeamonitored.

For the effort reduction the use of the decision trees ancpéreentage of

situations being resolved by the rule-based reasonerdlheuinonitored.

6.4 Withdrawal

The use of both the Web Hosting and E-Mail Service has beeeasmng
over the previous years together with the requirement$ireliability of the
services. Therefore, the service event correlation iserpeo be relevant at
least for a mid-term perspective.
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6.5 Summary

The application of service-oriented event correlationtfer LRZ Web Host-
ing and E-Mail Service has been presented in detail in traptdr. The work
has begun with analyzing the way the example services aleaéat the

LRZ, for example highlighting the redundancy concepts, andodel the
dependencies as needed for the correlation. The impletientd the rule-

based reasoner using TEC has shown the realization of tinésesed rules in
the tool and the measures to be taken to achieve a serviestediview. The
definition of events is based on the frequently used funatibes. The case-
based reasoner implementation has demonstrated how CBlfed¢ategrated
into BMC Remedy ARS. For the collaboration with resource agment and
for service-oriented monitoring concrete recommendatitave been given.

Going beyond the service fault diagnosis recommendatians been pro-
vided for an improved information management allowing fapact analysis
and change management.

The overall steps which should be carried in the future arensarized as
follows.

e Specify templates for standardizing information abouvises (tem-
plates for functionalities, usage, dependencies) whigk babe initially
filled out and continuously maintained.

e Define targets for the service quality to be achieved and axaithme
possibilities to monitor these aims.

e Improve the Netzdoku tool for the documentation of serveesording
to the templates. This should be part of a general configuraianage-
ment concept with respect to ITIL.

e Improve the tool also for the automated derivation of ruléth nespect
to the rule types.

e Create decision trees for the services being offered whiohlsd include
automated tests in order to ensure the quality of input. rQffem in-
ternally for the service desk staff and externally on theiserdesk web
pages.

e Enhance BMC Remedy ARS for reflecting the case templatetateic
Check the exchange of information between Tivoli and Remedy

e Define a concept for the monitoring of services using virusdrs and
tests on a regular basis. Write the tests and monitoringtagen also
prepare on demand tests. Integrate the current resourcieomag into
the implementation.

e Implement a change management policy at the LRZ which alsada
consider the needs of monitoring. Investigate the tool etdpr change
management.

238



Chapter 7

Conclusions and Future Work
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As a conclusion of this thesis, the major results from thetdra of the thesis
are summarized. In addition, several directions for futesearch related to
the findings of this thesis are discussed.

7.1 Achievements

The purpose of Chapter 2 has been the elaboration of reqeirisnfor a requirements
generic framework for service fault diagnosis. The requiats result from derivation

a generic scenario, but are also motivated and illustrasetyuhe LRZ sce-

nario. The requirements have been grouped into requireni@nthe diagno-

sis workflow, the management information, and componentraithe latter

ones are split up according to interfaces, diagnosis coemsnand those

related to an overall service (fault) management solution.

These requirements have been used for the categorizatibassessment of contributions
related work in Chapter 3. It has been shown that ITIL and eT€av be and limitations
applied as the basis for the workflow modeling, but that mémbaration in of related
particular with respect to the realization of the recomnagiuas is required. standards and
Limitations with respect to the service-orientation angetedency modeling @Pproaches
have been found in current information models. For the faalbhagement in-

terfaces the CSM together with the Intelligent Assistardady offers a good

basis. A focus has been set onto the discussion of diagrexhsitjues, in

particular event correlation techniques, where their athges and disadvan-

tages for the service-oriented application have been edédoh Furthermore,

some standards and approaches related to SLM have beess#idat the end

of the chapter.
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In Chapter 4 the idea to use event correlation techniquehéodiagnosis on
the service level has been motivated. After a refinementefélquirements
with respect to this approach, workflows have been developéese have
been set in relation to ITIL and eTOM so that the workflows camdgarded
as an extension of these frameworks. Components that adedder the
implementation of the workflow have been identified aftensarWhile ref-
erences to standards and research approaches can be givemijmonents
in the context of the diagnosis, the event correlation ofsevice level has
required further investigation. Here, a hybrid event datien architecture
is proposed combining rule-based and case-based reasamihglso using
active probing techniques. The use of these techniquesdesasdetailed in a
pseudocode algorithm which evolves in a number of consexsteps where
more and more assumptions are removed. The diagnosis magesements
to the service-related information that is needed. Theeefoclass model has
been devised which in particular focuses on dependencigshdfrmore, the
event information has been investigated and rule types baee defined for
the execution of the algorithm. After specifying a case tkat@y assessment
metrics for monitoring the effectiveness of a service falidignosis solution
have been proposed. As service fault diagnosis is only @apadiution to
service fault management, the options for collaboratiai wnpact analysis
and recovery have also been discussed. An assessment ohtbesanents in
relation to the requirements has concluded the chapter.

The use of service-oriented event correlation within arapization has a life
cycle similar to the one of the services. Recommendationthi&se phases
are given in Chapter 5 highlighting the considerations aadd-offs in the

implementation phase.

While these recommendations have an abstraction levelssitoiITIL to be
applicable for a variety of organizations, they are takethasbasis for the
implementation at the LRZ as described in Chapter 6. It idagmpd why
the Web Hosting Service and the E-Mail Service have beercteeleut of
the service portfolio for the start of the implementationtloé event corre-
lation framework. For these services the dependencies lheee collected
from several documentations and employee interviews amaradeled us-
ing the information model where several trade-offs coniogrthe modeling
depth have been considered. Based on the dependenciets, admules are
defined using TEC. Here, the rules do not just have to reflectiépenden-
cies, but they also have to cope with the limitations of TEGhwespect to
service-orientation and multiple root causes. For the-based reasoning it
is explained how the BMC Remedy ARS installation can be medifiThe
same holds for the Intelligent Assistant where it is showw lilee service
event information is collected in the decision tree tragkerBased on a sum-
mary of the prototypical implementation, a concrete rec@madation is given
how the fault management at the LRZ can be improved in thedutu

In summary, the main innovative aspects of the thesis anathesion of user
reports into the automated diagnosis defining a standardegresentation as
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well as the event correlation algorithm. This algorithmaséd on a thorough
analysis of available techniques combining and extendiegitaccording to

the needs of service-orientation. Refinements have begroged for the

specification of diagnosis workflows as well as for the seraied dependency
modeling. A lot of effort has been invested to prototypigathplement the

approach at the LRZ in order to show its feasibility.

7.2 Future Development Possibilities

The fault management framework allows for extensions ifecght directions
which result from possible modifications of the event catieh and special
solutions for service domains.

Event correlation related developments The way how events are used irusing events for
the event correlation framework can be regarded as a reantwviner. Events trend analysis
that are reported from users denote that some symptoms haaelya oc-

curred. Even though the events that result from the servimeitoring try to

prevent that users are affected, these events also shosothatsymptoms are

already there. A way to be aware of critical situations befany symptoms

occur is to perform trend analysis. An idea for doing so isdfiré events and

correlation rules with respect to the tendencies reportélda events. Exam-

ples of such events on the resource level can be a risingattdn of a CPU,

memory, or disk space. On the service level the number osummressing

the service can be tracked so that additional capacitiebeamdered which

usually requires some advance planning.

In the event correlation workflow the correlation steps hlagen differenti- hierarchical
ated with respect to the kinds of dependencies. The reasdindfois to allow event

for a parallel processing of events which are not relatetiéfirst place. Es- correlation
pecially for large organizations, it can be useful to furtddferentiate the

correlation of events and to form correlation hierarchigsfor example, a

large server farm is used, it can be reasonable to correlatdsrelated to the

server farm to each other in the first place before these gweatcorrelated

to other events.

Furthermore, as outlined in [MF04] event correlation eegigan become aautonomous
bottleneck in fault diagnosis when many parameters havestmbnitored event

per managed system (around 100 per device in the refererdoesimess sce- correlation
nario). Therefore, event correlation may have to be furthstributed up to

a local event correlation on each machine. This situaticadrsady part of

autonomic computing where a device manages itself to aicerxéent.

The classification of RBR/CBR combinations in [HP07] (comgoRig. 3.28) modification of
gives an overview of possibilities for the collaboratiorRBR and CBR mod- RBR/CBR
ules. Based on the experiences gained in a given scenacimyld be inves- collaboration
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tigated whether a more active role of the CBR module is beiaéfito save

time the case-based reasoner could search for previous alsady on ar-
rival of service events so that related cases are alreadialblawhen the

correlation fails. Another possibility would be to direstesits to rule-based
or case-based reasoning according to some criteria orrtmunte a common
score indicating the assumed accuracy of a solution reghdayeeither one
of the modules. Another possibility is to adopt the idea @f éipproach for
highly dynamical situations and to have an additional CBRIute@ containing

cases of the overall network and service situation (seede814.6).

Event correlation is a technique that is also applied fousgcmanagement
where security related events are correlated in order &ctlattacks. Faults
and security incidents (e.g. DoS attacks) may have sinfileacts on the qual-
ity of provided services and have to be set in context to edlcbraso that

security incidents are considered as potential root canfsesrvice degrada-
tions. As a consequence, several steps have to be carriédrdabée collab-

oration. Security events should be defined as additionaitiapents for the
event correlation and additional security related ruleselta be specified to
achieve an integrated correlation. Security related médron should also be
part of the correlation results so that it is indicated wketh root cause re-
source is faulty or whether it has been abused. The CSM tasuiders and

maybe also to users should be used to exchange securityda@nptoms,
e.g. about distributed DoS attacks.

Service domain related developments In this thesis no method for speci-
fication of SLA conditions has been recommended in order ésgve the
genericity of the framework. For application to a scenariere SLAs are in
place a derivation from these conditions in order to gaiegholds for QoR
parameters is needed. These thresholds are required topaiapely raise
events with respect to quality degradations which influagtheeSLA fulfill-
ment. The mapping of SLA conditions onto services and ressuis even
more important for impact analysis where it is vital to beedtiol calculate the
effect of the current resource conditions onto SLAs. Thssiésis going to be
addressed in [Sch07].

It is related to the specification of time conditions for theemt correlation
which have to be set in a concrete scenario. It is necessapetaify how
long events should be valid and which conditions may leadhtimaalidity of
events. The correlation examples in Section 6.2.3 have shioat different
policies can be applied for this (in the second example presly withessed
positive events are not accepted). Time conditions alsw foolthe escalation
procedures towards the use of the manual problem solving.

The area of Web services and Grid services has evolved inimportant
research area over the recent years. Fault managementtheseyloosely-
coupled services can be a difficult task especially witheesfo locating the
root cause of a symptom in one of the collaborating servidéwerefore, it
would be beneficial to refine the event correlation frameworkhese kinds
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of services and to detail some recommendations.

7.3 Outlook

In the industry a general trend towards policies that aimethuce the com- streamlining
plexity in the implementation of services can be witnes®®&H"07]. The trend
policies aim to make use of a limited set of vendors (e.g.cgdimiting the

variety of database products to two vendors) which is alfafllgfor effort re-

duction in fault management. A reduced set of equipmenivalto gain more

knowledge about the used hardware and software. For thecsaxiented

event correlation this means that more accurate modelsecprobided which

will therefore also lead to a higher accuracy of the autochdtagnosis.

Even though the modeling already considered redundancigbeoservice inter-service
level, this aspect is likely to become more important in tieife due to the dependencies
use of Web services and related developments. The congpetithong the

services and the standardization of functionalities b@irayided can result

in an easy exchange of the services. This situation is ajneaasent for stock

exchanges where no differences exist in the product thabegurchased so

that only the QoS conditions are used for the decision (fea]ability and

pricing).

At the LRZ the implementation of ITIL will become a focus inetiiollow- ITIL at the LRZ
ing years. Reasons for the introduction which also hold fanynother or-

ganizations are the paradigm shift towards the manageniesgreices and

processes as well as the standardization of processeslaarto best prac-

tice recommendations. Important services with respedtided changes are

the federated identity management (TUM’s IntegraTUM prbjint]) where

critical services will be concentrated at the LRZ (an uniaality of this ser-

vice will then affect network logins for the whole univesgit The same holds

for the centralization of TUM e-mail servers at the LRZ. Asdlissed in

Chapter 6, deficits in the Service Support processes exisagly in Config-

uration and Change Management, but improvements in IntatehProblem

Management are also recommended.
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Appendix A

Complete Code of the Correlation
Algorithm

The correlation algorithm development in Section 4.5.2 lsed a stepwise
method to improve the algorithm for which only the new piebese been
given as code segments in each part. The complete code ofginéttam
is summarized here so that all valid parts are joined togetherthermore,
an additional figure (Fig. A.1) is provided to show which caggments are
executed by which framework components.

CSM input code The pseudocode for reporting events at the CSM is given
in Fig. A.2.

Rule-based component code for service level correlationThe code for
the rule-based component is logically divided into the ciadleorrelation of
service events (see Fig. A.3) and the aggregated eventatore(see Fig.
A.4). In contrast to the code in Section 4.5.2, the failurehaf correlation
to antecedents (i.e. no negative events for antecedentsiare to explain a
negative event for the dependent) is considered in the code.

Code for resource event correlator The code for the rule-based reasoning
in the resource event correlator is depicted in Fig. A.5.

Event working set code The eventworking setin Section 4.5.2 has been the
same for the service management level and the resource srapaglevel.

In order to have a clearer distinction between service asduree level the
code is provided here for an event working set (service Jendtig. A.6 and

an event working set (resource level) in Fig. A.7.
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Appendix A. Complete Code of the Correlation Algorithm

Customer Service

Management
INPUT AT CSM
service ‘ QoS probing and
measurement
event S |
service service service management
event service event correlator

case—based

no rule

event
working set
SERVICE EVENT
WORKING SET

rule-based
reasoner

reasoner

SERVICE EVENT CORR.
AGGRE. EVENT CORR.

find

probe . cause
resource subservice

symptom report

subservice
candidate CSM client

list

resource
RESOURCE EVENT event

WORKING SET
resource " |RESOURCE EVENT CORR. |

management resource
bi event
resource probing resource correlator
and monitoring event

Figure A.1: Mapping of the framework components and code segments
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1. procedure INPUT AT CSM

2 if reporting of new symptorthen

3 traverse IA decision tree

4 if no user fault and credential verification tilen

5: transfer resultingervice event to event working set

6 else

7 report back to user

8 end if

9 else > check status of previous service event
10: retrieve oldservice event
11: if service event not correlatedhen
12: updateservice event using the IA
13: else > try roll-back of correlation
14: if correlation time ofkervice event exceededhen return

roll-back not promising as related events already outaiéd
15: else

16: track links to correlated events (recursively)
17: transfer events to event correlator

18: end if

19: end if

20: end if

21: return

22: end procedure

Figure A.2: Input procedure
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Appendix A. Complete Code of the Correlation Algorithm

1: procedure SERVICE EVENT CORRELATION

2: service EventSet < null
3: while truedo > permanent correlation loop
4: add newservice events to service EventSet (received from

event working set)

5: for eachservice event in service EventSet do
6: get antecedents{rvice of the service event)
7 if number@ntecedent) = 0then > it is a subprovider’s
service
8: send to subprovider CSM, remove fremrvice Event Set
9: else
10: for eachantecedent in antecedents do
11: if antecedent is a servicghen
12: if no event{ntecedent) exists in
serviceEventSet then
13: if no test@ntecedent) has been triggered yet
then
14: trigger testgntecedent)
15: end if
16: else if(statusgntecedent) = false)then
17: correlate to previous event
18: end if
19: else > antecedent IS a resource
20: send service event to event working set (as
correlated service event)
21: end if
22: end for
23: end if
24: end for
25: for eachservice event in service EventSet do
26: if correlation to all antecedents that are services performed
then
27: if one or more statusfitecedent) = falsethen >
successful correlation
28: removeservice event from service EventSet
29: else
30: reportservice event to case-based reasoner
31: removeservice event from service EventSet
32: end if > correlation failed
33: end if
34: if correlation time slot foservice event exceededhen
35: sendservice event to event working set
36: end if
37: end for

38: end while

39: return

40: end procedure

248

Figure A.3: Procedure for service event correlation



@

©

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
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39:

40

. procedure AGGREGATED EVENT CORRELATION
service EventSet <+ null
resourceEventSet < null

event working set)

event working set)
for eachservice event in service EventSet do
get antecedents{rvice of the service event)
for eachantecedent in antecedents that is a resourcdo

if no testGntecedent) has been triggered y#ien
trigger testgntecedent)
end if
else ifstatusntecedent) = falsethen
correlate to previous event
end if
end for
end for
for eachservice event in service EventSet do

then
if one or more statusftecedent) = falsethen
successful correlation

service event as candidates to resource management
removeservice event from service EventSet
else
reportservice event to case-based reasoner
removeservice event from service EventSet

end if
if correlation time slot foservice event exceededhen
sendservice event to event working set
end if
end for
for eachresource event in resource EventSet do
if correlation time slot foresource event exceededhen
sendresource event to event working set
end if
end for
end while
return
: end procedure

Figure A.4: Procedure for aggregated event correlation

while truedo > permanent correlation loop
add newservice events to service EventSet (received from

add newresource events t0 resource EventSet (received from

if no event{ntecedent) exists inresource EventSet then

if correlation to all antecedents that are resources perfbrme

sendresources in resource events correlated to this

end if > correlation failed
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Appendix A. Complete Code of the Correlation Algorithm

1: procedure RESOURCEEVENT CORRELATION

2: resourceEventSet «— null
3: while truedo > permanent correlation loop
4: add newresource events to resource EventSet (received from

event working set)

5: for eachresource event in resource EventSet do
6: get antecedents{source of theresource event)
7 for eachantecedent in antecedents do
8: if no event{ntecedent) exists inresource EventSet then
9: if no testntecedent) has been triggered y#ten
10: trigger test{ntecedent)
11: end if
12: else ifstatus¢ntecedent) = falsethen
13: correlate to previous event
14: end if
15: end for
16: end for
17: for eachresource event in resource EventSet do
18: if correlation to all antecedents perfornteen
19: sendresource event to event working set (asorrelated
resource event)
20: removeresource event from resource EventSet >
completely correlated resource event
21: end if
22: if correlation time slot foresource event exceededhen
23: sendresource event to event working set
24: end if
25: end for
26: end while
27: return

28: end procedure

Figure A.5: Procedure for resource event correlation
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10:
11:

12:

13:
14:

15:
16:
17:
18:
19:
20:
21:
22:
23:

24

. procedure SERVICE EVENT WORKING SET
while truedo
service BEventSet «— null

correlationServices externally maintained

nitoring
for eachservice event in service EventSet do

considered services
end if
end for

that at least one antecedent of the service is a service candael

vice event correlator

correlator and aggregated event correlator
for eachservice event in service EventSet do
if importantservice event then
send event to case-based reasoner
else
discard event
end if
end for
end while
return
: end procedure

Figure A.6: Management of events on the service level

correlatedService BventSet < null > variable

service EventSet «— new service events from CSM and own mo-

if servicegervice event) not incorrelationServices then
removeservice event > exclude events for not

sendservice EventSet to service event correlator > condition
correlatedService Events < correlated service events from ser-

sendcorrelatedService Events to aggregated event correlator
service BventSet <« non-correlated events from service event
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Appendix A. Complete Code of the Correlation Algorithm

1: procedure RESOURCEEVENT WORKING SET

2 while truedo

3: resourceEventSet «— null

4 correlated Resource EventSet «— null > variable
correlation Resources externally maintained

5. resourceFEventSet < new resource events from resource moni-
toring and testing

6: for eachresource event in resource EventSet do

7 if resourcefesource event) not in correlationResources
then

8: removeresource event > exclude events for not

considered services and their resources as well as otheedmesources
9: end if

10: end for

11: sendresource EventSet to resource event correlator

12: correlated Resource Events < correlated resource events from
resource event correlator

13: sendcorrelated Resource Events to aggregated event correlator

> condition that at least one dependent of each resource iviaesean
be added

14: resourceEventSet < non-correlated events from resource event
correlator and aggregated event correlator

15: for eachresource event in resource EventSet do

16: if importantresource event then

17: send event to case-based reasoner

18: else

19: discard event

20: end if

21: end for

22: end while

23: return

24: end procedure

Figure A.7: Management of events on the resource level
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Appendix B

Tivoli Enterprise Console
Implementation Code

A listing of code from the implementation of the rule-basedsoning module
using TEC is provided here supplementary to Chapter 6. THe odivided

into the definition of events for the example services, tleesjgation of rules,

and correlation examples.

Event definition The complete source code for the definition of additional
events is given in Listing B.1. It starts with basic evensslkes for resources,
services, and service functionalities for which subclasgth respect to meet-
ing of thresholds are derived. Information events indi¢h&eregistration of

a logical connection between events in case of the LINKEDheaad the
triggering of tests in case of the ACTIVE PROBING events.

Listing B.1: Event definitions in baroc file

RAHBHHBHAHHBHARHBHHBHARHBHHBH AR HBHHBABRHBHHBHHAHH
# Base event cl asses
HHBH B R AR R R R R R R R R R

# Resource Events
TEC _CLASS:
TEC LRZ RESOURCE_QOR_EVENT | SA EVENT

DEFI NES {
source: STRING default = "LRZ resource nonitoring";
severity: SEVERITY, default = WARNI NG
status: STATUS, default = OPEN;

date_reception: |NT32;
resour ce_(QoRParam STRI NG

b

END

# Service Events
TEC CLASS:
TEC LRZ SERVI CE_QOS EVENT | SA EVENT

DEFI NES {

source: STRING default = "LRZ service nonitoring";
severity: SEVERITY, default = WARNI NG

status: STATUS, default = OPEN,

date_reception: |NT32;

253



25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
a1
42
43
44
45
46
a7
48

49
50
51
52
53
54
55
56
57
58
59
60
61

62
63
64
65
66
67
68
69
70
71
72
73
74

75
76
7

Appendix B. Tivoli Enterprise Console Implementation Code

date_referring: |NT32
servi ce_func_QoSParam STRI NG
servi ce_access_poi nt: STRING

valid_to:
descri pti
keywor ds:

I i nked _cause_handl es

| NT32;
on: STRI NG
STRI NG

i nked _cause_dates: LIST_OF I NT32

b
END

TEC_CLASS

TEC_LRZ_SERVI CEFUNC_QOS_EVENT | SA TEC_LRZ_SERVI CE_QOS_EVENT

END

LI ST_OF | NTEGER,

defaul t
defaul t

HH R R R R R R R R R R R R R R R HHH T R R R R
# Event classes for QoS/ QR indication
HUHHBHHH B HH B HH G HH S H S H R

# Service QS "not ok" or "ok" events

TEC_CLASS

TEC_LRZ_SERVI CE_QOS_NOK | SA TEC LRZ_SERVI CE_QOS_EVENT

END

TEC_CLASS

TEC LRZ_SERVI CE_Q0S_OK | SA TEC LRZ_SERVI CE_QOS_EVENT

DEFI NES {

severity:
1
END

SEVERI TY, def aul t

HARMLESS

# Service functionality QS "not ok" or "ok" events

TEC_CLASS:

TEC_LRZ_SERVI CEFUNC_QOS_NOK | SA
TEC_LRZ_SERVI CEFUNC_QOS_EVENT:

END

TEC_CLASS:

TEC_LRZ_SERVI CEFUNC_QOS_OK | SA TEC_LRZ_SERVI CEFUNC_QOS_EVENT

DEFI NES {
severity:
b
END

SEVERI TY, def aul t

# Resource QR "not ok" or "ok" events

TEC_CLASS

TEC_LRZ_RESOURCE_QOR_NOK | SA

END

TEC_CLASS
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79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
9
97
98
99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

TEC LRZ_RESOURCE_QOR_OK | SA TEC LRZ_RESOURCE_QOR_EVENT

DEFI NES {
severity: SEVERITY, default = HARMLESS

} ’
END

HHHHHE R HE R HE R HE R H R R R R R R R R R
# Informational events
HHHHHUHHHEHHE R H R H SR H SR H SR H SR H SR H SR H R R R

# Probabl e cause for an effect service event found
TEC_CLASS:
TEC LRZ LI NKED_EVENT | SA EVENT
DEFI NES {

ef fect _service: STRI NG
ef fect _event handl e: | NTEGER;
ef fect _event _date: |NT32;
effect _class: STRI NG
cause_event handl e: | NTEGER;
cause_event date: |NT32;
cause_cl ass: STRI NG

b
END
# Conmmon active probing event
TEC_CLASS:
TEC _LRZ_ACTI VE_PROBI NG_EVENT | SA EVENT
DEFI NES {

sender _date: | NT32;
sender _handl e: | NTEGER,

services: LIST_OF STRI NG default = [];
resources: LIST _OF STRI NG default = [];
s
END
# active probing event for a resource
TEC_CLASS:
TEC LRZ_ACTI VE_PROBI NG_RESOURCE | SA EVENT
DEFI NES {

sender _date: | NT32;
sender _handl e: | NTEGER,
resource: STRI NG
b
END

# active probing event for a service
TEC_CLASS:
TEC_LRZ_ACTI VE_PROBI NG_SERVI CE | SA EVENT
DEFI NES {
sender _date: | NT32;
sender _handl e: | NTECGER;
service: STRING
b
END

HHBH BRI AR AR R R R R R AR R R
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# Event without nmeaning to close all open events
HERHHHHH T HH T H TR H R
TEC_CLASS:

TEC_LRZ_CLOSE_ALL | SA EVENT,;
END

Rule definition The specified rules for the correlation are given in Listing
B.2. Please refer to Section 6.2.3 and in particular Fig2 6ot more infor-
mation about the rules.

Listing B.2 Rule definitions in rls file

% This is a startup rule used to initialize global paraneters

rule: startup:

(
event: _event
of class 'TEC Start’
where [
host nanme: _host nane
] y
% Set up gl obal variables for the rule set.
recepti on_action: setup:
(
% Debug fl ag
rerecord(lrz_debug, ’'yes’),
% Debug file
rerecord(lrz_logger, '/tivoli/server/hans_rb/1rz01/1rz2.
log’),
% Lat ency
rerecord(lrz_Il atency, 200),
% Lat ency for duplicate events
rerecord(lrz_dup_l atency, 30),
% Tine to keep service events open, if no root cause
f ound
rerecord(lrz_tiner, 1800)
)1
% lnitializes trace/l og/debug files.
reception_action: initialize:
(
tl _init(lrz_tl, lIrz_debug, Irz_Ilogger),
commit _rule
)
).
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% This is a shutdown rule used to finalize gl obal

%

rul e: shut down:

(

).

%
%

event: _event
of _class ' TEC Stop’
where [],

% Cl oses trace/l og/debug fil es.
reception_action: finalize:
(

tl _stop(lrz_tl),

commt _rule

)

Rule for closing all events

rule: close_all:

(

).

event: _event
of class ' TEC LRZ CLOSE ALL’
where [],

action:
(
al | _instances(
event: _ev
of class _ev_class
where [
status: outside [’ CLOSED ]

]
),
set _event status(_ev, 'CLOSED ),
tl _str(lrz_tl, "*")
)
action:
(

tl _str(lrz_tl, "all CLOSED\n\n\n’),

commit _rule

)
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% Rul e to handl e previous service events for the sane service
R e i

rul e: duplicate_services:
(
event: _event
of class _class within |
" TEC LRZ_SERVI CE_QCS XK',
" TEC_LRZ_SERVI CE_QOS_NXK ,
" TEC_LRZ_SERVI CEFUNC_QOS_ XK,
" TEC LRZ_SERVI CEFUNC_QOS_NOK
]
where [
status: outside ['CLOSED ],
severity: _severity,
server _handl e: _srv_handl e,
date_reception: _date,
event handl e: _ev_handl e,
host nane: _host nane,
service_func_QoSParam _service_func_QoSParam

1.

action: start:

(
tl _str(lrz_tl, "\'n<<Entering service events for sane
service rule>>\n")
),
action: check_for_sane_service:
(
tl _fmt(lrz_tl, "\t...processing % event\n', [_class]),
all _instances(_event, event: _sane_event of class within
[ TEC LRZ SERVICE QOS OK', 'TEC LRZ SERVI CE_QOS NXK ,’
TEC LRZ_SERVI CEFUNC_Q0S K,
TEC_LRZ_SERVI CEFUNC_Q0S_NOXK ]
where [
status: outside ['CLOSED ],
service_func_QoSParam equals _service_func_QoSParam
]
)

bo_get class_of (_sane_event, _sane_cl ass),

% | nst ead of dropping we prefer closing the event
change_event status(_event, 'CLOSED ),

tl _fmt(lrz_tl, "\t...event % correlated to previous %\n
", [_class, _sane_class]),

% Prevent analysis of this event in the current rule
comrt_set

),

action: end:

(
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159
160
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170
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172
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174
175
176
177
178
179
180
181

182
183
184
185
186
187
188

tl _str(lrz_tl,
rule>>\n")

9%correl ation

rule: Irz correlate

(

event: _event

"<<Exiting service events for sanme service

of class _class within [
" TEC LRZ_SERVI CE_Q0S_NXXK
" TEC_LRZ_SERVI CEFUNC_QOS_NOK

]
where [

status: outside
severity: _seve
event handl e:
date_reception:
event handl e:
host nane: _host
service_func_Qo

servi ce_access_

[ CLCSED ],

rity,
event handl e,

_date,
ev_handl e,

name,

SParam _service_func_QoSPar am
point: _service_access_point

I i nked_cause_handl es: _|inked _cause_handl es
| i nked _cause_dates: _|inked cause_dates

I,
action: setup_cor

tl _fmt(lrz_tl,

rel ati on:

"\'n<<Entering correlation rule for %>>\n

", [_service_func_QoSParani),

%get vari abl es

recorded(lrz_l| atency, _I|atency),

l engt h(_I'inked_

% wor karound to

cause_handles, _I),
get integer in debug

sprintf(_tmp, "W’ , _I),

tl fm(lrz_tl,

"\t...processing % event on service %

with % |inked events\n', [ _class, _service, _tnp]),

Y%Resetting corr
reset gl obal _gr

),

action: correlate_

(

el ation vars
p(’lrz_correlation, [])

resour ces:
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260

tl _str(lrz_tl, "\t<<Entering correlation to resources>>\n

N,

% Based on received effect event class, define the
possi bl e cause cl asses

(
menber (_class, [' TEC LRZ_SERVI CE_QOS NXK ,’
TEC LRZ_SERVI CEFUNC_QOS NXK 1),
_cause_cl asses = [' TEC_LRZ_RESOURCE_(QOR N ,’
TEC_LRZ_RESOURCE_QOR_XK' ]
)l
set _global _var(’'lrz_correlation’, 'dependent_resources’,
(1,
tl _str(lrz_tl, "\t...cause classes identified\n'),
_service_func_QoSParam == ' WbHosti ng_any_Availlnt’,
_dependent _resources = [’csrl-2wr_Avail’,’ swrl-2
w_Avail’,’ swnR2-2wr_Avail’,’ sl bl Avail’,’sl b2 Avail
T, swkd- 2w Avai l 7, T swk1-2wr_Avai l ', nx114 Avail’,’
nx115_ Avail’,’ nx116_Avail’,’ nx117_Avail’,’
nx118 Avail’,’ nx119 Avail’]

_service_func_QoSParam ==’
WebHost i ngW t hZope_any_ Availlnt’,

_dependent _resources = [’ swk3-2wr _Avail’,’ swk2-2
w_Avail’,’ zopel Avail’,’ zope2 Avail’]

_service_func_QoSParam == ' WbHost i ng_any_Del ayl nt’,

_dependent _resources = ['csrl-2wr_ProcTine’,’ swrl-2
wr_ProcTinme’,’ sw-2wr_ ProcTine',’ slbl ProcTine',’
sl b2 ProcTine’',’ swk4-2wr _ProcTi ne’,’ swkl-2
wr_ProcTine’,’ nx114 _ProcTine’,’ nx115 ProcTine',’
nx116 ProcTinme’,’ nx117 ProcTine',’' nx118 ProcTine',’
nx119 ProcTi ne’ ]

_service_func_QSParam == "'
WebHost i ngW t hZope_any_Del ayl nt’,

_dependent _resources = [’ swk3-2wr _ProcTi nme’,’ swk2-2
wr_ProcTinme’,’ zopel ProcTinme’,’ zope2_ProcTine’]

_service_func_QSParam == 'DNS_any_ Avail Int’,

_dependent _resources = ['dnsl Avail’, 'dns2 Avail’]

_service_func_QSParam == "EMi |l _any_ Availlnt’,

_dependent _resources = [’csrl-2wr_Avail’,’ swrl-2
w_Avail ', swnR2-2wr_Avail’,’ swk9-2wr Avail’,’ swk10-2
w_Avail’,’ swkl4-2w Avail’,’ swk1l5-2wr _ Avail’,’

I xmhs01_Avail’, 'Ixnmhs02_Avail’]
_service_func_QoSParam == ' EMai | _Recei veEMai | _Avai |l | nt
_dependent _resources = [’ I xmhsll Avail’,’ | xnmhs12 Avai l

", I xmhs19 Avail’, ' I xmhs20 Avail’, ' | xnmhs21 Avail’,’

I xmhs22_Avail ']
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_service_func_QoSParam ==
EMai | _Recei veEMai | Sent Fr omOut si deMAN_Avai | I nt’

_dependent _resources = [’ I xmhs05_Avail’,’ | xmhs06_Avai
", I xmhs25 Avail ', | xmhs26_Avai |7 ]
_service_func_QoSParam == ' EMai | _any_Del ayl nt’

_dependent _resources = [’csrl-2wr_ProcTinme’,’ swnil-2
wr_ProcTinme' ,’ swn-2wr ProcTinme' ,’ swk9-2wr ProcTi ne
", swk10-2wr _ProcTi ne’,’ swkl4-2wr_ ProcTine’,’ swkl5-2
w_ProcTinme’,’ | xmhsO1l _ProcTine',’ | xmhsO1l Queuelength
", I xmhs02_ProcTi e’ ,’ | xns02_Queuelengt h' ]

_service_func_QoSParam == ' EMai | _Recei veEMai | _Del ayl nt

_dependent _resources = [’ xnmhsl1ll ProcTine',’
| xmhs12 ProcTine',’ | xmhsl19 ProcTine',’
| xmhs20 ProcTinme',’' | xmhs21 ProcTine’,
| xmhs22_ProcTi e’ |
_service_func_QoSParam == "'
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt’,
_dependent _resources = [’ | xnhs05_ProcTine’,’
| xmhs06_ProcTinme',’' | xmhs25 ProcTi ne’,

| xmhs26_ProcTi ne’ |
) y

| engt h(_dependent resources, _dependent | ength),

sprintf(_tmp, "%’ , _dependent_Iength),

tl _fmt(lrz_tl, "\t...% dependent resources for service %
s identified\n, [_tnp, _service func_QoSParani),

% Set gl obal correlation var
set _global _var(’'lrz_correlation, 'dependent_resources’
_dependent _r esour ces),

% Search for cause events
not enpty_list(_dependent _resources),
(
tl _str(lrz_tl, "\t...searching for cause events...\n),
al | _instances(
event: _cause_event
of class within _cause_cl asses
where [
status: _cause_status outside ['CLOSED ],
resource_QoRParam _cause_resource within
_dependent _resources,
date_reception: _cause_date outside
_linked _cause_dat es,
event handl e: _cause_event handl e outsi de
_l'inked_cause_handl es

]

),

vent -600 -0

bo_get cl ass_of (_cause_event, _cause_cl ass),
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258 tl _fmt(lrz_tl, "\t...found % event on resource %\n’
[ _cause_cl ass, _cause_resource]),
259

260 % Renove this _cause resource fromlist of dependents

261 _default =17,

262 get _global _var(’'lrz_correlation’, 'dependent_resources
", _new _dependent resources, _default),

263 del et e(_new _dependent _resources, _cause_resource
_restof _dependent resources),

264 set _global _var(’'lrz _correlation’, 'dependent resources

, _restof _dependent _resources),
265

266 % Generate |inked event

267 generate_event (' TEC LRZ LI NKED EVENT ,

268 [

269 ef fect _service=_service_func_QoSPar am
270 ef fect _event handl e=_event handl e,

o ef fect _event dat e= date,

272 ef fect class=_cl ass,

273 cause_event handl e=_cause_event handl e,
274 cause_event date= cause_date

275 cause_cl ass= cause_cl ass

276 ]

217 ),

278 tl _str(lrz_tl, "\t...TEC LRZ LI NKED EVENT generated\n’)
279 )

280 ),

281
282 % reception_action! WIIl not be called in redo anal ysis
283 reception_action: check resource_restlist

284
(
285 % Get |ist of dependent resources
286 _default =17,
287 get _global _var(’'lrz_correlation’, 'dependent_resources’
_probe_resources, _default),
288 | engt h(_probe_resources, _|),
289 sprintf(_tmp, "', _I),
290 (
201 |1 >0,
292 generate_event (' TEC LRZ_ACTI VE_PROBI NG_EVENT
293 [
294 sender _handl e=_event _handl e,
295 sender _dat e=_dat e
296 resour ces=_probe_resources
297 ]
298 ),
299 tl _fmt(lrz_tl, "\t...active probing event generated for
% resource(s)\n, _tnp)
300 X
301 | =0,
302 tl _str(lrz_tl, "\t...no resources found for active
probing\n')
303 )
304 ),
305
306 action: exit_resources:
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307
308

309

310
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316
317
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319

320

321

322

323

324

325

326

327

328

329

330

331

332
333

334

335
336

337

(

tl _str(lrz_tl,
")
)
action:
(
tl _str(lrz_tl,
'y,

"\t<<Exiting correlation of resources>>\n

correl ate_services:

"\t<<Entering correlation of services>>\n

% Based on recei ved effect event cl ass, define the
possi bl e cause cl asses

(
nmenber (_class, [' TEC LRZ SERVI CE_ QOS NOXK ,’
TEC _LRZ_SERVI CEFUNC_Q0S NOK 1),
_cause_classes = [ TEC LRZ SERVI CE_QOS NOK ,’
TEC LRZ_SERVI CEFUNC_QOS NOK , ' TEC LRZ SERVI CE_QOS_OK
', TEC_LRZ_SERVI CEFUNC_Q0S K]
)1
set _global _var(’'lrz _correlation, 'dependent_services’
(1,
(

_service_func_QoSParam == "'
WebHost i ng_St ati cWebPageRetrieval Avail’,

_dependent _services = [ WbHosting_any Availlnt’,
Storage_any_Avail’,’Firewal | _any Avail’,

DNS any_Avail’,’ Connectivity_any_ Avail’]

_service_func_QoSParam == "'
WebHost i ng_Dynam cWebPageRetri eval _Avai |’

_dependent _services = [’ WbHosting_any_Availlnt’,
Storage_any_Avail’,’Firewal | _any_ Avail’,

DNS any_Avail’,’ Connectivity_any_ Avail’]

_service_func_QoSParam == "'
WebHost i ng_AccessToPr ot ect edArea_Avail ',

_dependent _services = [’ WebHosting_any_Availlnt’,
Storage_any_Avail’,’Firewal | _any Avail’,

DNS _any Avail’,’ Connectivity any Avail’,’
Aut hentication_any Avail’]

_service_func_QoSParam ==’
WebHost i ng_ChangeWebPage_ Avail ',

_dependent _services = [ WbHosting_any Availlnt’,

Storage_any Avail’,’Firewal |l any Avail’,
DNS _any Avail’,’ Connectivity any Avail’,’
Aut hentication_any_ Avail’]

_service_func_QoSParam ==’
WebHost i ngW t hZope_St ati cWebPageRet ri eval _Avai |l ',
_dependent _services = [ WebHost i ngW t hZope_any_Avai | | nt

, " WebHosting _any Availlnt’,’ Storage_any_ Avail’

Firewal | _any Avail’,’ DNS any_ Avail’,
Connectivity_any Avail’]
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338 X

339 _service_func_QoSParam ==
WebHost i ngW t hZope Dynam cWebPageRetri eval _Avai l ',

340 _dependent _services = [ WebHosti ngW t hZope_any_ Avail | nt
", " WebHosting any Availlnt’,’ Storage_any Avail’,
Firewal | _any Avail’,’ DNS any Avail’,
Connectivity_any Avail’]

341 X

342 _service_func_QoSParam ==
WebHost i ngW t hZope_AccessToPr ot ect edArea_ Avai |’

343 _dependent _services = [’ WebHosti ngW t hZope_any_Avai l | nt
", " WebHosting_any_ Availlnt’,’ Storage_any_ Avail’,
Firewal | _any_ Avail’,’ DNS any_ Avail’,
Connectivity_any Avail’,’ Authentication_any Avail’]

344 X

345 _service_func_QoSParam ==
WebHost i ngW t hZope_ChangeWebPage_Avai |l ',

346 _dependent _services = [’ WebHosti ngW t hZope_any_Avail | nt
", "WebHosting any Availlnt’,’ Storage_any Avail’,
Firewal | _any Avail’,’DNS any Avail’,
Connectivity_any Avail’,’ Authentication_any Avail’]

347 )

348 _service_func_QoSParam ==
WebHost i ng_St ati cWwebPageRet ri eval _Del ay’

349 _dependent _services = [’

WebHost i ng_Stati cWebPageRetrieval Avail’,’
WebHosti ng_any_Del aylnt’,’ Storage_any Del ay’,’
Firewal | _any Del ay’,’ DNS any_Del ay’,
Connectivity_any_ Del ay’]

350 ;

351 _service_func_QoSParam ==
WebHost i ng_Dynani c\WebPageRet ri eval _Del ay’,
352 _dependent _services = [’

WebHost i ng_Dynami cWebPageRet ri eval _Avail’,’
WebHost i ng_any_Del ayl nt’,’ St orage_any_Del ay’,
Firewal | _any Del ay’,’ DNS any_ Del ay’,
Connectivity_any Del ay’]

353 X

354 _service_func_QoSParam ==
WebHost i ng_AccessToPr ot ect edArea_Del ay’ ,
355 _dependent _services = [’

WebHost i ng_AccessToProt ect edArea Avail’,’
WebHosting_any_ Del aylnt’,’ Storage_any Del ay’,’
Firewal | _any Del ay’,’ DNS any_Del ay’,
Connectivity_any Delay’,’ Authenticati on_any_Del ay’ ]

356 ;

357 _service_func_QoSParam ==
WebHost i ng_ChangeWebPage_ Del ay’
358 _dependent _services = [’ WebHost i ng_ChangeWebPage_Avai

. WebHosting_any_Del aylnt’,’ Storage_any Del ay’,’
Firewal | _any Del ay’,’ DNS any_Del ay’,
Connectivity_any Delay’,’ Authentication_any Del ay’]

359 X

360 _service_func_QoSParam == ' WbHost i ng_any_Del ayl nt’

361 _dependent _services = [’ WebHosting_any_Avail I nt’]

362 X
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385

_service_func_QoSParam ==’

WebHost i ngW t hZope_St ati cWebPageRet ri eval _Del ay’

_dependent _services = [’

WebHost i ngW t hZope_ St ati cWebPageRetrieval _Avail’,’

WebHost i ngW t hZope_any Del aylnt’,’

WebHost i ng_any_Del aylnt’,’ Storage_any_Del ay’,’

Firewal | _any Del ay’,’ DNS any_ Del ay’,’
Connectivity_any_ Del ay’]

_service_func_QoSParam ==

WebHost i ngW t hZope_Dynam cWebPageRet ri eval _Del ay’

_dependent _services = [’

WebHost i ngW t hZope_Dynam cWebPageRetri eval _Avail’,’

WebHost i ngW t hZope_any Del aylnt’,’

WebHost i ng_any Del aylnt’,’ Storage_any Delay’,’

Firewal | _any Delay’ ,’ DNS any Delay’,’
Connectivity_any Del ay’]

_service_func_QoSParam ==

WebHost i ngW t hZope AccessToPr ot ect edArea_Del ay’ ,

_dependent _services = [’

WebHost i ngW t hZope_AccessToProt ect edArea_Avail’,’

WebHost i ngW t hZope_any_Del ayl nt’,’

WebHost i ng_any_Del aylnt’,’ Storage_any_Del ay’,’

Firewal | _any Delay’ ,’ DNS any Delay’,’

Connectivity_any Delay’,’ Authentication_any Del ay’ ]

_service_func_QoSParam == "'
WebHost i ngW t hZope_ChangeWebPage_Del ay’ ,
_dependent _services = [’
WebHost i ngW t hZope ChangeWebPage Avail’,’
WebHost i ngW t hZope_any Del aylnt’,’

WebHost i ng_any_Del aylnt’,’ Storage_any_Del ay’ ,’

Firewal | _any Del ay’ ,’ DNS any_ Del ay’,’

Connectivity_any Del ay’,’ Aut hentication_any Del ay’ ]

_service_func_QoSParam ==
WebHost i ngW t hZope_any_Del ayl nt’,

_dependent _services = [’ WebHosti ngW t hZope_any_Avai | | nt

]

_service_func_QoSParam == ' DNS_any_Avail’,
_dependent _services = [ DNSExt _any Avail’,’
DNS any_ Avail Int’,’ Connectivity_any Avail’]

_service_func_QoSParam == ' DNS_any_Del ay’,

_dependent _services = ['DNS_any Avail’,’
DNSExt _any_Del ay’ ,” DNS_any_Del aylnt’,’
Connectivity_any Del ay’]

_service_func_QoSParam == '
EMai | _Recei veEMai | Sent Fr omWWN_Avai |,
_dependent _services = ['EMail _any Availlnt’,’

EMai | _Recei veEMai |l _Availlnt’,’ Storage_any Avail’,

Firewal | _any_ Avail’,’ DNS any_ Avail’,

Connectivity_any Avail’,’ Authentication_any Avail’]
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_service_func_QoSParam ==
EMai | _Recei veEMai | Sent Fr omOut si deMAN_Avai |’
_dependent _services = ["EMail _any Availlnt’,’
EMai | _Recei veEMai | _Availlnt’,’
EMai | _Recei veEMai | Sent FronQut si deMAN Avail I nt’ "’

Storage_any_Avail’,’Firewal |l _any Avail’,’
DNS_any_Avail’,’ Connectivity_any Avail’,’
Aut hentication_any Avail’,’ EMai | External _any Avail’]

_service_func_QoSParam ==
EMai | _SendEMai | Fr omWNTOMAN_ Avai | ',
_dependent _services = ['EMail _any Availlnt’,’
Storage_any Avail’,’Firewal |l _any Avail’,’
DNS any Avail’,’ Connectivity _any Avail’]
_service_func_QoSParam ==’
EMai | _SendEMai | Fr omQut si deMANTOMAN _Avai |7,
_dependent _services = ["EMail _any Availlnt’,’
Storage_any Avail’,’Firewal |l _any Avail’,’
DNS _any Avail’,’ Connectivity any Avail’,’
Aut henti cati on_any_Avail’]
_service_func_QoSParam ==’
EMai | _SendEMai | Fr omWNToQut si deMAN_Avai | ',
_dependent _services = ["EMail _any Availlnt’,’
Storage_any Avail’,’Firewal |l _any Avail’,’
DNS_any_Avail’,’ Connectivity_any Avail’,’
EMai | Ext ernal _any_Avai |’ ]
_service_func_QSParam == "'
EMai | _SendFr onut si deMANToQut si deMAN_Avai |’
_dependent _services = ['EMail _any Availlnt’,’

Storage_any_Avail’,’Firewal | _any Avail’,’
DNS_any_Avail’,’ Connectivity_any Avail’,’
Aut hentication_any Avail’,’ EMai | External _any Avail’]

_service_func_QoSParam == ' WebMai | _Recei veEMai | _Avail’,
_dependent _services = [’
EMai | _Recei veEMai | Sent FromWWN_Avai |’ ,’
EMai | _Recei veEMai | Sent FronmQut si deMAN_Avai | ',
WebHost i ng_any Avail’]

_service_func_QoSParam == ' WebMai | _Sent EMai | _Avail ",
_dependent _services = [’
EMai | _SendEMai | Fr onOut si deMAWNToMAN_Avai |’ ,’
EMai | _SendEMai | Fr onQut si deMANToQut si deMAN_Avai | ",
WebHost i ng_any Avail’]
_service_func_QoSParam ==’
EMai | _Recei veEMai | Sent Fr omWWN_Del ay’ ,
_dependent _services = [’
EMai | _Recei veEMai | Sent Fr omWW_Avai |’
EMai | _any Del aylnt’,’ EMai | _Recei veEMai | _Del aylnt’,’
Storage_any_Delay' ,’ Firewal | _any Del ay’,’
DNS_any_Del ay’,’ Connectivity_any Del ay’,’
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Aut henti cation_any_Del ay’ ]
_service_func_QoSParam == "'

EMai | _Recei veEMai | Sent Fr omOut si deMAN _Del ay’
_dependent _services = [’

EMai | _Recei veEMai | Sent Fr onOut si deMAN _Avai |’ ,’

EMai | _any _Del aylnt’,’ EMail _Recei veEMai | _Del aylnt’,’

EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt’ ,’

Storage_any_Delay',’ Firewal |l _any Delay’,’

DNS _any Del ay’,’ Connectivity any Delay’,’

Aut henti cati on_any_Del ay’ ,’ EMai | Ext ernal _any_Del ay’ ]
_service_func_QoSParam ==’

EMai | _SendEMai | Fr onMANTOMAN Del ay’
_dependent _services = [’

EMai | _SendEMai | Fr orMAWNTOMAN_Avai | ",

EMai | _any Del aylnt’,’ Storage_any_Del ay’,’

Firewal | _any Del ay’ ,’ DNS any_ Del ay’,’

Connectivity_any Del ay’]
_service_func_QoSParam == "'

EMai | _SendEMai | Fr onut si deMANToMAN_Del ay’ ,
_dependent _services = [’

EMai | _SendEMai | Fr omOut si deMANTOMAN_ Avai |’ ,’

EMai | _any Del aylnt’,’ Storage_any_ Del ay’,’

Firewal | _any Delay’ ,’ DNS any Delay’,’

Connectivity_any Delay’,’ Authentication_any Del ay’]
_service_func_QoSParam ==’

EMai | _SendEMai | Fr onMANToQut si deMAN _Del ay’ ,
_dependent _services = [’

EMai | _SendEMai | Fr omWWToQut si deMAN_Avai |’ ,’

EMai | _any Del aylnt’,’ Storage_any_Del ay’,’

Firewal | _any Del ay’,’ DNS any_Del ay’,’

Connectivity_any Del ay’,’ EMai | Ext ernal _any_Del ay’ ]
_service_func_QoSParam == "'

EMai | _SendFr onut si deMANToQut si deMAN_Del ay’
_dependent _services = [’

EMai | _SendFr onut si deMANToQut si deMAN Avai |’ ,’

EMai | _any Del aylnt’,’ Storage_any_ Del ay’,’

Firewal | _any Delay’ ,’ DNS any Delay’,’

Connectivity_any Del ay' ,’Authentication_any Delay’,’

EMai | Ext er nal _any_Del ay’ ]

_service_func_QoSParam == ' EMai | _any_ Del ayl nt’,
_dependent _services = ['EMail _any Availlnt’]

_service_func_QoSParam == ' EMai | _Recei veEMai | _Del ayl nt

_dependent _services = [ EMai | _Recei veEMai | _Avail I nt’]
_service_func_QoSParam == "'

EMai | _Recei veEMai | Sent Fr omOut si deMAN_Del ayl nt’ ,
_dependent _services = [’

EMai | _Recei veEMai | Sent Fr onOut si deMAN_Avai | I nt’ ]
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_service_func_QoSParam == ' WWebMai | _Recei veEMai | _Del ay’
_dependent _services = [ WbMi | Recei veEMai | _Avail’,’
EMai | _Recei veEMai | Sent Fr omWW_Del ay’ ,’
EMai | _Recei veEMai | Sent FronmQut si deMAN _Del ay’ ,’
WebHost i ng_any_Del ay’ ]

_service_func_QoSParam == ' WebMi | _Sent EMai | _Del ay’
_dependent _services = ['WebMai | _SentEMai |l _Avail’,’
EMai | _SendEMai | Fr onOut si deMANToMAN_Del ay’ ,’
EMai | _SendEMai | Fr onOut si deMANToQut si deMAN_Del ay’ ,
WebHost i ng_any_Del ay’ ]

).

| engt h(_dependent _services, _dependent | ength),

sprintf(_tnmp, "%’ , _dependent | ength),

tl _fmt(lrz_tl, "\t...% dependent subservices for %
identified\n , [_tnp, _service_func_QoSParani),

% Set gl obal correlation var
set _global _var(’'lrz _correlation’, 'dependent_ services’
_dependent _servi ces),

% Search for cause events
not enpty_list(_dependent_services),
(
tl _str(lrz_tl, "\t...searching for cause events...\n),
al | _i nstances(
event: _cause_event
of class within _cause_cl asses
where [
status: outside ['CLOCSED ],
servi ce_func_QoSParam _cause_service within
_dependent _servi ces,
date_reception: _cause_date outside
_linked_cause_dat es

] il
_event -600 -600

) L]
bo_get class_of (_cause_event, _cause_cl ass),
tl _fmt(lrz_tl, "\t...found % event on service %\n', |

_cause_cl ass, _cause_service]),

% Renove this _cause_service fromlist of dependents

_default =17,

get _global _var(’'lrz _correlation, 'dependent_services’
_new _dependent services, _default),

del et e(_new _dependent _servi ces, _cause_service
_restof _dependent _services),

set _global _var(’'lrz_correlation, 'dependent_services’
_restof _dependent _services),

% Generate |inked event
generate_event (' TEC LRZ_LI NKED_EVENT ,

[



476 ef fect _service=_service_func_QoSParam

477 ef fect _event handl e=_event handl e,

478 ef fect _event date=_date,

479 ef fect _class=_cl ass,

480 cause_event handl e=_cause_event handl e,
481 cause_event date=_cause_dat e,

482 cause_cl ass= cause_cl ass

483 ]

484 ),

485 tl _str(lrz_tl, "\t...TEC LRZ LI NKED EVENT generated\n’)
486 )

487 ),

488
489
490 reception_action: check service restlist:

491
(
492 % Get |ist of dependent services
493 _default =117,
494 get _global _var(’'lrz_correlation, 'dependent_ services’,
_probe_services, _default),
495 | engt h(_probe_services, 1),
496 sprintf(_tmp, "’ , _I),
497 (
498 I >0,
499 generate_event (' TEC LRZ ACTI VE_PROBI NG_EVENT
500
[
501 sender _handl e=_event _handl e,
502 sender _dat e=_dat e,
503 servi ces=_probe_services
504 ]
505 ),
506 tl _fmt(lrz_tl, "\t...TEC LRZ_ACTI VE_PROBI NG_EVENT
generated for % service(s)\n', _tnmp)
507 X
508 | =0,
509 tl _str(lrz_tl, "\t...no services found for active
probi ng\n' ) %
510 %hange_event _status(_event, ' CLOSED )
511 )
512 ),

514 action: exit_services:

515 (
516 tl _str(lrz_tl, "\t<<Exiting correlation of services>>\n")
517 ),

519 action: exit_rule:
520 (
521 tl _str(lrz_tl, "<<Exiting correlation rule>>\n")

27 % Rul e to request redo anal ysis of service event
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rul e: service_handler:
(
event: _event
of class _class within [' TEC LRZ_SERVI CEFUNC_QOS NXK ,’
TEC LRZ_SERVI CEFUNC_QOS OK ,’' TEC LRZ SERVI CE_Q0OS NOXK ,’
TEC LRZ SERVI CE_QOS K]
where [
status: outside ['CLOSED ],
service_func_QoSParam _service_func_QoSParam

1.

recepti on_action:

(

tl _str(lrz_tl, "\'n<<Entering service_handler rule>>\n"),

% Request redoanal ysis of events previous to this
tl _fmt(lrz_tl, "\t...searching for AP event for service
func %...\n’, _service_func_QoSParanj,
al | _instances(
event: _ap_event
of _class ' TEC _LRZ _ACTI VE_PROBI NG_SERVI CE
where [
status: outside ['CLOSED ],
service: equals _service_func_QoSParam
sender _handl e: _sender _handl e,
sender _date: _sender_date
1,
_event -600 -0

),

change_event _status(_ap_event, 'CLOSED ),
tl _str(lrz_tl, "\t...searching for service event\n’'),
first_instance(
event: _se_event
of _class within [
"TEC LRZ_SERVI CE_QOS NXK ,
" TEC LRZ_SERVI CEFUNC_QOS_NOK
]
where [
status: outside ['CLOSED ],
date_reception: equals _sender _date
event handl e: equal s _sender_handl e

]

)

tl _str(lrz_tl, "\t...request redo anal ysis of previous
service event\n'),

redo_anal ysi s(_se_event)

).

reception_action:

(

tl _str(lrz_tl, '<<Exiting service_handler rule>>\n")

)
).
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% Rul e to request redo anal ysis of resource event

%

rul e: resource_handl er:

(

event: _event
of class _class within [' TEC LRZ RESOURCE QOR NOK ]
where [

1.

status: outside ['CLCSED ],
resource_(QRParam _resource_QRParam

reception_action:

(

).

tl _str(lrz_tl, "\ n<<Entering resource_handl er rule>>\n"),

% Request redoanal ysis of events previous to this

tl _fmt(lrz_tl, "\t...searching for AP event for resource
%...\n", _resource_QoRParan,
al | _instances(

event: _ap_event
of _class ' TEC_LRZ_ACTI VE_PROBI NG_RESOURCE
where [
status: outside ['CLOSED ],
resource: equals _resource_QoRParam
sender _handl e: _sender _handl e,
sender _date: _sender_date

]

).

vent -600 -0

sprintf(_tnmp, %’ , _sender_date),
tl _fmt(lrz_tl, "\t...found AP event for % with date %\n
", [_resource_QoRParam _tnp]),
change_event _status(_ap_event, 'CLOSED ),
tl _str(lrz_tl, "\t...searching for service event\n'),
first_instance(
event: _se_event
of _class within [
" TEC_LRZ_SERVI CE_QOS_NOXK
" TEC LRZ_SERVI CEFUNC_QOS_NOK
]
where [
status: within ["ACK ],
date_reception: equals _sender_date,
event handl e: equal s _sender _handl e
]
),
tl _str(lrz_tl, "\t...request redo analysis of previous
service event\n'),
redo_anal ysi s(_se_event)
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630 reception_action:

631 (

632 tl _str(lrz_tl, '<<Exiting resource_handler rule>>\n")

633 )

634 ).

635

636

A R

38 % Rule to |ink events
I R i

es0 rule: |inking:

ea1 (

642 event: _event

643 of class _class within ['TEC LRZ LI NKED _EVENT ]
644 where [

645 status: outside ['CLOSED ],

646 effect _service: _effect_service

647 ef fect _event handle: _effect_event handl e,
648 ef fect _event _date: _effect _event date,

649 effect class: _effect _class

650 cause_event handl e: _cause_event handl e,
651 cause_event date: _cause_event date

652 cause_cl ass: _cause_cl ass

653 1,

654
655 action: setup:

656
(

657 tl _str(lrz_tl, "\'n<<Entering linking rule>>\n"),

658

659 % Search for effect event

660 tl _fmt(lrz_tl, "\t...searching for effect event %...\n",
_effect_cl ass),

661 first_instance(

662 event: _effect_event

663 of class _effect _class within [

664 "TEC LRZ_SERVI CE_QOS NXK' ,

665 " TEC LRZ_SERVI CEFUNC_QOS_NOK

666 ]

667 wher e [

668 event handl e: equals _effect_event handl e,

669 date_reception: equals _effect_event date

670 ]

671 ),

672 tl _fmt(lrz_tl, "\t...found % event\n', [_effect class]),

673

674 % Need to get attributes, because of conpiler warning
nessage

675 bo_get _slotval (_effect _event, 'linked_cause_dates’
_linked_cause_dates),

676 bo get slotval (_effect _event, 'linked _cause_handl es’
_linked_cause_handl es),

677

678 % Add cause handl e and date to effect event to link them

679

(
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not enpty_ list(_linked_cause_handl es),

append([ _cause_event handl e], _|inked_cause_handl es
_tnp_h),

append([ _cause_event date], _|inked cause dates, _tnp_d
)

enpty_list(_linked_cause_handl es),
_tnp_h = [_cause_event handl €],
_tnp_d = [ _cause_event dat €]

) y
% Updat e effect event
bo_set _slotval (_effect_event, 'linked_cause_handl es’
_tnp_h),
bo_set slotval (_effect _event, 'linked cause_dates’
_tnp_d),
tl _str(lrz_tl, "\t...Events correlated!\n")
) L]
action: end:
(
change_event _status(_event, 'CLOSED ),
tl _str(lrz_tl, "<<BEXiting link rule>>\n")
)
).
R e I

% Rul e to generate specific active probing events
7

rul e: active_probing
(
event: _event
of class class within [' TEC LRZ ACTI VE_PROBI NG _EVENT ]
where [
status: outside ['CLCSED ],
services: _services,
resources: _resources,
sender _handl e: _sender _handl e,
sender _date: _sender_date

1.

action:
(
tl _str(lrz_tl, "\'n<<Entering active probing rule>>\n"),
| engt h(_services, _Is),
| engt h(_resources, _rs),
(
s >0,

rrenmove(_service, _services, _new services),
generate_event (' TEC LRZ_ACTI VE_PROBI NG_SERVI CE

[

servi ce=_servi ce,
sender _handl e=_sender _handl e,

273



730
731
732
733

734
735
736
737
738
739
740
741
742
743
744
745
746
747

748
749

763
764

765
766
767
768
769
770
771
772
773
774
775
776
77
778
779
780
781

Appendix B. Tivoli Enterprise Console Implementation Code

sender _dat e=_sender date

]
)
tl _fm(lrz_tl, "\t...TEC LRZ_ACTI VE_PROBI NG_SERVI CE
event for % generated\n’, _service),
bo_set _slotval (_event, ’'service' , _new services),
tl _str(lrz_tl, "nach slotval __S),
redo_anal ysi s(_event)
_rs > 0,
rrenove(_resource, _resources, _New resources),
generate_event (' TEC LRZ_ACTI VE_PROBI NG_RESOURCE ,
[
sender _dat e=_sender _date
sender _handl e=_sender _handl e,
resour ce=_r esource
]
)
tl _fm(lrz_tl, "\t...TEC LRZ_ACTI VE_PROBI NG_RESOURCE
event for % generated\n’, _resource),
bo_set _slotval (_event, ’'resource’, _new resources),
redo_anal ysi s(_event)
)
),
action: exit_rule:
(
change_event status(_event, 'CLOSED ),
drop_recei ved_event,
tl _str(lrz_tl, '<<Exiting active probing rule>>\n")
)
).
R e i

% Tinmer rule for expiration of service events
R e i

timer_rule: timer_expiration:

(
event: _event of class _class
where [
event handl e: _event handl e,
date_reception: _date
] y
timer_info: equals ’'ServiceEvent expiration’,
action:
(
tl _fmt(lrz_tl, "\'nServiceEvent % expired.\n, [ _class]),

% Search for cause event

(

first_instance(
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event: _pc_event
of _class ' TEC LRZ LI NKED EVENT
where [
ef fect _event handl e: equals _event handl e,
ef fect _event date: equals _date,
cause_class: _cause_cl ass
]
),
tl _fmt(lrz_tl, ’Linked event % was found.\n',
_cause_cl ass)

% No causes found for this service event

% -> forward to adm ni strator / case-based reasoner

tl _str(lrz_tl, "No linked event found.\n")
) y

change_event status(_event, 'CLOSED ),
tl _fmt(lrz_tl, "% event closed\n’, _class)

Example correlation for the Web Hosting Service In addition to the ver-
bal description in 6.2.3, the log file for the correlation exde for the Web

Hosting Service is provided here.

Listing B.3 Log file for the first example correlation

<<Entering resource_handl er rul e>>

...searching for AP event for resource zopel Avail..

<<Exiting resource_handl er rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_Q0S X event
<<Exiting service events for same service rul e>>

<<Entering service_handl er rul e>>
...searching for AP event for service func
Firewal | _any Avail...
<<Exiting service_handler rule>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_Q0S X event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
...searching for AP event for service func
Connectivity _any Avail..
<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CEFUNC _QOS NOX event

<<Exiting service events for sane service rul e>>

<<Entering correlation rule for

WebHost i ngW t hZope_St at i cWWebPageRet ri eval _Avai | >>
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<<Entering correlation to resources>>
...cause classes identified
...no resources found for active probing
<<Exiting correlation of resources>>
<<Entering correlation of services>>
...6 dependent subservices for
WebHost i ngW t hZope_St at i cWWebPageRet ri eval _Avai
identified
..searching for cause events..
.found TEC LRZ _SERVI CE_Q0S OK event on service
Connectivity_any_ Avai
.found TEC LRZ SERVI CE_QOS OK event on service
Firewal | _any_Avai
. TEC LRZ_ACTI VE_PROBI NG_EVENT generated for 4
service(s)
<<Exiting correlation of services>>

<<Exiting correlation rul e>>

<<Entering service_handl er rul e>>

...searching for AP event for service func
WebHost i ngW t hZope_ St ati cWebPageRetrieval _Avail. ..

<<Exiting service_handl er rul e>>

<<Entering active probing rul e>>

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
WebHost i ngW t hZope_any_Avai |l I nt generated

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
WebHost i ng_any_Avail I nt generated

. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
St orage_any_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
DNS any Avail generated

<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CE_ Q0S (K event

<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>

.searching for AP event for service func
WebHosting_any Availlnt..

.searching for service event

.request redo anal ysis of previous service event

<<Exiting service_handl er rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CEFUNC _Q0S NCK event

<<Exiting service events for sane service rule>>

<<Entering correlation rule for
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. 6 dependent subservices for
WebHost i ngW t hZope_St ati cWebPageRetri eval _Avai
identified

..searching for cause events..

.found TEC LRZ_SERVI CE_QOS OK event on service
Connectivity_any_ Avai

.found TEC LRZ SERVI CE_QOS K event on service
WebHost i ng_any_Avail | nt

.found TEC LRZ_SERVI CE_QOS OK event on service
Firewal | _any_ Avai

<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
. processing TEC LRZ SERVI CE_QOS NOK event
<<Exiting service events for sane service rul e>>

<<Entering correlation rule for
WebHost i ngW t hZope_any_Avai | | nt >>
<<Entering correlation to resources>>
.cause classes identified
.4 dependent resources for service
WebHost i ngW t hZope_any_Availlnt identified
..searching for cause events..
.found TEC LRZ RESOURCE QOR OK event on resource
swk2- 2w _Avai |
.. TEC LRZ LI NKED_EVENT gener at ed
.found TEC LRZ RESOURCE QOR NOK event on resource
zopel Avai
. TEC LRZ LI NKED_EVENT gener at ed
..active probing event generated for 2 resource(s)
<<EX|t|ng correl ation of resources>>
<<Entering correlation of services>>
.no services found for active probing
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
WebHost i ngW t hZope_any_Avai l I nt. .
.searching for service event
..request redo analysis of previous service event
<<EX|t|ng service_handl er rul e>>

<<Entering linking rul e>>
.searching for effect event TEC LRZ SERVI CE_QOS NOK

.found TEC LRZ_SERVI CE_QOS NOK event
.Events correl at ed!
<<Exiting link rule>>

<<Entering linking rul e>>
.searching for effect event TEC LRZ SERVI CE_QOS NOK

.found TEC LRZ SERVI CE_Q0OS NOK event
.Events correl at ed!
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<<Exiting link rule>>

<<Entering active probing rul e>>

. TEC LRZ_ACTI VE_PROBI NG_RESOURCE event for swk3-2
wr_Avail generated

. TEC LRZ_ACTI VE_PROBI NG_RESOURCE event for
zope2_Avail generated

<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CEFUNC _QOS NOK event

<<Exiting service events for sanme service rule>>

<<Entering correlation rule for

WebHost i ngW t hZope_ St ati cWebPageRetri eval _Avai | >>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
...6 dependent subservices for
WebHost i ngW t hZope_ St ati cWebPageRet ri eval _Avai
identified
..searching for cause events..
.found TEC LRZ SERVI CE_QOS OK event on service
Connectivity_any Avai
.found TEC LRZ _SERVI CE_Q0S K event on service
WebHost i ng_any Avail | nt
.found TEC LRZ SERVI CE_QOS OK event on service
Firewal | _any_Avai
.found TEC LRZ _SERVI CE_Q0S NCK event on service
WebHost i ngW t hZope_any_ Avai | | nt
<<Exiting correlation of services>>

<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CE_Q0S K event

<<Exiting service events for sane service rul e>>

<<Entering service_handl er rul e>>

.searching for AP event for service func
St orage_any_Avail ..
.searching for service event
.request redo analysis of previous service event

<<Exiting service_handl er rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CEFUNC Q0S NCK event

<<Exiting service events for sane service rule>>

<<Entering correlation rule for
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. 6 dependent subservices for
WebHost i ngW t hZope_St ati cWebPageRetri eval _Avai
identified
..searching for cause events..
.found TEC LRZ_SERVI CE_Q0OS OK event on service
Connectivity_any_ Avai
.found TEC LRZ SERVI CE_QOS OK event on service
WebHost i ng_any_Avail | nt
.found TEC LRZ_SERVI CE_QOS OK event on service
Firewal | _any_ Avai
.found TEC LRZ SERVI CE_QOS NOK event on service
WebHost i ngW t hZope_any_Avai | | nt
.found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Avai
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_ Q0S X event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
DNS any_ Avail. ..
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for
WebHost i ngW t hZope_St at i cWWebPageRet ri eval _Avai | >>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 6 dependent subservices for
WebHost i ngW t hZope_St ati cWebPageRetri eval _Avai
identified
..searching for cause events..
.found TEC LRZ_SERVI CE_QOS OK event on service
Connectivity_any_ Avai
.found TEC LRZ SERVI CE_QOS K event on service
WebHost i ng_any_ Avail | nt
.found TEC LRZ_SERVI CE_QOS OK event on service
Firewal | _any_ Avai
.found TEC LRZ SERVI CE_QOS NOK event on service
WebHost i ngW t hZope_any_Avai | | nt
.found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Avai
.found TEC LRZ_SERVI CE_QOS OK event on service
DNS_any_Avai |
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>
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Example correlation for the E-Mail Service Similar to the example for
the Web Hosting Service, the correlation log file for the EHNErvice cor-
relation example is provided here.

Listing B.4: Log file for the second example correlation

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _QOS NOK event
<<Exiting service events for sanme service rule>>

<<Entering correlation rule for WbMi | Recei veEMai | _Del ay>>
<<Entering correlation to resources>>
...cause classes identified
...no resources found for active probing
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 4 dependent subservices for
WebMai | _Recei veEMai | _Del ay identified
...searching for cause events..
... TEC LRZ_ACTI VE_PROBI NG_EVENT generated for 4
service(s)
<<Exiting correlation of services>>
<<Exiting correlation rule>>

<<Entering service_handl er rul e>>
...searching for AP event for service func
WebMai | _Recei veEMai | _Del ay. ..
<<Exiting service_handl er rul e>>

<<Entering active probing rul e>>
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
WebMai | _Recei veEMai | _Avail generated
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | Sent Fr omW\W_Del ay gener at ed
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | Sent FromQut si deMAN_Del ay
gener at ed
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
WebHost i ng_any_ Del ay generated
<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC Q0S K event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
WebMai | _Recei veEMai | _Avail. ..
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handl er rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _Q0S NCK event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for WbMil _ Recei veEMai | _Del ay>>
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<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 4 dependent subservices for
WebMai | _Recei veEMai | _Del ay identified
...searching for cause events..
...found TEC LRZ SERVI CEFUNC QOS OK event on service
WebMai | _Recei veEMai | _Avai
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for sane service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
...ho resources found for active probing
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQOut si deMAN_Del ay
identified
...searching for cause events..
... TEC LRZ ACTI VE_PROBI NG EVENT generated for 10
service(s)
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay. .
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rule>>

<<Entering active probing rul e>>
... TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for

EMai | _Recei veEMai | Sent Fr onut si deMAN_Avai
gener at ed

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _any_ Del ayl nt generat ed

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | _Del ayl nt generated

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
gener at ed

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
St orage_any_Del ay gener at ed

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
Firewal | _any_ Del ay generated

. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
DNS _any_Del ay generated
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. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
Connectivity_any Del ay generated
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
Aut henti cati on_any_Del ay gener at ed
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | Ext ernal _any_Del ay gener at ed
<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC Q0S NCK event
<<Exiting service events for sanme service rule>>

<<Entering correlation rule for WbMil _ Recei veEMai | _Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
.4 dependent subservices for
WebMai | _Recei veEMai | _Del ay identified
..searching for cause events..
.found TEC LRZ_SERVI CEFUNC QOS K event on service
WebMai | _Recei veEMai | _Avai
.found TEC LRZ_ SERVI CEFUNC QOS NCK event on service
EMai | _Recei veEMai | Sent FromQut si deMAN_Del ay
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_QOS K event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
WebHost i ng_any_Del ay. .
.searching for service event
...request redo analysis of previous service event
<<Exiting service_handl er rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _QOS NOK event
<<Exiting service events for sane service rul e>>

<<Entering correlation rule for WbMai | Recei veEMai | _Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
.4 dependent subservices for
WebMai | _Recei veEMai | _Del ay identified
..searching for cause events..
.found TEC LRZ_ SERVI CEFUNC QOS OK event on service
WebMai | _Recei veEMai | _Avai |
.found TEC LRZ_ SERVI CEFUNC QOS NOK event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
WebHost i ng_any_Del ay
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<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omWWN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
...ho resources found for active probing
<<Exiting correl ation of resources>>
<<Entering correlati on of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omWN _Del ay i dentified
...searching for cause events..
... TEC LRZ ACTI VE_PROBI NG_EVENT generated for 8
service(s)
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
EMai | _Recei veEMai | Sent Fr omWWN_Del ay. .
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rule>>

<<Entering active probing rul e>>
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | Sent Fr omWW_Avai | gener at ed
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _any_Del ayl nt generat ed
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
EMai | _Recei veEMai | _Del ayl nt generated
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
St orage_any_Del ay gener at ed
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
Firewal | _any_ Del ay generated
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
DNS any Del ay generated
. TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for
Connectivity_any_Del ay generat ed
. TEC LRZ_ACTI VE_PROBI NG_SERVI CE event for
Aut henti cati on_any_Del ay gener at ed
<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for WebMai | Recei veEMai | _Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
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<<Entering correlation of services>>
.4 dependent subservices for
WebMai | _Recei veEMai | _Del ay identified
..searching for cause events..
.found TEC LRZ_SERVI CEFUNC QOS K event on service
WebMai | _Recei veEMai | _Avai
.found TEC LRZ SERVI CEFUNC QOS NCK event on service
EMai | _Recei veEMai | Sent FromQut si deMAN_Del ay
.found TEC LRZ _SERVI CE_Q0S OK event on service
WebHost i ng_any_Del ay
.found TEC LRZ_ SERVI CEFUNC QOS NCK event on service
EMai | _Recei veEMai | Sent Fr omWWN_Del ay
<<Exiting correlation of services>>
<<Exiting correlation rule>>

<<Entering service events for sane service rul e>>
. processi ng TEC LRZ_SERVI CEFUNC_QOS K event
<<Exiting service events for sanme service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
EMai | _Recei veEMai | Sent Fr onOut si deMAN_Avai | . .
.searching for service event
..request redo anal ysis of previous service event
<<EX|t|ng servi ce_handl er rul e>>

<<Entering service events for sane service rul e>>
. processi ng TEC LRZ_SERVI CEFUNC_QOS _NOK event
<<Exiting service events for sanme service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
.cause cl asses identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
.10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay
identified
.searching for cause events..
.found TEC LRZ_SERVI CEFUNC QOS (K event on service
EMai | _Recei veEMai | Sent Fr omOut si deMAN_Avai |
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
. processi ng TEC LRZ SERVI CEFUNC_QOS X event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
EMai | _Recei veEMai | Sent FromWW_Avai | . . .
.searching for service event
..request redo anal ysis of previous service event
<<EX|t|ng servi ce_handl er rul e>>
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<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NX event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omW\N_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omMN _Del ay i dentifi ed
...searching for cause events..
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omWWN_Avai |
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS K event
<<Exiting service events for sane service rul e>>

<<Entering service_handl er rul e>>

.searching for AP event for service func

EMai | _Recei veEMai | _Del ayl nt. .

.searching for service event

.request redo anal ysis of previous service event

.searching for service event

...request redo anal ysis of previous service event

<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omWWN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omWN _Del ay i dentified
...searching for cause events..
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omWW_Avai |
...found TEC LRZ SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>
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264 <<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>

265 <<Entering correlation to resources>>

266 ...cause classes identified

267 <<Exiting correlation of resources>>

268 <<Entering correlation of services>>

269 ... 10 dependent subservices for
EMai | _Recei veEMai | Sent FromQut si deMAN_Del ay
identified

270 ...searching for cause events..

o ...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fronut si deMAN_Avai

272 ...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | _Del ayl nt

273 <<Exiting correlation of services>>

274 <<EXiting correlation rule>>

275

276 <<Entering service events for sane service rule>>

277 ...processing TEC LRZ SERVI CEFUNC Q0S K event
278 <<EXiting service events for sane service rul e>>

279

280 <<Entering service_handl er rul e>>

281 ...searching for AP event for service func
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt. .
282 ...searching for service event

283 ...request redo analysis of previous service event
28¢ <<EXi ting service_handler rule>>
285
286 <<Entering service events for sane service rule>>
287 ...processing TEC LRZ SERVI CEFUNC _Q0S NCK event
288 <<EXiting service events for sane service rul e>>
289
200 <<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>

201 <<Entering correlation to resources>>

292 ...cause classes identified

293 <<Exiting correl ation of resources>>

294 <<Entering correlation of services>>

295 ... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay
identified

296 ...searching for cause events..

207 ...found TEC LRZ_SERVI CEFUNC QO0S K event on service
EMai | _Recei veEMai | Sent Fr onut si deMAN_Avai

298 ...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | _Del ayl nt

299 ...found TEC LRZ_SERVI CEFUNC QO0S K event on service
EMai | _Recei veEMai | Sent FronOut si deMAN_Del ayl nt

300 <<Exiting correlation of services>>

s1 <<Exiting correlation rule>>

302

303 <<Entering service events for sane service rule>>
304 ...processing TEC LRZ SERVI CE_ Q0S K event
305 <<EXiting service events for sane service rul e>>
306

307 <<Entering service_handl er rul e>>
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.searching for AP event for service func
St orage_any_Del ay. . .
.searching for service event
.request redo anal ysis of previous service event
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rule>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omWWN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omMWN _Del ay i dentified
...searching for cause events...
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omMN_Avai |
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | _Del ayl nt
...found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Del ay
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr onQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQOut si deMAN_Del ay
identified
..searching for cause events...
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omOut si deMAN_Avai |
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
.found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Del ay
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
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...processing TEC LRZ SERVI CE_ QOS K event
<<Exiting service events for sanme service rule>>

<<Entering service_handl er rul e>>

.searching for AP event for service func

Firewal | _any_ Del ay. .

.searching for service event

.request redo analysis of previous service event

.searching for service event

...request redo anal ysis of previous service event

<<Exiting service_handl er rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _Q0S NCK event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omWN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omWW\N_Del ay i dentified
...searching for cause events..
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | Sent Fr omWWN_Avai |
.found TEC LRZ_ SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ _SERVI CE_Q0S K event on service
St orage_any_Del ay
.found TEC LRZ _SERVI CE_Q0S K event on service
Firewal | _any_ Del ay
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _QOS NOK event
<<Exiting service events for sanme service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent FronQut si deMAN_Del ay
identified
..searching for cause events..
.found TEC LRZ_ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omOut si deMAN_Avai |
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ_ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
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...found TEC LRZ SERVI CE_QOS OK event on service
St orage_any_Del ay
...found TEC LRZ SERVI CE_QOS (K event on service
Firewal | _any Del ay
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_Q0S X event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>

.searching for AP event for service func

DNS_any_Del ay. ..

.searching for service event

.request redo anal ysis of previous service event

.searching for service event

...request redo anal ysis of previous service event

<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omWWN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omMWN _Del ay i dentified
...searching for cause events..
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omMN_Avai |
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Firewal | _any Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
DNS_any_ Del ay
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr onQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
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.10 dependent subservices for

EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay
identified

..searching for cause events...
.found TEC LRZ_SERVI CEFUNC QOS K event on service

EMai | _Recei veEMai | Sent Fr onQut si deMAN_Avai |

.found TEC LRZ_ SERVI CEFUNC QOS OK event on service

EMai | _Recei veEMai | _Del ayl nt

.found TEC LRZ_SERVI CEFUNC QOS K event on service

EMai | _Recei veEMai | Sent FronQut si deMAN_Del ayl nt

.found TEC LRZ SERVI CE_QOS OK event on service

St or age_any_Del ay

.found TEC LRZ SERVI CE_QOS OK event on service

Firewal | _any Del ay

.found TEC LRZ _SERVI CE_Q0S _OK event on service

DNS_any_Del ay

<<Exiting correlation of services>>

<<Exiting c
<<Entering

<<Exiting s

<<Entering

orrel ation rul e>>
service events for sanme service rul e>>
processi ng TEC LRZ SERVI CE_QOS K event

ervice events for sane service rul e>>

servi ce_handl er rul e>>

.searching for AP event for service func

Connectivity_any Del ay...

.searching for service event
.request redo analysis of previous service event
.searching for service event

<<Exiting s
<<Entering

<<Exiting s

<<Entering

.request redo anal ysis of previous service event

ervi ce_handl er rul e>>
service events for sane service rul e>>
processi ng TEC LRZ SERVI CEFUNC_QOS NOK event

ervice events for sane service rul e>>

correlation rule for

EMai | _Recei veEMai | Sent Fr omWN_Del ay>>
<<Entering correlation to resources>>

cause cl asses identified

<<Exiting correlation of resources>>
<<Entering correlation of services>>

8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omW\N_Del ay i dentified

..searching for cause events...
.found TEC LRZ_SERVI CEFUNC QOS K event on service

EMai | _Recei veEMai | Sent Fr omWWN_Avai |

.found TEC LRZ_SERVI CEFUNC QOS K event on service

EMai | _Recei veEMai | _Del ayl nt

.found TEC LRZ SERVI CE_QOS OK event on service

St orage_any_Del ay

.found TEC LRZ _SERVI CE_Q0S _OK event on service

Firewal | _any Del ay

.found TEC LRZ SERVI CE_QOS K event on service
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...found TEC LRZ SERVI CE_QOS OK event on service
Connectivity_any_Del ay
<<Exiting correlation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC _QOS NOX event
<<Exiting service events for same service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQOut si deMAN_Del ay
identified
..searching for cause events...
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Avai |
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
.found TEC LRZ_SERVI CE_QOS OK event on service
St orage_any_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Firewal | _any_ Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
DNS_any_Del ay
.found TEC LRZ_SERVI CE_Q0OS OK event on service
Connectivity_any_Del ay
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_QOS X event
<<Exiting service events for same service rul e>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
Aut henti cati on_any_Del ay. .
.searching for service event
.request redo anal ysis of previous service event
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for

EMai | _Recei veEMai | Sent Fr omWN_Del ay>>
<<Entering correlation to resources>>
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...cause classes identified

<<Exiting correl ation of resources>>

<<Entering correlation of services>>
. 8 dependent subservices for

EMai | _Recei veEMai | Sent Fr omWW _Del ay i dentified

..searching for cause events...
.found TEC LRZ_ SERVI CEFUNC QOS OK event on service

EMai | _Recei veEMai | Sent Fr omrWWN_Avai |

.found TEC LRZ_SERVI CEFUNC QOS K event on service

EMai | _Recei veEMai | _Del ayl nt

.found TEC LRZ SERVI CE_QOS OK event on service

St or age_any_Del ay

.found TEC LRZ SERVI CE_QOS OK event on service

Firewal | _any Del ay

.found TEC LRZ _SERVI CE_Q0S _OK event on service

DNS_any_Del ay

.found TEC LRZ SERVI CE_QOS K event on service

Connectivity_any_ Del ay

.found TEC LRZ _SERVI CE_Q0S _OK event on service

Aut henti cati on_any_Del ay

<<Exiting correlation of services>>

<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>

...processing TEC LRZ SERVI CEFUNC _Q0S NCK event

<<Exiting service events for sane service rule>>

<<Entering correlation rule for

EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for

EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay
identified

..searching for cause events...
.found TEC LRZ_ SERVI CEFUNC QOS OK event on service

EMai | _Recei veEMai | Sent Fr onQut si deMAN_Avai |

.found TEC LRZ_ SERVI CEFUNC QOS OK event on service

EMai | _Recei veEMai | _Del ayl nt

.found TEC LRZ_SERVI CEFUNC QOS (K event on service

EMai | _Recei veEMai | Sent FronQut si deMAN_Del ayl nt

.found TEC LRZ SERVI CE_QOS OK event on service

St orage_any_Del ay

.found TEC LRZ _SERVI CE_Q0S K event on service

Firewal | _any Del ay

.found TEC LRZ _SERVI CE_Q0S K event on service

DNS_any_Del ay

.found TEC LRZ SERVI CE_QOS OK event on service

Connectivity_any_ Del ay

...found TEC LRZ SERVI CE_QOS K event on service

Aut henti cati on_any_Del ay

<<Exiting correlation of services>>

<<Exiting correlation rul e>>
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<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_QOS X event
<<Exiting service events for sane service rule>>

<<Entering service_handl er rul e>>
.searching for AP event for service func
EMai | Ext er nal _any_Del ay. .
.searching for service event
...request redo anal ysis of previous service event
<<Exiting service_handler rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for sane service rule>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQOut si deMAN_Del ay
identified
..searching for cause events..
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | Sent Fr onut si deMAN_Avai
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
.found TEC LRZ_SERVI CE_Q0OS OK event on service
St orage_any_Del ay
.found TEC LRZ SERVI CE_QOS OK event on service
Firewal | _any_ Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
DNS_any_ Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Connectivity_any_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Aut henti cati on_any_Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
EMai | Ext er nal _any_Del ay
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_Q0S NOK event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for EMiil _any_ Del ayl nt >>
<<Entering correlation to resources>>
...cause classes identified
... 11 dependent resources for service
EMai | _any Del aylnt identified
...searching for cause events..
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...active probing event generated for
<<Exiting correl ation of

resour ces>>

<<Entering correlation of services>>
1 dependent subservices for EMail _any Del ayl nt

identified
searching for cause events..

11 resource(s)

... TEC LRZ ACTI VE_PROBI NG_EVENT generated for 1

<<Exiting correlation of services>>

<<Exiting c

<<Entering

service(s)
orrelation rul e>>

servi ce_handl er rul e>>

.searching for AP event for service func

EMai | _any Del aylnt. ..

.searching for service event
.request redo anal ysis of previous service
.searching for service event

<<Exiting s

<<Entering

ervi ce_handl er rul e>>

active probing rul e>>

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr _ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr _ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr _ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr _ProcTi me generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

| xmhs01_ProcTi ne generat ed

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

I xmhs01_Queuelengt h gener at ed

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

| xmhs02_ProcTi ne gener at ed

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

| xns02_QueuelLengt h gener at ed

<<Exiting active probing rul e>>

<<Entering

active probing rul e>>

event

event

event

event

event

event

event

event

event

event

event

.request redo analysis of previous service

for

for

for

for

for

for

for

for

for

for

for

... TEC_LRZ_ACTI VE_PROBI NG_SERVI CE event for

EMai | _any Avail I nt generated

<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>

event

event

csrl-2

swll- 2

sw2- 2

swk9- 2

swk10- 2

swk14- 2

swk15-2

...processing TEC LRZ SERVI CEFUNC Q0S NCK event

<<Exiting service events for sane service rule>>

<<Entering

correlation rule for

EMai | _Recei veEMai | Sent Fr omWN_Del ay>>
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<<Entering correlation to resources>>
...cause classes identified
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 8 dependent subservices for
EMai | _Recei veEMai | Sent Fr omMN_Del ay i dentified
...searching for cause events...
...found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omWW_Avai |
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ SERVI CE_QOS K event on service
St orage_any_Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
Firewal | _any Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
DNS_any_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Connectivity_any Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
Aut henti cati on_any_Del ay
.found TEC LRZ SERVI CE_QOS NOK event on service
EMai | _any_Del ayl nt
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CEFUNC QOS NOX event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for
EMai | _Recei veEMai | Sent Fr onQut si deMAN_Del ay>>
<<Entering correlation to resources>>
...cause classes identified
<<Exiting correl ation of resources>>
<<Entering correlation of services>>
... 10 dependent subservices for
EMai | _Recei veEMai | Sent Fr omQOut si deMAN_Del ay
identified
..searching for cause events...
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Avai |
.found TEC LRZ_SERVI CEFUNC QOS K event on service
EMai | _Recei veEMai | _Del ayl nt
.found TEC LRZ SERVI CEFUNC QOS OK event on service
EMai | _Recei veEMai | Sent Fr omQut si deMAN_Del ayl nt
.found TEC LRZ_SERVI CE_QOS OK event on service
St orage_any_Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Firewal | _any_ Del ay
.found TEC LRZ SERVI CE_QOS K event on service
DNS_any_ Del ay
.found TEC LRZ_SERVI CE_QOS OK event on service
Connectivity_any_ Del ay
.found TEC LRZ SERVI CE_QOS K event on service
Aut henti cati on_any_Del ay
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...found TEC LRZ SERVI CE_QOS OK event on service

EMai | Ext er nal _any_Del ay

...found TEC LRZ_SERVI CE_QOS NCK event on service

<<Exiting correlation of services>>

<<Exiting c

<<Entering

EMai | _any_ Del ayl nt
orrel ation rul e>>

resource_handl er rul e>>

...searching for AP event for resource

| xmhs01_Queuelengt h. .

...found AP event for |xmhs0Ol_QueueLength with date

<<Exiting r

<<Entering service events for sane service rul e>>

1175601474
searching for service event
esource_handl er rul e>>

...processing TEC LRZ SERVI CE_QOS NOK event

<<Exiting service events for sanme service rule>>

<<Entering correlation rule for EMail __any Avail |l nt>>
<<Entering correlation to resources>>

cause cl asses identified

9 dependent resources for service

EMai | _any Availlnt identified
searching for cause events..

...active probing event generated for 9 resource(s)

<<Exiting correl ation of

resour ces>>

<<Entering correlation of services>>
...no services found for active probing

<<Exiting correlation of services>>

<<Exiting c

<<Entering

orrelation rul e>>

servi ce_handl er rul e>>

.searching for AP event for service func

EMai | _any_ Availlnt..

.searching for service event

<<Exiting s

<<Entering

ervice_handl er rul e>>

active probing rul e>>

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE

wr_Avail generated

. TEC_LRZ_ACTI VE_PROBI NG_RESOURCE
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I xmhs01_Avail generated

event

event

event

event

event

event

event

event

.request redo anal ysis of previous service

for

for

for

for

for

for

for

for

event

csrl-2

swril- 2

swni- 2

swk9- 2

swk10- 2

swk14- 2

swk15- 2
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... TEC LRZ_ACTI VE_PROBI NG_RESOURCE event for
| xmhs02_Avai |l generated
<<Exiting active probing rul e>>

<<Entering service events for sane service rul e>>
...processing TEC LRZ SERVI CE_QOS NOK event
<<Exiting service events for same service rul e>>

<<Entering correlation rule for EMail _any_ Del ayl nt >>
<<Entering correlation to resources>>
...cause classes identified
... 11 dependent resources for service
EMai | _any_ Del aylnt identified
...searching for cause events..
<<Exiting correlation of resources>>
<<Entering correlation of services>>
... 1 dependent subservices for EMil _any Del ayl nt
identified
...searching for cause events..
...found TEC LRZ SERVI CE_QOS NOK event on service
EMai | _any_ Avai l I nt
<<Exiting correl ation of services>>
<<Exiting correlation rul e>>

<<Entering resource_handl er rul e>>

...searching for AP event for resource | xmhs02_Avai

...found AP event for |xnmhs02 Avail with date
1175601494
...searching for service event
<<Exiting resource_handl er rul e>>
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