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Abstract

Canonically deformed spacetime, where the commutator of two coordinates
is a constant, is the most commonly studied noncommutative space. Noncom-
mutative gauge theories that have ordinary gauge theory as their commutative
limit have been constructed there. But these theories have their drawbacks: First
of all, constant noncommutativity can only be an approximation of a realistic
theory, and therefore it is necessary to study more complicated space-dependent
structures as well. Secondly, in the canonical case, the noncommutativity didn’t
fulfill the initial hope of curing the divergencies of quantum field theory. There-
fore it is very desirable to understand noncommutative spaces that really admit
finite QFTs.

These two aspects of going beyond the canonical case will be the main focus
of this thesis. They will be addressed within two different formalisms, each of
which is especially suited for the purpose.

In the first part noncommutative spaces created by x-products are studied.
In the case of nonconstant noncommutativity, the ordinary derivatives possess a
deformed Leibniz rule, i.e. 0;(fxg) # 0;f xg+ fx0;g. Therefore we construct new
objects that still have an undeformed Leibniz rule. These derivations of the*-
product algebra can be gauged much in the same way as in the canonical case and
lead to function-valued gauge fields. By linking the derivations to frames (viel-
beins) of a curved manifold, it is possible to formulate noncommutative gauge
theories that admit nonconstant noncommutativity and go to gauge theory on
curved spacetime in the commutative limit. We are also able to express the de-
pendence of the noncommutative quantities on their corresponding commutative
counterparts by using Seiberg-Witten maps.

In the second part we will study noncommutative gauge theory in the matrix
theory approach. There, the noncommutative space is the ground state of a
matrix action, the fluctuations around this ground state creating the gauge theory.
In the canonical case the matrices used are infinite-dimensional (they are the
Fock-space representation of the Heisenberg algebra), leading to a number of
problems, especially with divergencies. Therefore we construct gauge theory using
finite dimensional matrices (fuzzy spaces). This gauge theory is finite, goes to
gauge theory on a 4-dimensional manifold in the commutative limit and can also
be used to regularize the noncommutative gauge theory of the canonical case.
In particular, we are able to match parts of the known instanton sector of the
canonical case with the instantons of the finite theory.
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Chapter 1

Introduction

There is a simple Gedankenexperiment showing that any quantum theory includ-
ing gravity will make it impossible to measure distances smaller than the Planck
length: Trying to measure smaller and smaller distances, we are forced to use test
particles with more and more energy. But this energy will affect the geometry of
space itself, creating black holes which finally become bigger than the distances
we wanted to measure (see e.g. [36]). Below the Planck length, distance looses
its meaning.

In the absence of a consistent formulation of quantum gravity, we do not know
the exact nature of quantized spacetime, but it is clear that the usual notion of a
differentiable manifold should be replaced by something reflecting the quantum
nature of spacetime at very small distances. Following the well known ideas of
quantum mechanics, the uncertainty in the measurement of the coordinates leads
directly to the notion of noncommutative spaces.

There is another motivation for the introduction of noncommutative space-
time, this time coming from quantum field theory. There, the divergencies appear-
ing in the quantization are UV-effects, and therefore related to small distances.
The introduction of noncommutativity could work as a ultraviolet cut-off, making
QFT finite. Even though the UV-divergencies are now well under control through
the renormalization programme, they nevertheless suggest that spacetime should
change its nature at very small distances.

To make spacetime noncommutative, the commutative algebra of functions is
usually replaced by a noncommutative algebra generated by coordinatesi® with
commutation relations

(27,27 = i6". (1.1)
In the canonical case, this commutator is a constant, i.e. 0¥ € R. Gauge theory
on this space was studied in great detail in the last few years, mainly due to
its appearance in string theory. But if we think that noncommutativity is an
effect of quantum gravity, the canonical case can only be the simplest example.
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Other, more complicated structures should be studied, especially structures that
are related to curved backgrounds. But also in view of our second motivation, the
canonical case proved to be disappointing: it doesn’t cure the infinities of QFT,
it rather adds new ones.

The aim of this thesis will be to extend noncommutative gauge theory beyond
the canonical case, in the two directions mentioned above: towards noncommu-
tative gauge theory on curved backgrounds in part I, and towards gauge theory
models which are actually finite in part II. For these two goals, we will use two
different approaches, two different ways in which noncommutative gauge theory
can be formulated already in the canonical case: one using-products, the other
one matrices.

The notion of a x-product came first up when Groenewold [47] and Moyal [87]
used Weyl’s quantization prescription [100] to pull back the noncommutativity
of the quantum mechanical position and momentum operators onto the classical
phase space. Later on, it was generalized in the framework of deformation quan-
tization [11, 12| to arbitrary symplectic and Poisson manifolds. A *-product is
an associative noncommutative product acting on functions on a manifold, the
noncommutativity being controlled by a deformation parameter. Expanded in
this parameter, one can write

fxg=[-g+070,f0;9+ O(6% (1.2)

To zeroth order, the x-product reproduces ordinary pointwise multiplication,
higher orders are bidifferential operators acting on the functions. The first order
term corresponds to a Poisson structure. While everyx-product corresponds to a
Poisson structure, the opposite is also true: For on every Poisson manifold there
is a x-product quantizing the Poisson structure [71].

Interest in noncommutative gauge theory formulated with the help of x-
products triggered when it became clear that it appears in string theory as the low
energy limit of open strings with a background B-field [26]. In this picture, the
endpoints of the open strings on the D-brane cease to commute, and depending on
the regularization used, their behavior can be described either by noncommutative
Yang-Mills theory or by commutative Yang-Mills with background B-field. These
two descriptions can be linked by a map from the noncommutative quantities to
the commutative ones, the Seiberg-Witten map [95].

The approach to noncommutative gauge theory most important to this thesis
was developed in Munich in a series of papers |78, 64, 63|, noticing that multi-
plication with a noncommutative coordinate is no longer a covariant operation.
Then, coordinates have to be gauged much in the same way that derivatives
have to be gauged in commutative gauge theory, leading to covariant coordi-
nates. As the x-product in the canonical case behaves very much like an ordinary
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product with respect to differentiation and integration, the covariant coordinates
can be used to formulate noncommutative gauge theory in close analogy to the
commutative case. The noncommutative theory is finally linked to the commuta-
tive one by using Seiberg-Witten maps, allowing to deal with nonabelian gauge
theory as well. This way, it was possible to construct a noncommutative ver-
sion of the standard model [18, 81] and study its phenomenological implications
[13, 89, 80, 81, 82|. The extension to supersymmetry is somewhat more com-
plicated as the SW-maps in general become nonlocal [84], but for the case of a
reduced N = % supersymmetry it is still possible [85]. Lately, it was even possible
to formulate noncommutative gravity [8] for the canonical case.

As the noncommutative gauge transformations contain translations in space,
there can’t exist local observables in noncommutative gauge theory. But it was
realized that in momentum space, certain Wilson loops with fixed momentum are
actually gauge invariant [59, 48, 31|. These Wilson loops do not quite close, but
contain a gap corresponding to the noncommutativity and the momentum, which
is why they are also referred to as open Wilson lines. These open Wilson lines
were used to construct the inverse SW-map for the field strength to all orders
[90]. Other approaches to calculating SW-maps include a solution for abelian
gauge theory to all orders using the Kontsevich formality map [71, 65, 66|, a
cohomological procedure within the BRST formalism [17] and a refined analysis
of its internal structure [25].

In the quantization of noncommutative gauge theory, the legs of diagrams
can no longer be exchanged, leading to a distinction between planar and non-
planar diagrams [39]. The planar diagrams have the same high energy behavior
as their commutative counterparts, but the nonplanar diagrams lead to what is
called TR /UV-mixing [86]. The diagrams are made finite in the UV by oscillatory
factors, but only for finite momentum. For vanishing momenta, the divergencies
reappear, therefore mixing the UV and the IR behavior of the theory. There are
many studies on the renormalization properties of such theories (see [37, 98] for
references), but so far the only consistently renormalizable theory is ¢*-theory
with a special potential term added [54].

There are several lines of research going beyond the canonical case [19]. Covari-
ant coordinates and SW-maps can be constructed for arbitrary Poisson manifolds
[65, 67, 66], but the limit to commutative gauge theory no longer is clear. On
r-deformed spacetime, it was possible to establish noncommutative gauge the-
ory, the nonconstant commutator of the coordinates leading to derivative valued
gauge fields [33, 34, 35]. Somewhat closer to our approach, gauge theory on the
E,(2)-covariant plane was studied using frames [83]. More recently, there have
been attempts using coordinate transformations from the canonical case to more
complicated algebras [30, 40, 93|.
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The first part of this thesis will be devoted to expanding noncommutative
gauge theory to more general x-products and relating it to gauge theory on curved
spacetime.

In chapter 2, we will first discuss the canonical case. We introduce the x-
product usually used in this case, the Moyal-Weyl x-product. With this, non-
commutative gauge theory is formulated in the standard way. As this approach
can only deal with U(N) gauge groups, we introduce Seiberg-Witten maps to
accommodate for general gauge groups. We end this chapter with discussing
noncommutative observables.

In chapter 3, we start with the general definition of x-products, and show how
they arise out of ordering prescriptions of algebras. For a special ordering, the
Weyl- (or symmetric) ordering, we then calculate the correspondingx-product
to second order for general algebras, a result already published in [15] together
with Andreas Sykora. Two other x-products are presented as well, the Jambor-
Sykora x-product [62] and Kontsevich’s formality x-product [71]. After discussing
integration on such x-product algebras, we end with concrete examples.

In chapter 4, we discuss derivatives and derivations on x-product algebras.
For the canonical case, the usual derivatives still had the undeformed Leibniz
rule. For general x-products, this is no longer the case. The derivatives acquire
a nontrivial coproduct, which means that their Leibniz rule is deformed. But for
our construction of gauge theory we will need objects that still have the usual
Leibniz rule, i.e. derivations of the x-product algebra. We are able to identify
such objects by linking them to vector fields commuting with the Poisson structure
corresponding to the x-products. We explicitly construct these derivations for the
three x-products introduced in chapter 4, and end with the continuation of the
example from chapter 3.

In chapter 5, we use the derivations to construct gauge theory. As the deriva-
tions have the usual Leibniz rule, they can be gauged in full analogy to the
canonical case, leading to function-valued gauge fields and field strength. As we
want the noncommutative gauge theory to have a meaningful commutative limit,
we link it to gauge theory on curved spacetime by introducing frames. On the
commutative side, frames can be introduced to diagonalize the metric. If they
fulfill a compatibility condition with the Poisson structure of the noncommuta-
tive space, we can lift them to derivations of thex-product algebra. Then we use
these derivations to build a noncommutative gauge theory that in the commu-
tative limit reduces to gauge theory on curved spacetime. We give an example
where the spacetime of the commutative limit is a manifold with constant curva-
ture. To deal with general gauge groups, we again introduce SW-maps from the
noncommutative to the commutative quantities. For the Weyl-ordered*-product,
we calculate the SW-maps for all relevant quantities up to second order. For the
formality x-product we are able to construct the SW-maps to all orders for abelian
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gauge theory. The results of this chapter (and parts of the preceding chapter)
have already been published in [15] together with Andreas Sykora.

In chapter 6, the last chapter on thex-product approach, we start with noticing
that covariant coordinates can be defined for any x-product, and use them to
construct noncommutative analogs of Wilson lines. These can then be used to
build noncommutative observables and to extend the construction of the inverse
SW-map of [90] to general x-products with nondegenerate Poisson structure. This
has been published in [16], again together with Andreas Sykora.

But x-products aren’t the only way to express the noncommutativity (1.1). In
the canonical case, the algebra of the coordinates is nothing but the well known
Heisenberg algebra, and we can use the creator and annihilator formalism to rep-
resent it. The coordinates then become infinite-dimensional matrices acting on a
Fock space, the derivatives commutators with the coordinates and integration the
trace over the Fock space. Gauge transformations are now unitary transforma-
tions, and we again have to gauge the coordinatesz® to get covariant coordinates
X' = 2' 4+ A’. The gauge theory action

S = ctr ([X, X7] —if"7)? (1.3)

can be expressed entirely in terms of the dynamical matrix variablesX?, reproduc-
ing the noncommutative space as the ground state, with the fluctuations forming
the gauge theory. In the canonical case, this description is equivalent to the
*-product approach, but it is the better framework to address nonperturbative
questions such as topological solutions.

The instanton sector of noncommutative gauge theory is very rich, and many
classical constructions can be reformulated on the noncommutative side. In two
dimensions, all instantons have been classified [50], but in four dimensions the pic-
ture is far more complicated. There are the generalizations of the two-dimensional
instantons (which will become important in this thesis), but there are many
other instantons as well, which can be found by using a noncommutative ADHM-
construction or Nahm’s equations (see [37] for references).

The quantization of the model of course is troubled by the same divergencies
as the one constructed via x-products, but the exact definition is quite nontrivial
for another reason as well: the theory contains sectors with any rank of the gauge
group U(n) [50]. To have a well-defined theory and quantization prescription, a
regularization of gauge theory on R¢ is therefore very desirable.

Luckily, there is a number of cases (in particular certain quantized compact
spaces such as fuzzy spheres and tori), which have finite dimensional matrix
representations of size N. In the limit N — oo, they nevertheless approach
a commutative space. Gauge theory on these spaces can be introduced much



6 1 Introduction

in the same way as in (1.3), but now the covariant coordinates X; are finite-
dimensional Hermitian matrices of size N. The conventional gauge theory is then
correctly reproduced in the limit N — oo. This leads to a natural quantization
prescription by simply integrating over these matrices, making everything finite
and well defined.

In the 2-dimensional case, this matrix-model approach to gauge theory has
been studied in considerable detail for the fuzzy sphereS% [74, 21, 96, 57, 22| and
the noncommutative torus T3 [3, 91, 92, 45], both on the classical and quantized
level. It is well-known that RZ can be obtained as the scaling limit of these spaces
S% and T3 at least locally, which suggests a correspondence also for the gauge
theories. This correspondence of gauge theories has been studied in great detail
for the case of T — RZ [91, 44, 46] on the quantized level, exhibiting the role of
certain instanton contributions.

In 4 dimensions, the quantization of gauge theory is more difficult, and a
regularization using finite-dimensional matrix models is particularly important.
The most obvious 4-dimensional spaces suitable for this purpose areT*, 52 x S?
and CP?. On fuzzy CP% [52, 2, 20|, such a formulation of gauge theory was given
in [53]. This can indeed be used to obtain R} for the case of U(2) -invariant 6%.
The case of R? x S% as regularization of R} with degenerate % was considered in
[102, 103], exhibiting a relation with a conventional non-linear sigma model. A
formulation of lattice gauge theory for even-dimensional tori has been discussed
in |5, 4, 45]. Related “fuzzy” solutions of the string-theoretical matrix models [58|
were studied e.g. in [60, 70], see also [69].

The second part of this thesis will be devoted to the construction of gauge
theory on such a 4-dimensional fuzzy space, the product of two fuzzy spheres
5% x S%,. Besides introducing fermions as well, we will use this model to regularize
gauge theory in the canonmical case, i.e. on Rj, with a special interest in the
behavior of the instanton sector.

For this, we will again study the canonical case in chapter 7, this time using
the matrix-model approach. The coordinates become annihilation and creation
operators on a Fock space, and gauge theory can be formulated as an infinite-
dimensional matrix model having the space as its ground state. We explain
why this theory contains sectors for every rank n of the gauge group U(n), and
construct the 4-dimensional generalization of the instantons found in [50].

In chapter 8, we first present the fuzzy sphere S% introduced by John Madore
in [73]. To go to 4 dimensions, we use the product of two such spheres to get to
S% x 5%, and show how to get to the canonical case of R} in a double scaling
limit.

In chapter 9, we give a definition of U(n) gauge theory on fuzzy S% x S%.
The action is a generalization of the approach of [96] for fuzzy S%. It differs from
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similar string-theoretical matrix models [58] by adding a constraint-term, which
ensures that the vacuum solution is stable and describes the product of 2 spheres.
The fluctuations of the covariant coordinates then correspond as usual to the
gauge fields, and the action reduces to ordinary Yang-Mills theory onS? x S? in
the limit N — oo.

We then discuss some features of the model, in particular a hidden SO(6)
invariance of the action which is broken explicitly by the constraint. This suggests
some alternative formulations in terms of collective matrices, which are assembled
from the individual covariant coordinates. This turns out to be very useful to
construct a Dirac operator, and may help to eventually study the quantization
of the model explicitly. The stability of the model without constraint is also
discussed, and we show that the only flat directions of the SO(6) -invariant action
are fluctuations of the constant radial modes of the 2 spheres. The quantization of
the model is defined by a finite integral over the matrix degrees of freedom, which
is shown to be convergent due to the constraint term. We also give a gauge-fixed
action with BRST symmetry.

We also include charged fermions in the fundamental representation of the
gauge group, by giving a Dirac operator D which in the large N limit reduces
to the ordinary gauged Dirac operator on S? x S2. This Dirac operator inherits
the SO(6) symmetry of the embedding space S? x S? C RS, and exactly anti-
commutes with a chirality operator. The 4-dimensional physical Dirac spinors
are obtained by suitable projections from 8-dimensional SO(6) spinors. This
projection however commutes with D only in the large N limit, and is achieved
by giving one of the 2 spinors a large mass. Weyl spinors can then be defined
using the exact chirality operator. An alternative version of chirality is given by
defining a Ginsparg-Wilson system.

As a further test of the proposed gauge theory, we study topologically non-
trivial solutions (instantons) on S% x S%. We find in particular a simple class
of solutions which can be interpreted as U(1) instantons with quantized flux,
combined with a singular, localized flux tube. They are related to the “fuxon”
solutions of U(1) gauge theory on R} [50| discussed in chapter 7. Solutions which
can be interpreted as 2-dimensional spherical branes wrapping one of the two
spheres are also found.

In chapter 10, we then study the relation of the model on S% x S% with
Yang-Mills theory on R}, and demonstrate that the usual Yang-Mills action on
R} is recovered in the appropriate scaling limit. We show in detail how theU(1)
instantons (fluxons) on R} of chapter 7 arise as limits of the above non-trivial
solutions on S% x S%. In particular, we are able to match the moduli space of
n fluxons, corresponding to their location on R} resp. S% x S%. We find in
particular that even though the field strength in the bulk vanishes in the limit
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of R}, it does contribute to the action on S% x S% with equal weight as the
localized flux tube. This can be interpreted on Rj as a topological or surface
term at infinity. Another unexpected feature on S% x S% is the appearance of
certain superselection rules, restricting the possible instanton numbers. In other
words, not all instanton numbers on R} are reproduced for a given matrix size N,
however they can be found by considering matrices of different size. This depends
on the precise form of the constraint term in the action, which is hence seen to
imply also certain topological constraints.

Most of the results of the second part of this thesis have already been published
in [14], together with Frank Meyer and Harold Steinacker.



Part 1

The x-product approach
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The use of x»-products made noncommutativity more accessible to physicists,
as they can be applied very intuitively without reference to any strong (and com-
plicated) mathematical background. We can still work with ordinary functions on
ordinary commutative space-time, introducing the noncommutativity through the
*-product. The *-product reproduces the ordinary pointwise product to zeroth
order in some deformation parameter, the higher orders are differential operators
acting on the functions and produce the noncommutativity. Therefore x-products
are a very convenient tool for deforming commutative theories. The naive pre-
scription for constructing noncommutative theories would then be to take the
commutative theory and replace ordinary multiplication by x-multiplication. As
the deformation depends on a parameter, we can get back the commutative theory
by letting it go to zero. Corrections to the commutative theory can be calculated
order by order.

As we will see, this simple prescription works surprisingly well in the canonical
case where the commutator of two coordinates is a constant. This is mainly due to
the fact that in this case the x-product still behaves very much like the commuta-
tive product with respect to differentiation and integration. But if we go to more
complicated structures, this is no longer the case. Derivatives acquire a deformed
Leibniz rule and ordinary integration no longer has the trace property. There-
fore, the recipe of just replacing ordinary multiplication withx-multiplication no
longer works. In order to nevertheless construct noncommutative gauge theory
on these more complicated spaces, it will be necessary to first have a closer look
especially at the behavior of the derivatives. We will be able to identify objects
that still have an undeformed Leibniz rule (we will call them derivations of the
*-product algebra), using them as building blocks for gauge theory. By linking
them to frames on a curved spacetime, we can also make sense of the measure
function we have to introduce in order to make integration cyclic again.
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Chapter 2

The canonical case

Noncommutative gauge theory in the canonical case, where the commutator of
two coordinates is a constant, has been studied extensively in the last few years
(see e.g. [37, 98] for reviews), mainly due to its appearance in string theory [95]. It
would be beyond the scope of this thesis to review all the aspects of this fascinating
field, so we will have to concentrate on what will be important for going beyond
the canonical case in the chapters to follow. We will start with the most commonly
used x-product for the canonical case, the Moyal-Weyl x-product. Only the most
important features of this x-product will be presented here, but we will come back
to it at the beginning of chapter 3 with a more detailed analysis. After a quick
look at commutative gauge theory, an introduction into how noncommutative
gauge theory can be formulated with the help of this x-product is given. This
introduction will mainly follow the approach developed here in Munich [78, 64,
63, 18] using Seiberg-Witten maps. Finally we will present the noncommutative
observables found in [31, 48, 59|, as we will be able to generalize them later on in
chapter 6.

2.1 The Moyal-Weyl x-product

In the canonical case, the noncommutative coordinates fulfill commutation rela-
tions

(2", 27] = i6" (2.1)
with the constant noncommutativity parameter # € R. The noncommutative

algebra generated by the noncommutative coordinates can be represented on the
space of functions on R" by introducing a noncommutative product, the Moyal-
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Weyl! x-product [47, 87|
frg=m-es" 0% f@qg=fqg+ %9”%“@9 +0(2), (2:2)

with m - (f ® g) = fg and 0; = a%i. The product is associative, as

(f*g) “ho— m. e%@klak(g@l (m . G%Gijai®8jf ® g) ® h (2.3)
— mm- e%ekl(ak®1®6l+1®ak®8l)e%eiﬂ'a@aj@lf ®gRh
m-m - 659”(8i®1®aj+ai®aj®1)egekl1®6k®8zf Qg h
= m e300 (@ (m - e3?%g @ p))
= [x(gxh)

and obviously reproduces (2.1). Furthermore, asf is antisymmetric, usual com-
plex conjugation is still an involution

i

frg=m- e 2000 F oG =gxf (2.4)

and integration has the trace property

/d”xf*g:/d"xg*f, (2.5)

if the functions f and g vanish sufficiently fast at infinity (of course f x ¢ has to
be integrable in the first place).
Differentiation on this space is an inner operation, i.e. we have

0o, = [, -, (2.6)

which can easily be calculated from (2.2). This also means that the derivatives
still have the usual Leibniz rule, i.e. we have

2.2 Commutative gauge theory

Let us now recall some properties of a general commutative gauge theory. A
non-abelian gauge theory is based on a Lie group with Lie algebra

[T T =i f*.T°. (2.8)

lactually, Groenewold-Moyal x-product would be the more appropriate name, as Groenewold
was the first to introduce the x-product in [47], but to avoid misunderstandings, we will never-
theless stick to the term usually used in the literature.
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Matter fields transform under a Lie algebra valued infinitesimal parameter
A= A\T° (2.9)
in the fundamental representation as

O\ = 1A
It follows that
(6x0¢ — 0edn )1 = dije NP (2.10)

The commutator of two consecutive infinitesimal gauge transformation closes into
an infinitesimal gauge transformation. As differentiation isn’t a covariant oper-
ation, a Lie algebra valued gauge potential a; = a;,7* is introduced with the

transformation property

With this the covariant derivative of a field is

The field strength of the gauge potential is defined to be the commutator of two
covariant derivatives

fij = Z[DZ, D]] = (9in — 8jai — i[ai, @j]. (213)

For nonabelian gauge theory, the field strength is not invariant under gauge trans-
formations, but rather transforms covariantly, i.e.

onf =i\ fl. (2.14)

The same is true for the Lagrangian density f;;f. In order to get a gauge
invariant action, we have to use the trace over the representation of the gauge
fields. As the trace is cyclic, the commutator with the gauge parameter vanishes
and the action

becomes invariant.

2.3 Noncommutative gauge theory

To do noncommutative gauge theory in the x-product approach, we can simply
mimic the commutative construction, replacing the ordinary pointwise product
with the x-product.
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Fields should now transform as
oAV =A% U, (2.16)

The commutator of two such gauge transformations should again be a gauge
transformation, i.e we want

(5/\55 - 656[\)\1/ - 5@'[5’;/\}‘117 (217)

which is only possible for gauge groups U(N), as for A = A,T* and = = Z, 7
the commutator

1 1
B3 Al = SEa s ANT T} + S{Za 1 AT, T (2.18)

will only close into the Lie algebra for u(N) in the fundamental representation.
But general gauge groups can be implemented by using Seiberg-Witten maps (see
chapter 2.4).

As coordinates do not transform under gauge transformations, multiplication
from the left with coordinates no longer is a covariant operation, i.e.

n(ri*xU) =a; x A% U £ Axx; x V. (2.19)

This is very much like the situation in commutative gauge theory, where acting
with a derivative from the left isn’t a covariant operation. Following the procedure
there, we introduce covariant coordinates X by adding a gauge field A; as

X'=a"+07A,;. (2.20)

To make the X covariant, i.e. 4 X% = i[A * X7], the gauge field has to transform
as
SA(07A;) = —i[z" ¥ A] +i[A 307 A)] (2.21)

and therefore
ONA; = 0N+ i[A Ayl (2.22)

in exact analogy to the commutative case. The commutator with the coordinate
produces the derivative on the gauge parameter, as [z* * f] = i070;f. More
generally we can introduce a covariantizer D that applied to a function f renders
it covariant [65]

oA(D(f)) = i[A 5 D(f)]. (2.23)

We can now go on to formulate noncommutative gauge theory much in the
same way as we formulated commutative gauge theory.
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The covariant derivative D; can be introduced as
DV =0,V —iA; x U, (2.24)
the field strength F}; as
Fj =i[D; * D;| = 0;A; — 0;A; —i[A; ¥ Aj]. (2.25)
The relation to the covariant coordinates subsists at this level with
—i([X" % XI) —i07) = 007 Fyy. (2.26)

For nondegenerate 6, the two descriptions - either at the level of covariant coor-
dinates or covariant derivatives - are clearly equivalent.

In noncommutative gauge theory, the field strength F' is not gauge invari-
ant, even for gauge group U(1). It rather transforms covariantly under gauge
transformations, i.e.

Sa(Foy % F™) = i[A * F, % F™). (2.27)

Therefore even Abelian noncommutative gauge theory looks more like nonabelian
gauge theory. But just inserting a trace over the representation of the gauge
group no longer guarantees gauge invariance. To get gauge invariant expressions,
we have to use the trace property of the integral. If we set the action for non-
commutative gauge theory as

5= / & tr Fy P, (2.28)
this expression will transform as
IS = i/dnm tr[A Y F,, ~ F"] =0, (2.29)

because the cyclicity of the integral annihilates the x-part of the commutator,
and the cyclicity of the trace annihilates the nonabelian part. This means that
we cannot separate the trace over the representation of the gauge group and the
integration as in the commutative case, we need both to get a gauge invariant
action.

2.4 The Seiberg-Witten map

Up to now, we could only do noncommutative gauge theory for gauge groupsU(n)
because of (2.18). We will now show how to implement general gauge groups by
using Seiberg-Witten maps [95, 64].
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As we have seen, the commutator of two noncommutative gauge transforma-
tions no longer closes into the Lie algebra for general gauge groups. The noncom-
mutative gauge parameter and the noncommutative gauge potential will therefore
have to be enveloping algebra valued. In principle, this should mean that we are
left with infinitely many degrees of freedom. But the enveloping algebra valued
parameters will only depend on their commutative counterparts, therefore pre-
serving the right number of degrees of freedom. These Seiberg-Witten mapsA,
U and A are now functionals of their classical counterparts and additionally of
the gauge potential a.

They will transform as

5)\\I’¢[CZ} = ZA)\[CL] * \Ifw[a} (230)

and
Aila] = 0;A\[a] + i[A[a] * A;la]]. (2.31)

The covariantizer D]a] will now transform as
oA(Dlal(f)) = i[Axla] 3 Dlal(f)] (2.32)

Their dependence on the commutative fields is given by the requirement that
their noncommutative transformation properties should be induced by the com-
mutative ones (2.9) and (2.11) like

Uyla] +05Wyla] = Vyispla+daal,
Ajla) + 0xAila] = Aifa+ 0xal, (2.33)
A)\ [CL] + (SgA)\ [a] = A)\ [CL + 55&].

This means that it doesn’t matter if we transform the noncommutative fields
under the noncommutative gauge transformations or if we transform the commu-
tative fields they depend on under commutative gauge transformations. This is
why we do not differentiate in our notation between commutative and noncom-
mutative gauge transformations, using oy = 0a,[o. Additionally, to zeroth order
in the deformation parameter, the noncommutative fields should be equal to their
commutative counterparts, i.e.

Uyla] = ¥ +0(0),
Aia] = ai+0(0), (2.34)
Apla] = A+ 0(0).

The SW-maps (Seiberg-Witten maps) can be found order by order in the
deformation parameter. Alternatively they can be calculated via a consistency
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condition. Although the gauge transformations do not have to close into the
Lie algebra, there is still the requirement that the commutator of two Seiberg-
Witten gauge transformations (2.30) should again be a Seiberg-Witten gauge
transformation (2.30), i.e.

(5}155 — 555/\)\11 = 51‘[57)\}‘1/ (235)
Written out this means that
—’L'(SgA,\[a] + ié,\Ag[a] + [A,\[a] ’,( Ag[a]] = Z.AZ'[&)\] [a] (236)

This consistency condition for the the SW-map of the gauge parameter can be
solved order by order. Then the solutions can be used to calculate the other
SW-maps by inserting them into (2.33) and using (2.34).

There are also methods for constructing the SW-maps to all orders |65, 66, 90],
which we will discuss later in chapters 5.3 and 6.2, where we extend them to more
complicated *-products.

2.5 Observables

One characteristic property of noncommutative gauge theory is the fact that there
are no local observables. As the gauge group of noncommutative gauge theory
also comprises translations in space, gauge invariant quantities (such as observ-
ables) cannot be local fields. But nevertheless observables can be constructed by
integrating over special Wilson lines [31, 48, 59|, which can be interpreted as the
Fourier transform of a Wilson line with fixed momentum. Unlike the commuta-
tive case, where closed Wilson lines are gauge invariant, these noncommutative
Wilson lines do not quite close. The gap between the endpoints is related to the
momentum via the parameter of the noncommutativity. To see this, we will first
present finite expressions for noncommutative gauge theory.

2.5.1 Finite gauge transformations

In a finite version of a noncommutative gauge theory, a scalar field should trans-
form like

¢ =gx*o, (2.37)
where ¢ is a function that is invertible with respect to the x-product

grxg t=glxg=1 (2.38)
Again, multiplication with a coordinate function is not covariant any more

(2" % ¢) #a'x . (2.39)
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Just as in the infinitesimal formulation, covariant coordinates
X'(x) = 2"+ 07 A;(x) (2.40)

can be introduced, transforming in the adjoint representation
X" =gxX'xg " (2.41)

Now the product of a covariant coordinate with a field is again a field. In perfect
analogy to the commutative case, the gauge field A* transforms as

A" =igx 0,7  Fgx A kgt (2.42)

This finite formulation of noncommutative gauge theory is equivalent to the in-
finitesimal formulation presented before. For details on this equivalence, see [63].

2.5.2 Wailson lines

Just think of a field ¢ transforming covariantly under a gauge transformation
with gauge parameter A = ;2. The corresponding finite expression is
Blr) — € x §(at) x e = glak — 1,67°), (2.43)

i.e. a translation by —/;67*. This means that noncommutative gauge transfor-
mations in fact contain translations in space! Thex subscript on the exponential
means that all the multiplications are done using the x-product. But it is a spe-
cial property of the Moyal-Weyl x-product that the x-exponential actually is the
same as the ordinary one, i. e. we have ¢®*' = ¢, which is why we will drop the
*-subscript in the following.

The fact that translations are gauge transformations can be used to construct
noncommutative analogs of Wilson lines. Such a Wilson line

W, = X' x el (2.44)

has indeed the same transformation properties under a gauge transformation
Wi(2) = gla) « Wil) « g™ (& — 16), (2.45)
as a Wilson line starting at z and ending at  — [6. Here we only treat straight

Wilson lines, but for the canonical case they can also be generalized to noncom-
mutative Wilson lines with arbitrary paths [59, 31, 48].
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2.5.3 Observables

As space translations are included in the noncommutative gauge transformations,
no local observables can be constructed. One has to integrate over the whole space
to get gauge invariant objects. For this it is useful to look at the Fourier transform
of the Wilson lines (2.44)

W (k) = / 4"z W(z) * e (2.46)
Under a gauge transformation, it transforms as
Wik) = / 0" g(a) % Wi) % g~ (z — 167 5 ' (2.47)
= / A"z g(z) * Wi(z) % €% % e7®i" 5 g7 (g — 1,67) % i’
= /d"a: 9(x) * Wi(z) * €% % g~ Nz — 1,67 + k;67).
This means that the so called open Wilson lines [59, 31, 48| defined as
U = Wil) = / a0 W) * e’ (2.48)
are gauge invariant. Here, the momentum k of the Wilson line corresponds to

its length 77 = 1,0 via the parameter of the noncommutativity, i.e. 7/ = k;0%.
Using (2.44), this is of course even more obvious

U = /d”ac W (z) * el = /d”x X gl gl — /d"m el X (2.49)

These open Wilson lines can even be generalized by inserting an arbitrary function
f of the covariant coordinates as

/ "z f(X) % B X (2.50)

without spoiling the gauge invariance.
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Chapter 3

General x-products

We had introduced the Moyal-Weyl x-product for the canonical case without
explaining how it can be derived. In order to introduce the notion ofx-products
in general, we will first have a closer look at the canonical case again. Suppose
we have a two-dimensional canonical algebra generated by the noncommutative
coordinates T and y with relations

2,79] = —ib. (3.1)

To represent this algebra on the space Coo(R?), we will define an ordering pre-
scription p by mapping monomials in the commutative variablesz and y to the
monomials in the noncommutative variables T and 7 with all the  on the left
hand side and all the ¥ on the right hand side

plamy™) = TG (3.2)

This is called normal ordering. If we normal order a monomial, we get

min(m,k) . .
~n~k (ZH)Z ml k' ~k—i~m—1
D DR N RS A (3.3)

If we multiply two such monomials and normal order the result, we therefore get

n, m k. et (Ze)l m' k' ~n+k—i~N+m—1
pa"y"p(aty) = > = FrHhg (3.4)
—0

i0)"  m! k! i i
N Z <'.) (m—i)!(k—i)!p(xn+k v

As the vector space of the noncommutative polynomials of a certain degree has
the same dimension as the vector space of the commutative polynomials of the
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same degree, the ordering p can be inverted, giving

min(m,k)
— n, m ! k! n+k—i m—1i
p M "y )p(aty')) = Z ),(k_mw TRy (3.5)
= 29
- 9, (g™ (a*)

- m- 61687;@8@(33 y >® (:L‘kyl)
= (2"y™) xn (2FY").

Therefore get a new x-product

frng=m-e"®% fxqg=p"(p(f)p(g)) (3.6)

for the algebra (3.1) by applying the ordering prescription p on polynomial func-
tions! Let’s compare it to the Moyal-Weyl x-product (2.2). For the algebra (3.1)
this read _

Fop g = m - e300s0:-0:20,) £ & o (3.7)

If we define a differential operator
T = ¢ 20000 (3.8)
we can calculate

e (Oy®0z— 0 ®0y) f®g (39)
00y @14+108y) (8 @1+108;) 100y @0z e—%a(azay@)azay)f ® g

frwg = m- 3
= @<< 30000 f) s, (73000 g))
= << 1) *a (Tg))

H(p

= T (pT()PT(g)).

The two x-products are related by the differential operator 7', and the Moyal-
Weyl x-product can be expressed by an ordering prescription p7'. The ordering
actually corresponds to symmetric ordering, e.g. we have

i { PO
pT(zy) = ple 2" ay) = play — 50) = 77 — 50 (3.10)
[P PRI e

This method of constructing x-products by applying an ordering prescription is
not limited to the canonical case.



3 General x-products 25

3.1 Definition

But before we have a look at more complicated x-products, we will fist give an
abstract definition. For this we will introduce a parameter A (which we think
of as small) measuring the deformation, and express everything as formal power
series in this parameter.

A x-product on a manifold M is an associative C-linear product

fxg=rfg+> WBif g, (3.11)
=1

where the B; are bidifferential operators acting on f, ge Coo(M)[[h]]. From the
associativity of the x-product follows that the x-commutator fulfills the Jacobi
identity, i.e.

[frlgrh+lgs[hs I +[hy[frgll =0 (3.12)
For the antisymmetric part m of the first order term By, i.e.
[f 19l =hm(f,9)+O(2), (3.13)

this means that it has to be a Poisson structure. Expressed in some local coordi-
nates as m = $79; A 9;, this means that it has to fulfill

790w + 7hi it 4+ 7o,k = 0. (3.14)

Therefore for every x-product, there is a Poisson structure related to it. On the
other hand, if we start with some Poisson structure, we can always construct a
corresponding x-product [71], the formality x-product we will present in chapter
3.4.

3.2 x-products by operator ordering

We will now show how to construct x-products for associative algebras that are
defined by commutator relations

R [3%,47] = iheV (3.15)

in the same way as we constructed the normal ordered x-product in (3.6). More
abstractly, such an algebra can be defined as

A=C(@@Y .., 2™ [[h]/R, (3.16)

where we allow formal power series in the deformation parameterh. As we treat
h as a formal parameter, such an algebra always has the Poincare-Birkoff-Witt
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property, i.e. the vector space of the noncommutative polynomials of a certain
degree has the same dimension as if the coordinates were commutative. Especially
this means that we can map the basis of the commutative algebraC[z?, ..., z"][[h]]
onto a basis of the noncommutative algebra A. Such an ordering prescription

p:Clzt, ..., z"|[[h] — C(&Y, ... 2" [A]l/R (3.17)

is then an isomorphism of vector spaces. With it, we can introduce ax-product
as

fxg=p"(p(f)r(9)), (3.18)

making the commutative algebra equipped with the x-product isomorphic to the
noncommutative algebra A. Two ordering prescriptions p and p’ of the same
algebra are always related by a similarity transformationT" as p = p'T" with

T =id+ Y W', (3.19)
=1

where the T; are differential operators. The corresponding x-products x and '
are then related by

Fxg=p"p(Nplg) =T o (THTP(Tg) =T "(Tf)+ (Tg)). (3.20)

3.3 The Weyl-ordered x-product

In this chapter we will construct the Weyl-ordered x-product of a general noncom-
mutative algebra up to second order. Weyl-ordering means that we use totally
symmetric ordering for the generators. We start with an algebra generated by /N
elements 2° and relations

[2",27] = ¢ (%), (3.21)

where we have suppressed the explicit dependence of ¢ on a formal deformation
parameter, but we will always assume that it is at least of order 1. For such an
algebra we will calculate a x-product up to second order. Let

f() = / 'z f(2)e (3.22)

be the Fourier transform of f. Then the Weyl ordered operator associated to f

is defined by "
win = [ G e (3.23)
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(see e. g. [78]) . Every monomial of coordinate functions is mapped to the
corresponding Weyl ordered monomial of the algebra. We note that

W (eie:') = ¢l (3.24)

The Weyl ordered x-product is defined by the equation

W(fxg) = W(H)W(g). (3.25)
If we insert the Fourier transforms of f and g we get
_ d"k d"p 1y ikt —ipidt
Fra= [ o [ Gl D) W e e (32

We are therefore able to write down the x-product of the two functions if we know
the form of the last expression. For this we expand it in terms of commutators.
We use

eheP = 6A+BR(A,§) (3.27)
with
A oA 1 . -
R(A,B) = 1+ §[A’ B] (3.28)
1,4 PPN 1,4 A a o
If we set A = —ik;2 and B = —ip;&t, the above-mentioned expression becomes
W—l(e—ikifie—imfi) — (329)
e ikitpi)at | 5(_Z'kl.)(_Z’pj)W*1<€*l(ki+pi)fE [, 37))
1 . . . _ —i(k; NEram (25 ~]
_6(_Z>(km + 2pm)(_lkz)(_2p])w 1(6 (kitps) [.flf ) [:E ,ZZ']H)
1 . . . . - —i(ki4+p)) Tt am Anl[at 2]
3 (=ikm) (=ipn) (ki) (—ip;) W (e (e [3m, 37 (3", 7))
+0O(3).

If we assume that the commutators of the generators are written in Weyl ordered
form

¢ =W (), (3.30)

we see that o B
(2™, [2", 27])] = W(c™0,c7) + O(3), (3.31)

(2™, 2"][2", 27) = W (™) + O(3). (3.32)
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Further we can derive

W_l(e_iQiiiW(f(x))) _ W_1</<;i:rz)?nf(p)e_i(qi—'—pi)j:iR(_iQijji,_ipifi'i)>

= Wl(W</ (;l;?nf(p)e"(qﬁpi)wi X (3.33)

(Lt 5= (-ig) o)) ) + O
= e @) + 5o (g0, (@) + O(2),

using

Putting all this together yields

. ~i . ~q . 7 1 S A
Wl (e it gty = rilkitpiz (1+§Czj(—iki)(—ipj) (3.34)
1 T . . .
+ g€ (ikin) (= ipn) (= ki) (—ip;)

b g0 b~ pa) (k) (in))

+ 0O(3),

and we can write down the Weyl ordered x-product up to second order for an
arbitrary algebra

1 ..
1 ..
+ gcm”c”ﬁm@fﬁnajg
1

=+ Ecmlalcij (8m81f8]g - azfama]g) + O(3>

Let us collect some properties of the just calculated x-product. First
[z 7] = ¢V (3.36)

is the Weyl ordered commutator of the algebra. Further, if there is a conjugation
on the algebra and if we assume that the noncommutative coordinates are real
2" = 2%, then the Weyl ordered monomials are real, too. This is also true for the
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monomials of the commutative coordinate functions. Therefore thisx-product
respects the ordinary complex conjugation

Frg=g+7 (3.37)

On the level of the Poisson tensor this means

il = —cV. (3.38)

3.4 The formality x-product

The Weyl-ordered x-product of chapter (3.3) is very useful for explicit calculations,
but these can only be done in a perturbative way order by order. Also, it is
only known in general up to the second order we calculated here. For closed
expressions and questions of existence, Kontsevich’s formality x-product [71] is
the better choice. It is known to all orders and comes with a strong mathematical
framework that can be used for further constructions.

This mathematical framework, known as Kontsevich’s formality map |71], is a
very useful tool for studying the relations between Poisson tensors andx-products.
To make use of the formality map we first want to recall some definitions. A
polyvector field is a skew-symmetric tensor in the sense of differential geometry.
Every n-polyvector field a may locally be written as

a=a""mO N N, (3.39)

We see that the space of polyvector fields can be endowed with a gradingn. For
polyvector fields there is a grading respecting bracket that in a natural way gener-
alizes the Lie bracket [-, - |1 of two vector fields, the Schouten-Nijenhuis bracket.
For an exact definition see A.1.1. If 7 is a Poisson tensor, the Hamiltonian vector
field H; for a function f is

H; = [, fls = —70,f0;. (3.40)

Note that [m, 7]s = 0 is the Jacobi identity of a Poisson tensor.

On the other hand a n-polydifferential operator is a multilinear map that
maps n functions to a function. For example, we may write a 1-polydifferential
operator D as

D(f) = Dof + Di0if + D5 0:0;f + .. .. (3.41)

The ordinary multiplication - is a 2-differential operator. It maps two functions
to one function. Again the numbern is a grading on the space of polydifferential
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operators. Now the Gerstenhaber bracket [ -, - ]g is natural and respects the
grading. For an exact definition see A.1.2.
The formality map is a collection of skew-symmetric multilinear maps U,

n = 0,1,..., that maps n polyvector fields to a m-differential operator. To
be more specific let a4,...,a, be polyvector fields of grade kq,...,k,. Then
Un(aa, ..., ) is a polydifferential operator of grade

m=2-2n+> k. (3.42)

In particular the map U, is a map from a k-vectorfield to a k-differential operator.
It is defined by

Ul(()éilminﬁil VAN 8171)(']01, R fn) = Oéil"'inailfl EE 82 fn (343)

The formality maps U, fulfill the formality condition |71, 7|

QﬂUn(Oélw-wOén)ﬂL% Z (1, 1)Q5(Uyr(ar), Ups(ay)) (3.44)

]- .. o ~ o~ ~
= 525(2,3,...,2,...,],...,n)Un,l(QQ(ai,aj),al,...,ai,...,aj,...,an).
i#]
The hats stand for omitted symbols, Q(Y) = [T, u] with p being ordi-
nary multiplication and Q4(Y1, Ty) = (—1)IT=DI2U[7, Ty]s with |T,| being
the degree of the polydifferential operator Yy, i.e. the number of functions it

is acting on. For polyvectorfields o' ™ 9;, A ... A 0;,, of degree k, we have

Q2 ag) = —(=1)*1 =Dk ] 5.
For a bivectorfield m we can now define a bidifferential operator

k= =Uy(r, ..., (3.45)

n:
n=0

i.e.
frg=3 " Uulr, . 7)f,9) (3.46)
n=0

To see that the formality x-product is associative, we first define the special map

o0

P(a) = Z (n—;l)!Un(a’ Ty ooy M), (3.47)

n=1
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Using the formality condition (3.44) we calculate that
[(x, *la = @([m, 7]s), (3.48)

where [x, *x]¢ = 0 means that the x-product is associative. This follows from the
fact that 7 is a Poisson tensor, i.e [1 7]s = 0. Note that the definition (3.46) would
be equally valid for general bivector fields 7', but the resulting product would
cease to be associative. Nevertheless the non-associativity would be controlled by
(3.48).

3.5 The Jambor-Sykora x-product

The formality x-product of the last chapter is very useful for abstract proofs (and
in fact we will use it for constructing a SW-map to all orders in chapter 5.3, but
it is too complicated for explicit calculations. But for special cases where the
Poisson structure can be expressed in terms of commuting vector fields, there is
a *-product that is both known to all orders and easy to handle in calculations,
the Jambor-Sykora *-product [62]. For commuting vectorfields X, = X!9; (i.e.
[Xa, Xp] = 0) and a constant matrix o the Jambor-Sykora x-product reads

Fogg=m-e” " Xa®Xo f g (3.49)

where m-(f®g) = fg. The constant matrix o can be written as 0 = 0,5+ 0 with
04s antisymmetric and o, symmetric. There is an equivalence transformation

p = ez XaXe (3.50)
from the antisymmetric x-product
f*as g =m - 7 XaBXo £ @ ¢ (3.51)
to the full one (3.49)
f *as 9= (p(f) %5 p(9))- (3.52)

Note that for real vectorfields X, and o,s imaginary, ordinary complex conjuga-
tion is an involution of the antisymmetric x-product, i.e.

f*as 9 = G %as [- (3.53)

For the full x-product we can pull back this property by p and the involution now
is pp~t. On a function f this reads p(p~1(f)), and we have

p(p~(f*e9)) = plp~"f *as p7'9) (3.54)
= ( g *as 0 1f)
= plp~'g) %o p(p~1 ).
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3.6 Traces

For the Moyal-Weyl x-product, ordinary integration still had the trace property,
i.e. it was invariant under cyclic permutations of the elements in the integrand.
Unluckily, this is in general no longer the case for the more complicatedx-products
of this chapter. But the cyclicity of integration is crucial for turning gauge-
covariant objects into gauge invariant ones. Therefore, we have to guarantee the
trace property of the integral by introducing a measure function ). For many
*-products the trace may then be written as

tr f = /dQ”x Qz) f(x). (3.55)
Due to the cyclicity of the trace the measure function €2 has to fulfill
2:(207) =0 (3.56)

which can easily be seen by using partial integration. If we take the Poisson
structure 8% to be invertible, the inverse of the Pfaffian

1 1 . o
5 - Pf(Q) Y det(Q) = 2nn|eiliz'"iznel122 seegrenmrn (3~57)

is a solution to this equation. Unluckily, there is no such formula for*-products
whose Poisson structures are not invertible.

If equation (3.56) is fulfilled, cyclicity is only guaranteed to first order. In
principle we have to calculate higher orders of 2 according to the x-product
chosen. Nevertheless there can always be found ax-product so that a measure
function fulfilling (3.56) guarantees cyclicity to all orders [38].

3.7 Example: x-products for the x-deformed plane

We will exemplify the ideas of the last chapter by applying them to the algebra
generated by z and y with commutation relations

[z,y] = —iax. (3.58)

This is the 2-dimensional version of what is known ask-deformed spacetime. The
generalization to higher dimensions is straightforward.

3.7.1 The Weyl-ordered x-product

The Poisson structure for this algebra quite obviously is

{f.9}p = —iax0, fO,9 + iad, fx0,g, (3.59)
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and the Poisson tensor therefore
M = —iaxdl,6) + iaxd, 5. (3.60)

As ¢¥ is linear in the coordinates, the Weyl-ordering of the expression doesn’t
play a role. Inserting (3.60) into (3.35) produces the Weyl-ordered *-product up
to second order for (3.58)

frg = fo 5u(0.00,0 ~ 0,f0.0) (3.61)
2

a
k(02029 — 20,0,10.0,9 + 210%)

2

a
+150(0:0,f0y9 + 0,/ 0:0,9 — 0,959 — 9, f0.g) + O(3).

3.7.2 The Jambor-Sykora x-product

If we choose vectorfields

X, =20, and X,=—al, (3.62)

0 0
produce the algebra (3.58). This *-product corresponds to normal ordering. It
reads

and 0 = ( 0 ) (see also [62]), the Jambor-Sykora x-product (3.49) will re-

frgg=m- e @2%8%f g (3.63)
while the antisymmetric x-product (3.51) reads

ia

frasg=m-e 2 ””8“®ay+%ay®xa”f ® g. (3.64)

Notice that the antisymmetric x-product differs (3.64) from the Weyl-ordered *-
product (3.61) at second order and therefore does not correspond to symmetric
ordering. The equivalence transformation (3.52) between (3.63) and (3.64) is

p= eféamazay' (365)
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Chapter 4

Derivatives and Derivations

We are now able to represent more complicated algebras on ordinary functions
by using the x-products of the last chapter. But there is an important element
still missing: derivatives. In the canonical case, we could just use the ordinary
derivatives to construct noncommutative actions. This was unproblematic as the
usual derivatives had an undeformed Leibniz rule, i.e.

Oi(f*g)=0:f xg+ [ *dyg. (4.1)

But with more complicated x-products, this is in general no longer the case. The
derivatives do not only act on the functions, but also on the x-product, which
now depends on the coordinates. Symbolically we can write

Oi(fxg) = 0if xg+ [ *0ig+ [(9:%)g, (4.2)

where O;x means that the derivative is acting on the bidifferential operator =
represents. This additional term can already be seen at the level of the Poisson
structure. Take e.g. the Poisson structure (3.59) of the k-deformed plane. The
derivative J, in the y-direction does not act on it, so that we still have

ay{f?Q}p = {ayfvg}p+ {fa ayg}p? (43>

but in the z-direction, things are different:

8x{f7 g}p = ax(_zaxaxfayg'f’zaayfxaxg) = {awfa g}p+ {fa amg}p+ {f’ g}P (44)

X

for z # 0. The same is true for derivatives acting onx-products: the usual Leibniz
rule is deformed. For the antisymmetric x-product on the k-deformed plane, this
deformed Leibniz rule reads

0 (f *as 9) = (00 f) %as (€727 g) + (2% ) %45 (D19), (4.5)
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see (4.36). Such derivatives with a deformed Leibniz rule can nevertheless be
used to construct gauge theory [34, 33, 35|, but it is far more involved than in the
canonical case. Especially, the gauge fields associated to these derivatives become
derivative valued (see also chapter 5.1.1).

Here, we will pursue a different approach. As we saw in (4.3), the derivative
in the y-direction did act on the Poisson structure as in the canonical case. And
on the antisymmetric x-product, its Leibniz rule is indeed undeformed, i.e

ay(f *as ) = (ayf) *as 9+ [ *as (8y ), (4.6)

see (4.35). Such a derivative can be gauged much in the same way as in the
canonical case, leading to function valued gauge fields. But before we actually
construct gauge theory in chapter (5), we will first have a closer look at objects
that behave like J, did in our example, i.e we will be looking for vector fields
that commute with the Poisson structure and how we can use them to get dif-
ferential operators that have an undeformed Leibniz rule with the corresponding
*-product. These differential operators with an undeformed Leibniz rule we will
call derivations of the x-product algebra.

4.1 Derivations

We will be able to identify derivations of x-product algebras with what we call
Poisson vector fields of the Poisson structure associated with thex-product, i.e.
vector fields X with

X{f>g}p:{Xf7g}p+{fan}p- (4'7>

If we locally write
{f.9}p, =7(f,9) :Wijaif(?jg and X = X0, (4.8)

this is equivalent to saying that the Schouten-Nijenhuis bracket (see A.1.1) of the
vector field X with the Poisson structure m vanishes

[X,?T]SZO 54 Xkakﬂ'ij—ﬂ'ikaka—f—ﬂ'jkakXi, (49)

or that the vector field X commutes with the Poisson structure m. If we have
such a Poisson vector field X, we are looking for a differential operator dx with
the following property

ox(f*g)=0dxfxg+ fxixg. (4.10)

Such a map 0 from the vectorfields to the differential operators, which maps
the derivations of the Poisson manifold T, M = {X € TM|[X,n]s = 0} to the
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derivations of the x-product D, M = {§ € D,u,|[d,*]¢ = 0}, can be constructed
both for the Weyl ordered *-product (see 4.2), for the formality x-product (see
4.3 ) and the Jambor-Sykora *-product (see 4.4). Here we want to investigate
the general properties of such a map ¢. For this we expand it on a local patch in
terms of partial derivatives

Ox = 050; + 0%0;0; 4 - - (4.11)

Due to its property to be a derivation, dx is completely determined by the first
term 0%0;. This means that if the first term is zero, the other terms have to
vanish, too. If further e is an arbitrary derivation of the x-product, there must
exist a vector field X, such that

ox, = e. (4.12)

e

If X,Y € T, M, then [0x,dy] is again a derivation of the x-product and we can
conclude that

[0x,0y] = dx.v1, (4.13)

where [X, Y], is a deformation of the ordinary Lie bracket of vector fields. Obvi-
ously it is linear, skew-symmetric and fulfills the Jacobi identity.

With the help of the map 6 and the deformed bracket [ -, -] it is also possible
to construct noncommutative forms over the derivations of thex-product algebra,
a formulation we will present in appendix A.2.

4.2 Derivations for the Weyl-ordered x-product

We now want to calculate the derivationsdy of the Weyl-ordered x-product (3.35)
from the derivations X of the Poisson structure ¢/ up to second order. We assume
that dx can be expanded in the following way

Ox = X'0; 4 0%.0,0; + 65%0,0;0, + - - - (4.14)
Expanding the equation

Ox(f*9g) = 0x(f)xg+ fxdx(g) (4.15)
order by order and using [ X, ¢]s = 0 we find that
ox = X'0,— Eclkﬁkc’mﬁlaij(?i@j (4.16)

1 ) .
+ﬁclkc’m818iX38k8m8j + 0(3) .
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For [+, -] we simply calculate [0x, dy] and get
(X,Y], = [X,Y], (4.17)

1 . . . .
—E(clkakcma,amXJaian" — k0™ 9,0, Y7 0;0;X™)0,

1 ) ) ) )
157 (DX 00,0V — DY 0:0,0,X™)D,

+O(3).

4.3 Derivations for the formality x-product

We saw in chapter 3.4 that the formality x-product can be constructed from the
maps U, from the polyvectorfields to the polydifferential operators as

f*gzZ%UH(ﬂ, o) (f,9) (4.18)

With these maps, we can further define the special polydifferential operators

=1
O(a) = Z = 1)!Un(oz,7r, Cey T, (4.19)
n=1
= 1
\IJ<CK1,CY2) = ZmUn<&1,C¥2,ﬂ',...,ﬂ'). (420)
n=2 '
For X a vectorfield, we define
ox = d(X). (4.21)

Using formula (3.42) we see that it is indeed a 1-differential operator. We will
now use the formality condition (3.44) to have a closer look at its properties.

For g a function and X and Y vectorfields, we see that W(X,Y) is a function
and we go on to calculate

Ox,xle = (X, 7]s), (4.22)
[5)(,5)/]0—{— [\I/(X, Y),*]G = 5[X7Y]s (423)
+\I[([7T7 Y]S7 X) o \Ij([ﬂ-7 X]S7 Y)
If 7 is a Poisson tensor, i. e. [1,7|s = 0 and if X and Y are Poisson vector fields,
i. e. [X,7]s =[Y,7]s =0, the relations (4.22) and (4.23) become
ox(f*g) = ox(f)xg+ fxix(g), (4.24)
([0x:0v] = dpxv)(9) = [W(X,Y) 7 gl (4.25)
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when evaluated on functions. We see that § really is the map we were looking for,
i.e. it maps derivations of the Poisson structure to derivations of the associated
formality x-product.

Additionally the map ¢ preserves the bracket up to an inner derivation. This
can be cast into the following form:

[5)(, 5}/] = (5[X,y]* (426)

with
[X, Y]* = [X, Y]L -+ H.@flq;()gy). (427)

4.4 Derivations for the Jambor-Sykora x-product

While looking for derivatives for the Jambor-Sykora x-products, we can confine
ourselves to the antisymmetric case (3.51), as all the properties can be pulled
back to the full one (3.49) via the equivalence transformation (3.52).

In the framework of Kontsevich’s formality x-product, we saw that we could
construct a map from the vectorfields to the differential operators that maps
derivations of the Poisson structure to derivations of the formality x-product to
all orders.

We will now look for such a map that maps derivations of the Poisson structure

1 ) .
= 5022)(281' A\ Xgaj (428)

associated with the Jambor-Sykorax-product to derivations of the antisymmetric
Jambor-Sykora x-product (3.51). As the vectorfields X, commute with each other
and o0, is antisymmetric, (3.51) can be rewritten in terms of the Poisson structure
as

f *as g = m(e7BXPEX0%5 (£ @ g)) = m(e™(f @ g)). (4.29)

In this notation it is obvious that vectorfields commuting with the Poisson struc-
ture (4.28) will be derivations of the x-product (4.29) as well. This means that
for vectorfields Y with

[Y’TF]S:O Ang [Y®1+1®K7T]:0 Ag Y{fag}P:{Yfag}P—i_{vKg}P

we also have

V(frasg) = m(Y@1+1®Y)e"(f®g)) (4.30)
mEe™ (Y @1+10Y)(f®g))
= Y[ x99+ f*s Yg.
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We therefore do not get higher order terms, the map from the vectorfields to the
differential operators is the inclusion. This also implies that the algebra of the
vectorfields remains undeformed under quantization.

For the coproduct of general vectorfields acting on the x-product (3.51), we
get a deformed Leibniz rule

X(f *as 9) = (4.31)
1
Z EUZ;GQ'“Oggbn([“'[X’ Xal]’ Xa2]’ ]’ Xan]f) as (Xb1"'ang)
n=0

=1
+3 =0t ot ( Xy Xy f) Has (X, Xo ], X)), X0, ]9).
‘ n!

We can use the equivalence transformation (3.50) to pull back these structures
to the full x-product (3.49). Note that the Poisson structure of the fullx-product
(3.49) only depends on the antisymmetric part of o and therefore is (4.28), the
same as for the antisymmetric x-product (3.51).

A vectorfield Y commuting with the Poisson structure of the full x-product
(3.49) will be a derivation of the antisymmetric x~-product (3.51). We use (3.52)
to get

pYp~ (fx 9) = (0Y P~ f) %o g+ %o (Y P g) (4.32)
from
Y(f *as 9) =Y [ %as g+ [ %as Yg. (4.33)
The map dx from the vectorfields to the differential operators for the full -
product (3.49) is therefore given by

ox = pXpt. (4.34)

The algebra of these deformed vectorfields is isomorphic to the algebra of the
undeformed vectorfields. Also the coalgebra of the deformed vectorfields with re-
spect to the full x-product (3.49) is isomorphic to the coalgebra of the undeformed
vectorfields with respect to the antisymmetric x-product (3.51).

4.5 Example: Derivatives and Derivations for the
r-deformed plane

We will now exemplify the ideas of this chapter by applying them to the x-
deformed plane we already studied in chapter 3.7. We will now concentrate on
the Jambor-Sykora x-products, where the basic mechanisms at work can be best
seen.
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4.5.1 The antisymmetric case

For the antisymmetric x-product (3.64), the vectorfields are undeformed, but they
may acquire nontrivial coproducts (4.31). The derivative in they-direction com-
mutes with the Poisson structure and is therefore a derivation of thex-product:

ay(f *as ) = (8yf) *as 9+ [ *as (ay ). (4.35)

But the derivative in the z-direction does not commute with the Poisson structure
and has a deformed Leibniz rule:

O (f *as g) = (Ouf) *as (€727 g) + (€29 £) %ay (Dng). (4.36)

Multiplication from the left with a function (without x-multiplication) also ac-
quires a derivative quality:

U % 0) = () 5w 0 — 50f s (w0s0) (437
= [ kas (y9) + %a(x&rf) *as g
and
2(f *as 9) = (2f) *as (€2°%g) (4.38)

— (739 f) %44 (z9).
This also implies the following relations
() #as 9 = (€72°% f) %45 (e g) (4.39)
and .
(W f) *as 9 = [ *as (yg) + %a:c&p(f *as 9)- (4.40)

If we combine (4.36) and (4.38) to calculate the coproduct of z0,, we see that it
is indeed a derivation of the x-product, as expected.

20 (f *as 9) = (20 f) *as § + [ *as (£0:9) (4.41)

For the other vectorfields linear in the coordinates we get
10,(f *as 9) = (20,) %as (°%g) + (€727 f) wos (Dy9),  (4.42)
YOy (f *as 9) = (YOyf) *as 9 + [ *as (y0y9) (4.43)

—500,F) *us (20,9) + 50(aD,f) %0y (D9)
and
¥0s(f as 9) = (YO %as (€737 9) + (€3 ) xus (y0r9) (4.44)
2 000 f) s (0”3 g) - La(20,e ) s (0n0).
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4.5.2 The normal ordered case

Of course we can switch to the -product (3.63) corresponding to normal ordering
by using the transformation (3.65)

p = e 59300y (4.45)

The vectorfields are then mapped to the differential operators by applying (4.34).
For the coordinates we get

5, =pyp =y — %am@x and 6, = prp ' = ze 2%, (4.46)

revealing the derivative nature of multiplication of coordinates from the left. The
derivative in the y-direction stays undeformed

da, = pOyp~ ' = 0y, (4.47)

the derivative in the z-direction becomes
8o, = pOup ! = 2%, (4.48)

We can combine (4.46) and (4.48) to give
0z0, = prOyp ' = prp tpdyp ! = 20,. (4.49)

Note that the deformation ¢ acts trivially on x0,, as it does commute with p. For
the other vectorfields linear in the coordinates we get from (4.46,4.47,4.48)

5m<9y = x@yeféaazg
Sy0, = yay—%axaway, (4.50)

=a0 2 =a0,
dyo, = YOze2 y—Eaxaxw Y.
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Chapter 5

(Gauge theory on curved NC spaces

One hope associated with the application of noncommutative geometry in physics
is a better description of quantized gravity. At least it should be possible to
construct effective actions where traces of this unknown theory remain. If one
believes that quantum gravity is in a sense a quantum field theory, then its ob-
servables are operators on a Hilbert space and therefore elements of an algebra.
Some properties of this algebra should be reflected in the noncommutative geom-
etry the effective actions are constructed on. As the noncommutativity should
be induced by background gravitational fields, the classical limit of the effective
actions should reduce to actions on curved spacetimes [75, 29].

In the canonical case, the gauge theory reduces in the commutative limit to a
theory on flat spacetime. Therefore it is necessary to develop concepts working
with more general algebras, since one would expect that curved backgrounds
are related to algebras with nonconstant commutation relations. We will use
the derivations of x-product algebras we studied in chapter 4 to build covariant
derivatives for noncommutative gauge theory. We will be able to write down a
noncommutative action by linking these derivations to a frame field induced by a
nonconstant metric. In the commutative limit, this action reduces to gauge theory
on a curved manifold. As an example we will again study x-deformed spacetime,
where the action reduces in the commutative limit to scalar electrodynamics on
a manifold with constant curvature.

We will also introduce Seiberg-Witten maps to do noncommutative gauge
theory with arbitrary gauge groups. A proof of the existence of the Seiberg-
Witten-map for an Abelian gauge potential will be given for the formality -
product. We will also give explicit formulas for the Weyl ordered x-product up
to second order.
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5.1 The general formalism

5.1.1 Noncommutative gauge theory

To do gauge theory on the noncommutative spaces equipped with the more com-
plicated x-products of chapter 3, we will try to follow the formalism of the canon-
ical case as much as possible.

Fields in the fundamental representation will again transform as

570 = iAx 0. (5.1)

The commutator of two such gauge transformations should again be a gauge
transformation, i.e we again want

As in the canonical case, this is only possible for gauge groupsU(N). The first
difference to the canonical case occurs when we look at the transformation prop-
erties of a derivative

SA(8i0) = O,(iA 5 W) = i(A) * W + iA % (8;T) +iAOx)T.  (5.3)

The additional term iA(0;x)¥ is in general no longer zero, corresponding to a
nontrivial coproduct of the derivative. If we now want to add a gauge field A; to
the derivative to make it gauge invariant, i.e.

D)V =0;¥ —iA; x VU, (5.4)
the transformation properties of A; also have to offset this new term to get
oA(D; W) =iA % D; V. (5.5)
From this we get
ON(A) * U = A %W + i[A T A;] W + A(O;%) W, (5.6)

which means that the gauge potential can no longer be a function, it has to be
derivative valued. To see this better, we take as an example thex-product (3.64)
for the x-deformed plane. The above formula then reads

Op(Ag) %05 U = (By\) Kgs (67790 ) (5.7)
F((e2%% — 1)A) kg (05 1) + i[A *as A,] ko5 .

To offset the terms coming from the deformed Leibniz rule ford, (where additional
derivatives act on the right hand side), the gauge field A, has to become derivative
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valued. Gauge theory using such derivative valued gauge fields was constructed
in [34, 33, 35|, but we will try a different approach here.

We saw in chapter 2.3 that there is a different formulation for noncommutative
gauge theory in terms of covariant coordinates. So let us see what happens if we
try to gauge the coordinates with a more complicated x-product. We want to
have _

INX;*U) = 0p((zs + A) x0) = iAx X; + 0. (5.8)

Therefore the gauge field A, has to transform as

OpA; = i[A*x] +i[A* A (5.9)

This means that A; is still a function, because the commutator with a coordinate
of course has an undeformed Leibniz rule. But there is a problem with this Ansatz:
the gauge field A; vanishes in the commutative limit. In the canonical case, this
could be solved by defining a new field (1) A;, but this is no longer possible
as the now coordinate dependent #~! would spoil the transformation properties
of the new object.

This is why we introduced derivations dx in chapter 4. They do have both an
undeformed Leibniz rule and a nonvanishing commutative limit. So we introduce
covariant derivations as

DX = 5X — ’iAX, (510)

where X is a Poisson vector field. The gauge field Ax will transform as
IZNAx = dx A +i[A T Ax]. (5.11)
Then, a field strength F'x y can be defined as
—iFxy = [Dx * Dy] = Dixy]., (5.12)

the properties of D and |-, -], making sure that the field strength is function-
valued and transforms covariantly'.

!This can also be expressed in the language of the noncommutative forms introduced in
appendix A.2. Ay is the connection one form evaluated on the vector field X. It transforms
like

IANA=0A+iANA—iANA. (5.13)

The covariant derivative of a field is now
DU =460 —iANTD, (5.14)
and the field strength becomes

F=DA=§A—-iANA. (5.15)
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5.1.2 Seiberg-Witten gauge theory

Up to now, we could only do noncommutative gauge theory for gauge groupsU (n),

just as in the canonical case. We will now show how to implement the concept of
Seiberg-Witten maps [95, 64| into our new setting of covariant derivations to be
able to do gauge theory for general gauge groups.

Just as in the canonical case, the Seiberg-Witten maps for the fields will have
to be enveloping algebra valued, but they will only depend on their commutative
counterparts, therefore preserving the right number of degrees of freedom. Again
we demand that their noncommutative transformation properties are determined
by the transformation properties of the commutative fields they depend on.

Therefore the fields again transform as [63]

5a\11¢[a] = iAa [a] * \Ilw[a], (517)
leading to the same consistency condition for the gauge parameter
10aNg — 105N0 + [Aa 5 A = iA 0 g)- (5.18)
The transformation law for the covariantizer is now
da(Dla](f)) = i[Aala] T Dlal(f)]. (5.19)
The Seiberg-Witten-map can be easily extended to the derivationsdx of the *-
product. The noncommutative covariant derivation Dx|[a] can be written with
the help of a noncommutative gauge potential Ay [a] now depending both on the
commutative gauge potential a and the Poisson vectorfield X
Dxla]Vyla] = 6xVyla] — tAx]a] *x Uylal. (5.20)
It follows that the gauge potential has to transform like

SaAxla] = dxAa[a] + i[Aa[a] * Ax[a]]- (5.21)

We will give explicit formulas for the Seiberg-Witten maps in chapters 5.2 and
5.3.

One easily can show that the field strength is a covariant constant

DF =6F —iAANF =0. (5.16)
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5.1.3 Commutative actions with the frame formalism

To link the noncommutative constructions of the last chapters with commutative
gauge theory, we first want to recall some aspects of classical differential geometry.
Suppose we are working on a n-dimensional manifold M with metric g,,. Then
there are locally n derivatives 0, which form a basis of the tangent space T'M of
the manifold. We can always make a local basis transformation to a frame (or
“non-coordinate basis”)

eq = e/ ()0, (5.22)
(with e,*(z) invertible, i.e. e,''e*, = 6) where the metric is constant
Nab = eauebygm/- (523)

Since forms are dual to vector fields, they may be evaluated on the frame. For
the gauge field we get

a, = a(eq), (5.24)
leading to the covariant derivate
Dy = (Dy)(ea) = eat) — ia¥). (5.25)
The field strength becomes
fab = i[Dq, Dy) — iD([eq, €b)) = €aty — epaq — a([eq, ep]) — i[aq, ap). (5.26)
Locally this means that
ag =e'a,,  Dyp=¢e,D, and  fu = e e fu (5.27)

Using these definitions, the action for gauge theory on a curved manifold can be
written in the two different bases as

1 1
S= _Z/d”x VI facfoa = 4 /d”x VII 9 fupfoos (5.28)

where

V9= \/det () = \/det(eauebynab) = det €%, (5.29)

is the measure function induced by the metric.
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5.1.4 Gauge theory on curved noncommutative spacetime

In order to formulate gauge theory on a curved noncommutative spacetime, we
need a frame e, and a Poisson structure { -, - }, = 709, A0, that are compatible
with each other. Compatibility means that the frame e, commutes with the
Poisson structure { -, - },, i.e.

ea{fv g}P = {eaf, g}p + {f7 eag}pa (530)

and that the measure function /g induced by the metric g,, = e €% nap is also
a measure function for the Poisson manifold, i.e. that we have

0,(/gm") = 0.

We will call the x-product algebra generated by quantizing such a Poisson struc-
ture a curved noncommutative space, as the gauge theory we will define on it in
this chapter will reduce to gauge theory on a curved manifold in the commutative
limit. In appendix A.3 we will propose a method how to find frames commuting
with the Poisson structure in the context of quantum spaces. How to find Poisson
structures compatible with a given frame by a construction based on differential
equations can be found in [97].

For the gauge theory, we saw in chapter 5.1.1 that we can define a covariant
derivative of a field by using a derivation dx

DX‘1;¢ :5X\I’w—iAx*\ij. (531)
With this, a field strength could be defined as
—iFX,y = [DX f Dy] — D[X,Y]*- (532)

The properties of §. and |-, -], ensured that this really is a function and not a
polydifferential operator.

On a curved noncommutative space, we can quantize the framee, with the
map 0 to get derivations of the x-product. These we can use to define our covariant
derivatives. The noncommutative covariant derivative (5.31) and field strength
(5.32) evaluated on the frame e, then read

Do® =D, ® =5, ® —iA,, * P, (5.33)

—iFy = —iFe, e, = [De, ¥ Dey] — Dicg e, - (5.34)

The field strength will transform covariantly under gauge transformations, i.e. we
have
IA(F) =i[A* F. (5.35)
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To make the action gauge invariant, the integral has to have the trace property,
i.e. it has to be invariant under cyclic permutations. For this we need a measure
function €2, which in our case will be the measure function induced by the metric
plus possible higher orders in the noncommutativity (see also chapter 3.6), i.e.
we will have

Q=g+ 0(1). (5.36)
With this, we have a noncommuative gauge action
1
S=—; / A"z Q00 F,, « Fy. (5.37)

that goes in the commutative limit

1 n 17 loa
S — —21 /d 2~/9 9" 9" fupfoo (5.38)
to gauge theory on a curved manifold.

5.1.4.1 Scalars
For the noncommutative version of a scalar Lagrangian
0" Do Dy + m* oo, (5.39)
we also need an involution - of the x-product, i.e.
(fxg)=g= . (5.40)

To make the NC Lagrangian invariant under NC gauge transformations, the NC
gauge parameter A and the NC gauge field Ax have to be invariant under this
involution to get

Sap=(A%¢) =+ A=0TxA (5.41)

and S
(Ax x¢) = ox Ax = dx Ax. (5.42)

For the Weyl-ordered x-product, ordinary complex conjugation still is an involu-
tion, and the hermiticity of the NC gauge parameter A and the NC gauge field Ax
can be checked explicitly on the formulas of the Seiberg-Witten map in chapter
5.2.

Putting everything together, we therefore end up with an action

1 _ _
S = / d"z Q) (—Znabncdﬂm * Fyog + 1" D,y ® % Dy® — m?® x ®). (5.43)
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that is invariant under noncommutative gauge transformations
onS =0 (5.44)

and reduces in the commutative limit
1 _ _
S [ @0 VG100 fuabun + 9" DuDG ~ mG0),  (545)
to scalar electrodynamics on a curved manifold.

5.1.4.2 Spinors

Even though it isn’t clear how to define NC spinors on general curved spacetimes
due to the nontrivial spin-connection, it should still be possible in two dimensions.
There, the spin connection vanishes and the commutative spinor action can be
written as

1 _
Sspinor = 3 / d*x\/gWin®e! (9, —iA, +m)W. (5.46)

Note that with the usual gamma-matrices {v*,7*} = 21 and y* = y%#, we
get {v*,~"} = 2¢". The noncommutative version of (5.46) is easily constructed,
and we get

1 _
S pinor = 5 / 22 QUiy*(6,, — iAe, +m)* W (5.47)

with e, = e~0,, which is invariant under NC gauge transformations and reduces
in the commutative limit to (5.46).

5.1.5 Example: A frame for k-deformed spacetime

In this chapter we will construct a frame for the n-dimensional generalization
of the r-deformed plane studied in chapters 3.7 and 4.5. The relations of this
quantum space? are

[2°,2"] = iaz" for i#0, (5.48)

with a a real number. The Poisson structure for this space is

M = iax'ShSY — iax' 0!y (5.49)

2Compared to the two-dimensional example in (3.7) and (4.5), the coordinatex® corresponds
to  and the coordinates x* correspond to y. A Jambor-Sykora x-product for the n-dimensional
k-deformed space reads e.g.

fxg=m- eiiaziai@)a“f ®g.
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The derivative in the 2%-direction obviously commutes with this Poisson structure,
and we can use it for the frame, settingeg” = d}. For the other directions, we see

that pd; with p = 1/37"'(2)? commutes with the Poisson structure, as we have
pO; et = iapdy oY — iapdl'sy and 70, (pd}) = iapdhoy, (5.50)

giving
PO — 70, pd; + 70, pdl" = 0. (5.51)

For the frame, we can therefore take

€o = O, (5.52)
e; = po;
leading to a commutative metric
g = (da")? + p2((da")? + - + (da")?). (5.53)
We know that we can write
(deh)? + -+ (da" 12 = dp? + p*d2_,, (5.54)

where dQ22_, is the metric of the n — 2 dimensional sphere. Therefore in this new
coordinate system
g = (dx°)? + (dInp)* + dQ?_, (5.55)

and we see that the commutative space is a cross product of a two dimensional
Euclidean space and a n — 2-sphere. Therefore it is a space of constant non-
vanishing curvature. Further

det g = p~ (1 (5.56)
is both the measure function on this curved space and it fulfills

0,(v/det gc) = 0, (5.57)

i.e. it also guarantees the cyclicity of the integral, see chapter 3.6.

We have found a frame compatible with the Poisson structure of k-deformed
spacetime and can therefore construct noncommutative gauge theory on this
space. We will continue this example in chapter 5.2.6, where we will also have
explicit formulas for the SW-maps, writing down an explicit action for the gauge
theory.
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5.2 Explicit formulas for the Seiberg-Witten map

We will now present a consistent solution for the Seiberg-Witten-maps up to
second order for the Weyl ordered x-product and non-abelian gauge transforma-
tions. The solutions have been chosen in such a way that they reproduce the ones
obtained in [63| for the canonical case.

For calculating the Seiberg-Witten maps, we will write the Weyl ordered -
product (3.35) expanded to second order as

frg=fg+ frx1g+ [rg+O(3) (5.58)

with
1 ..
f *1 9= §c”8if 8]9 (559)

and

1 g 1 iy
f *9 g = gcm"c”amaifﬁnajg + ﬁlealCZ] (&n@f@]g — &f@majg) (560)

5.2.1 The gauge parameter
The gauge parameter is equally expanded as

Aula) = Alfa] + Al[a] + A2[a] + O(3) (5.61)

The solution for the gauge transformations is obtained by solving the consistency
condition (5.18) order by order. To zeroth order, we clearly have A [a] = «.
To first order, the consistency condition reads

iéaAé - Zd/BAi + [OQAH + [Ainﬁ] - ZAl ila,8] — —[Oé = 6} (562>

1 ..
= —50” [&a, (936]
A solution to this equation is
Alla] = —icij{aioz, a;}. (5.63)

Note that this solution is not unique. Especially, we could always add terms
solving the homogeneous part of (5.62).
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To second order, the consistency condition reads
i0a A% — i05A% + [, N3] + [AZ, 8] —iN> 1, (5.64)
= o Ayl = [AL % O] - [Ag, Ag] — a2 ]
1 i 1 i
= —ch[aia,ajAé] - §CJ[3iAiaaj5] — [AL, A
1 1

—gcm"c’j [Om0;cx, 0,0; 8] — Ecml&cij([&n@ia, 0;0] — [0sc, 0y, 0;])-

Using the first order term (5.63), we calculate the second order term

Alla] = —|—icijckl<4{&-a,{ak,alaj}}—2i[8i8ka,8jal] (5.65)

32
+2[0;a, [0ic, ag)] — 2i[[a;, ai], [Oscv, ay]]

{0, {aw, lag, @} + {a;, {an, [0, a]}})
+icklﬁlcij ({8104, {ak,a;}} — 2i[0;0ka, aj]>.

5.2.2 Fields in the fundamental representation

In the same way a solution for the field ¥ in the fundamental representation is
obtained by solving equation (5.17). We expand it to second order as

Uyla] = Wi la] + V) la] + ¥i[a] + O(3). (5.66)

The zeroth order is the commutative field, i. e. \112, [a] = 4. To first order, the
equation (5.17) reads

oWy, —iaWy, = ik O + A = %cijaiaaj@z) + A, (5.67)
which is solved using (5.63) to give
! [a] = }lciﬂ' (zzaiajw + aiaﬂp). (5.68)
To second order the equation (5.17) reads
0. U2 —iaWy, = davkgth +iaky W + AL x ) + AL + ALY (5.69)
_ écm"cijamaia, 0,051+ ™Dk (20,000 — Dioddy)

+%Cijai(l6j\lfqlz} + %cij@-/\}l@jlp + ZA;\I’}/} + ZAiw
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Using the solutions to first order (5.63) and (5.68), a solution

\I/i [a] = +3—120ijckl (42@%6]0;@/) — 4a,;a,0;01¢) — 8a;0;a,0,0 (5.70)
+4a;0,a;010 + 4ia;a;a,010 — 4iaga;a; 010
+4diajara; 0 — 40;a,0;01% + 20,0009
—4ia;q;0ra;¢ — 4ia;0pa ) + 4ia;0;ara17
—3a;a;aa) — da;apa;a) — 2aial&kajw>
—l—2—140kl8lcij <22'aj8k0¢77/) + 2i0a,0,7 + 20,a;a;1)

—aya;0;v — 3a;a,0;9 — QiajakaM)

can be calculated for the second order term.

5.2.3 The covariantizer

The covariantizer is expanded as well as

Dla](f) = D°[a](f) + D'[a](f) + D*[a](f) + O(3). (5.71)

We will now solve (5.19) order to order. To zeroth order, we take D to be the
identity, i.e. D%a(f) = f. To first order (5.19) reads

5D () — ilor, D ()] =il ] = 21010, 0, (572
having a solution
Dl[a](f) = z‘cijai@jf. (573)
To second order we get for (5.19)
0aD*(f) = ilo, D*(f)] = ila* fl+ilax D'(f)] (5.74)
+ilAg 5 f]+i[Ag, DY(/))
= <" 00,00, 0,0, f
)
12 .
#5000, D' (] + G DAL O, f] + 1AL D).

+5M 0 (00,0, 05 f] — [Bicv, 0,03 f])

with a solution

D?[a)(f) = —l—%cijckl( — 2{a;, 0;a,}O1f + {a;, Oxa; YO, f (5.75)



5 Gauge theory on curved NC spaces 55

+i{a, [aj, )}, f — {ai, ak}ajalf)

1 . .
+Z—lc”0;c]k{ai, ak}ﬁjf.

5.2.4 The gauge field

Finally we want to calculate a SW-map for the gauge potential Ax evaluated on
a Poisson vector field X. Again we expand it as

Ax[a] = A% [a] + AL [a] + A% [a] + O(3). (5.76)

Expanding the equation (5.21) as well, we see that to zeroth order it is solved by
A% la] = X™a,. To first order it reads

SaAy —ila, AY] = X'OAL+ dxa +ila* X"a,] +i[AL, X a,]  (5.77)

— X9AL 4 %cif B, 0;(X"an)] + i[AL, X ay).
Using [X, c]s = 0, we can calculate a solution
Aﬁf [CL] = %cle”{ak, oia, + fln} + icklalX”{ak, an}, (578)

where f;; = 0;a; — 0ja; — i[a;, a;] is the commutative field strength.
The equation to second order is

6aA% —ila, A%] = X'O;AZ + 63 AL + Sxa +i[AL, AX] +i[AZ, X"a,] (5.79)
+ifa %2 X"a,] +ifa g Ax] +[AL % X"a,]
= X'ONL + 0y A, +i[Ag, Ax] +i[AZ, X ay).
+%cmnciﬂ‘ Omdicr, 0,0 (X"a)]
+écmlalc“([amaia, 0:(X"an)] — [0icr, O (X" ay)])
+%cﬁ B, 9;AL] + %cij 9:AL, 0;(X"an)]
1

. . 1 . .
—Eclkﬁkclmé?l@m)(j@iaja + ﬂclkclmal@Xjﬁkﬁm@ja

The second order solution for the NC gauge potential is

1 .
A%la] = —|—3—2cklc’]X”( — 41[0x0;an, 01a;] + 2i[0x0na;, O] (5.80)

—4{ag,{a;,0; fin}} — 2[[Oki, ar], Oia;] + 4{01an, {Oiax, a;}}
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—Mag, { fu, fin}} + i{0nay, {a, lai, ax]}}
+i{ai, {ax, [Onaz, ]} } — 4i[[a;, @, [ax, O;a,]]
+2i[[a;, @), [ag, Onajl] + {ai, {a, [a, [a;, an)] }}

—{ar, {{ar, ail, [aj, an)}} — [lai, ai], [, [a;, an]]])
+3i20klcij X" <2¢[akai, O] + 2i[an, Oyan)
+2i[0;a,, Ojay, — Opay] + 4{an, {a;, Ora;}}
—|—4{ak, {CLi, Ona; — alan}} - Qi{aky {aia [anv a’l]}}
+ifar, {ar lan, @]} + i{an, {an, a5, i}

1 L
—i-ﬂcklc”&@jX" <5’iakan — 2i[a;, Opay] — {an, {ax, ai}}>
1 g
510X (20las, hDian] + 20l0ha, fu
_{ajan’ {ak7 al}} + 2{0@, {ak> fn]}})

1 y
ﬂcklalCUann< - 4i[ai, ak:an] + Qi[ak, aian] - {am {ak, @i}}>

1 -
—Eckl&c”aj@k)("aian + 0(3)

_|_

5.2.5 Field strength, covariant derivative and action

We will now use the Seiberg-Witten maps of the preceding chapters to calculate
actions for noncommutative gauge theory to first order. We start with calculating
the field strength (5.32). It is

Fo, = F(Xe,Xo) = [Dx, 7 Dx,] — Dix,.x,). (5.81)

= XoXpfu+ 5 {ai, 0;( X3 X, fia)}
{
2

The covariant derivative is
Daq):DXaCI) = 5Xaq)_iAXa*<D (582)
= X'Dpo+ §X§ fric?D;¢

ij L,
+- I XEX fir, i} + ZLCJX!;X;Z){% laj, ful} + O(2).

+%c”ai8j (X*Dyo) + Z—lc”aianka¢ + O(2).

Using partial integration and the trace property of the integral, i.e. 9,(Q2c*) = 0,
we can calculate



5 Gauge theory on curved NC spaces 57

Sgauge = / A"z Q™1 Foe x Fia (5.83)
= /d”an“andXé‘Xc”XfXwafpo
b [t (e o [0,(XEX ) XX )
O XEXEXEXT s i )} = I XEXEXEXG st o
XXX 03 Fp0) + 5CIXEXEXEX s Lo 1)

+0(2),

where we haven’t done the trace over the gauge representation jet. Doing this
now, the action for the gauge particles is

1
Sgauge - _ZtT(Sgauge) (584)

_ /dnxQnabnchngXch‘;( — it?“(fw,fpg)
_écl]tr(fijfuufpa) - §Cl]t7ﬂ(fuvfj0fpi)> +0(2).

With ¢7 = —c we get

Secalar = / d"z QnD,® « D,® (5.85)
[ e (Xixy D000

e IR Db D6+ £ XX D6 Dy
+%&J’7§X§DT<;5 fijD,,d)) +0O(2)

for the scalar fields.

5.2.6 Example: A NC action on x-deformed spacetime

Now we continue our example from chapter 5.1.5. There, we had already con-
structed a frame

e = o (5.86)
el = pot (5.87)

S
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with p = v/x;2* compatible with the Poisson structure
M = iadlérx' — iady ot (5.88)
These we can plug into our solution of the Seiberg-Witten map and get

A = A+ in{aox, a;} — %xi{@)\, ao} + O(a?),

Dyla] = ¢ — g:ciaoai(b + %xiaiagqﬁ + %xi [ao, ai]¢ + O(a?),
AXO = Qg — %l‘i{ao, aiao + flo} + %xi{ai, 80&0} + O(a2), (589)

a a
Ax; = paj = gplag,a} — Jpa'{ao, ia; + fis}

—i—%pmi{ai, doaj + foj} + O(a?),
ox, = X}0,+0(a®).
The measure function induced by the frame (5.86,5.87) was
Q=p = /5, (5.90)

also guaranteeing the cyclicity of the integral. With this measure function the
actions become

Sy = 5 [ @20 T fsfo) (5.91)
_411 / d'z p" "0 " Tr( fuifiy)
—g / d"z p* " "0 2 Tr(fop foi fos)
—I—Z /d4$ P P Tr(fop fui fi)
_g /d% p° P Tr(fip{ fris fio}) + O(a?)
and
Suar = [ @2 0¥DeDy0 + [ @ g0 DidD0 (5.92)
—g/d”xpg_"nklxiD_mfloDi¢+g/dn% p* """’ Dy¢ f1; Do
—g/dn$03_nnkl$iD_ﬂ5floDk¢+g/dnfﬁﬂg_nﬁklxiD_(@quw

~a [ @ e DD+ O(a?)
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In the commutative limit a — 0 the action reduces to scalar electrodynamics on
a manifold with constant curvature.

5.3 Construction of the Seiberg-Witten maps to
all orders

For explicit calculations, the Weyl ordered x-product is the best choice, but it
is only known to second order. For calculations to all orders, we can use the
formality *-product, which also comes with strong mathematical tools we can
use for the construction of the Seiberg-Witten maps. We already saw how to
construct derivations for the formality x-product in chapter (4.3). We can use
them to formulate NC gauge theory on any Poisson manifold. To relate the NC
theory to commutative gauge theory, we need the Seiberg-Witten maps for the
formality x-product. In [65] and [66] the SW maps for the NC gauge parameter
and the covariantizer were already constructed to all orders inf. We will extend
the method developed there to the SW map for covariant derivations.

5.3.1 Formality

We saw in chapter 3.4 that the formality x-product can be constructed using the
maps U, from the polyvectorfields to the polydifferential operators as

[e.o]

f*g:Z%Un(w, (. 9). (5.93)

n=0

With these maps, we already introduced the special polydifferential operators

P(a) =

(5.94)

[~]e
£)

[ | =
=

=

L

A

2

3
Il
—

WE

\11(0[1, 062) =

(n_Q)‘Un(Oél,OéQ,ﬂ',...,ﬂ') (5.95)

[|
I\

n

in chapter 4.3. For the construction of the Seiberg-Witten maps, we will need
some additional relations, which we calculate using the formality condition (3.44).

For ¢ a function, X and Y vectorfields and 7 and o bivectorfields we see that
both ®(g) and ¥(X,Y') are functions and we go on to calculate

x+le = @([m,7s), (5.96)
[@(f). e = —2([f,7]s), (5.97)
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[0x,%la = (X, 7]s), (5.98)
[0x,0v]e + [V(X,Y),He = dxyis (5.99)
+V([m, Y]s, X) = ¥([m, X]s,Y),
[®(0), ®(9)lc + [¥(0,9),%lc = —dogs (5.100)
—U([m, gls,0) = ¥([r,0]s,9),
0x, 2(9)lc = o([X,4ls) (5.101)

—([m, gls, X) = ¥([m, X]s, 9)-

If 7 is a Poisson tensor, i. e. [r,7]s = 0 and if X and Y are Poisson vector fields,
i. e. [X,7]s = [Y,7]s =0, the relations (5.96) to (5.99) become

fx(gxh) = (fxg)*h, (5.102)

om;(9) = —[®(f) gl (5.103)

ox(fxg) = ox(f)*xg+[f*dx(9), (5.104)

(9, 0v] = G )(9) = [W(X,Y) g (5.105)

when evaluated on functions. [-, -] are now ordinary commutator brackets.

defines an associative product, the Hamiltonian vector fields are mapped to inner
derivations and Poisson vector fields are mapped to outer derivations of thex-
product.

5.3.2 Semi-classical construction

We will first do the construction in the semi-classical limit, where the star com-
mutator is replaced by the Poisson bracket. As in [65] and [66], we define, with
the help of the Poisson tensor § = 109, A 0,

do = —[-, 0] (5.106)

and (locally) )
Ay — QZ](LJ&. (5107)

Note that the bracket used in the definition of dy is not the Schouten-Nijenhuis
bracket (A.1.1). For polyvectorfields m; and 9 it is

[y, 7o) = —[m2, m]s, (5.108)

giving an extra minus sign for m; and m2 both even (see B.2.2). Especially, we get
for dy acting on a function g

dog = —[g,0] = [g,06]s = 0"0,90%. (5.109)
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Now a parameter t and t-dependent 6; = %Qflﬁk A Oy and X; = XFO,, are intro-
duced, fulfilling

00y = fo = —0:f0; and 0, X; = —X,f0,, (5.110)

where the multiplication is understood as ordinary matrix multiplication, e.g.
(0:10,) = egkfme,{”. Given the Poisson tensor § and the Poisson vectorfield X,
the formal solutions are

=0 (~t f0)" ekl 0% f,67 + . )0k A O, (5.111)
n=0
and
Xy =X (=t fO)" = X" —tX" f;07%0p + ... (5.112)

0, is still a Poisson tensor and X; is still a Poisson vectorfield, i.e.

[9,5, Ht] =0 and [Xt, et] =0. (5113)

For the proof see B.1.
With this we calculate

fg = @9,5 = —Qtfet = —[ag, 0] = dga,g. (5114)
We now get the following commutation relations
[a@ + at7 d9t (g>] = d9t<<a9t + 815)(9))? <5115)
lag, + 01, X)) = —do, (X[ ar), (5.116)
where ¢ is some function which might also depend ont (see B.2.1).

To construct the Seiberg-Witten map for the gauge potential Ax, we first
define

=3 o

With this, the semi-classical gauge parameter reads |65, 66]

(aa, +0)" (5.117)

Ala] = K (\) (5.118)

=0
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To see that this has indeed the right transformation properties under gauge trans-
formations, we first note that the transformation properties ofay, and XFa; are

5>\a9t == Qfl(?l)\ak == d9t>\ (5119)
and
Sx(XFay) = XFopA = [ Xy, ). (5.120)

Using (5.119,5.120) and the commutation relations (5.115,5.116), a rather tedious
calculation (see B.3) shows that

K (XFay) = XFORK,(N) + do, (K (M) K (XFay,). (5.121)

Therefore, the semi-classical gauge potential is

Axla] = K(XFar)| . (5.122)

t=0

5.3.3 Quantum construction

We can now use the Kontsevich formality map to quantize the semi-classical con-
struction. All the semi-classical expressions can be mapped to their counterparts
in the x-product formalism without loosing the properties necessary for the con-
struction. One higher order term will appear, fixing the transformation properties
for the quantum objects.

The x-product we will use is

=1
k= =Un(br, ..., 0). (5.123)
n!
n=0
We define
dy = —[,%a , (5.124)

which for functions f and ¢ reads

di(g) f=[f 7 gl (5.125)

The bracket used in the definition of d, is the Gerstenhaber bracket (A.1.2). We
now calculate the commutators (5.115) and (5.116) in the new setting (see B.2.2).
We get

[©(ag,) + 0, du(®(9))] = du((P(as,) + 9:)P(g)), (5.126)
[®(ag,) + 0, ®(X,)] = —d(P(XFar) — V(ag,, X})). (5.127)
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The higher order term W(ay,, X;) has appeared, but looking at the gauge trans-
formation properties of the quantum objects we see that it is actually necessary.
We get,

nD(ag,) = P(dy,\) = d,P(N) (5.128)

with (5.104) and (5.119) and
S\ ®(XFay) — V(ag, Xi)) = ([ Xy, A]) — U(do), X) (5.129)
= [2(Xy), ®(N)] = W([0;, ], Xi)
FW([0:, X, A) — W(doA, Xy)
= [2(Xy), 2(N)]
= 0x,P(N),

where the addition of the new term preserves the correct transformation property.
With

Kﬁzg;aﬁfm«w%»+@v, (5.130)

a calculation analogous to the semi-classical case gives

S (K (@(XFar) — Wlag, X)) = 0x K7 (B(N) (5.131)
L (B (®(N) K (®(XEar) — W(ag,, X,).

As in [65, 66|, the NC gauge parameter is

Mla] = K7 (@()] . (5.132)
and we therefore get for the NC gauge potential
Axla] = K} (®(XFar) — V(ag,, X;)) . (5.133)

transforming with

(SAAX = (SXA)\ - [A)\ f AX] <5134)
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Chapter 6

Covariant coordinates

While we can only construct actions for noncommutative gauge theory if we have
a frame commuting with the Poisson structure, covariant coordinates can always
be defined. Therefore we can still extract information from the noncommutative
gauge theory, even if we do not have the complete picture. We will use these
covariant coordinates to generalize the open Wilson lines of chapter 2.5. In [90]
these were used to give an exact formula for the inverse Seiberg-Witten map. We
will generalize this construction for general x-products with invertible Poisson
structure 6%,

6.1 Wilson lines and observables

As we saw in chapter 5.1.1, multiplication with a coordinate from the left is not
a covariant operation. For this, we can define covariant coordinates

Xi=g"+ A (6.1)
for which we want
OA(X % W) =Gz ((2" + A) % U) = iA % X' % U, (6.2)
Therefore the gauge field A* has to transform as
SAA" = d[A * 2] 4 i[A * A (6.3)

Even though the gauge field A® vanishes in the commutative limit, its Seiberg-
Witten map can nevertheless be calculated [65]. It starts with

A" =0a; + O(2). (6.4)
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We can use the covariant coordinates to construct noncommutative Wilson lines.
As in the canonical case we can start with

W, = X' et (6.5)
where x is now an arbitrary x-product. The transformation property of W; is now
W/ (z) = g(x) * Wi(z) x g~ (Tix), (6.6)

where

jo_ilat j —il;at
Tix? = el %l % e (6.7)

is an inner automorphism of the algebra, which can be interpreted as a quantized
coordinate transformation. Note that thee,*" do not close to a group for 6% (x)
at least quadratic in the ’s. Therefore it is not clear how to generalize NC Wilson
lines for arbitrary curves as in [59]. If we replace commutators by Poisson brackets,
the semi-classical limit of these coordinate transformations may be calculated

Tyak = il ph o o~lile'} g — =100 gk (6.8)
the formula becoming exact for % constant or linear in z. We see that the semi-
classical coordinate transformation is the flow induced by the Hamiltonian vector
field —1,679;. At the end we may expand W in terms of 6 and get

I/V'l _ e—ilieijaj + O<92)7 (69)

where we have replaced A" by its Seiberg-Witten expansion. We see that for
[ small this really is a Wilson line starting at x and ending at = — [f. For a
given *-product, the higher order corrections to this expression can in principle
be calculated. Note that this expression would also depend on the specific choice
of the Seiberg-Witten-map of the covariant coordinates.

If we have a measure function Q(x) for our x-product with 9;(20%) = 0, we
can use the trace property of the integral (see chapter 3.6) to generalize the open
Wilson lines of chapter 2.5. They read

U = /d2"x Q) Wy(z) * i = /dan Q(z) i X'@ (6.10)

and are again gauge invariant objects. Of course, we can again insert a function
f depending only on the covariant coordinates

fi= / 4z Q(z) f(X7) % X @) (6.11)

without spoiling the gauge invariance.
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6.2 Inverse Seiberg-Witten-map

As an application of the above constructed observables we generalize [90] to arbi-
trary x-products, i. e. we give a formula for the inverse Seiberg-Witten map for
*-products with invertible Poisson structure. In order to map noncommutative
gauge theory to its commutative counterpart, we need a functional f;;[X] fulfilling

df =0 (6.13)
and

f is a gauge covariant field strength and reduces in the limitd — 0 to the correct
expression.

To prove the first and the second property we will only use the algebra prop-
erties of the x-product and the cyclicity of the trace. All quantities with a hat
will be elements of an algebra. With this let X' be covariant coordinates in an
algebra, transforming under gauge transformations like

X" =gXig! (6.15)
with ¢ an invertible element of the algebra. Now define
F9 = —i[ X, X7] (6.16)

and 1
(anl) o Filiz L FA’iQn—3i2n—2' (617)

ij = €ijirig--ion_
J 2”_1(71—1)! J112° 120 —2

Note that the space is 2n dimensional. Using the the symmetrized trace str, i.e.

1! N
ar (FqX’"—i— (6.18)

SITp % (F"X ) e

all other possible permutations of ¢ F’s and r X's )

see also [90], the expression

Filk) = strp g (7)) (6.19)
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clearly fulfills the first property due to the properties of the trace. Note that
symmetrization is only necessary for space dimension bigger than 4 due to the
cyclicity of the trace. In dimensions 2 and 4 we may replace str by the ordinary
trace tr. F;;(k) is the Fourier transform of a closed form if

kiiFjn = 0 (6.20)
or if the current
Jirian—a _ StTF’X <F[i1i2 . Fi2n73i2n72]6ik]‘ﬁ‘j> (621)
is conserved, respectively '
k;J" = 0. (6.22)
This is easy to show, if one uses
Strp ¢ ([k:X XYl X .. ) (6.23)

= slry g ([Xl,eiwj] - ) = slry ¢ <€iwj X' -]) ,

which can be calculated by simple algebra.
To prove that F has the right commutative limit, we have to switch to the
x-product formalism and expand the formula in 6. The expression (6.19) now

becomes 2 |
FIXs() = [ s (P2 w et

The expression in brackets has to be symmetrized in ¥ and X* for n > 2. Up
to second order in 8%, the commutator F/ of two covariant coordinates is

)SymFX . (6.24)

FU = —i[X"5 X9 = 09 — 0™ fu0Y — 09,67 0y, + O(3) (6.25)
with f;; = 0;a; — 0;a; the ordinary field strength. Furthermore we have
ek X' = ¢k (1 4 k0 a,) + O(2). (6.26)

If we choose an antisymmetric x-product, the symmetrization will annihilate all
the first order terms of the x-products between the F'¥ and X*, and therefore we
get

~FIX]y (k) (6:27)
= —2n/ - (%’9”71 — (n—1)e;;0" 2010

egn
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—eklal(eijenfl)@ ekt 4 O(1)

2n
= —277,/ ™ <€ij0n71 — (Tl — 1)6@'9”726](.9

eon

1 st
—5es0" " fuf) e 4 0(1)

€i;0"20 10

— g (9; + 2n(n — 1)

1 ki
_592‘;1]0]{[6“)62]{:# + 0(1)’

using partial integration and 9;(e6™0%) = 0. To simplify notation we introduced

.. n—1 _ . . . 7:1.7'1 e infljnfl
67‘.78 - EZ]Z1]1---1n71]n,16 6 etC

In the last line we have used

O A P 7
" Pf(0) egn
We will now have a closer look at the second term, noting that
€020 f0 1 1
g v — __eflekr rsesl - _ Tsers
egn on / an

and therefore 672 f6 g1
€;0"” _ &0 rs B
60” =a E@n frse + bfzg

with a + b = —%. Taking e. g. i = 1,7 = 2 we see that

612“.kl9n726kr‘frsesl — 612...]{19”72(9’6192[ o 6k261l>f12

+terms without fi».

(6.28)

(6.29)

(6.30)

(6.31)

(6.32)

Especially there are no terms involving f120'% and we get for the two terms on

the right hand side of (6.31)
2&612(9”71](.12(912 = —2nb6129129"*1f12

and therefore b = —=. This has the solution

1
- and b= ————.
T M 2n(n — 1)

With the resulting

€0 20f0 1
2n(n _ 1)360Tf = §9ij1fklekl + fij

(6.33)

(6.34)

(6.35)



70 6 Covariant coordinates

we finally get
—F[X)i;(k) = / &z (05" + fi) €™+ 0(1). (6.36)

Therefore
f1X1ij = FIXi; (k) — Flali; (k) (6.37)

is a closed form that reduces in the commutative limit to the commutative Abelian
field strength. We have found an expression for the inverse Seiberg-Witten map.



71

Part 11

Matrix model approach
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Though *-products are a convenient tool for studying noncommutativity, their
strength lies mainly in the perturbative regime. For other purposes, especially
nonperturbative ones, a different approach using a different representation of the
algebra of functions on noncommutative space is better suited.

If we take the simple example of a noncommutative plane with canonical
noncommutativity

[, y] = it), (6.38)

we see immediately that this is nothing but the Heisenberg algebra, for which
we can use the well known Fock-space representation. In2n dimensions, we can
use n such pairs of coordinates which upon complexification become creation and
annihilation operators on the Fock-space. Using this approach, it was possible
to study many nonperturbative features of noncommutative field theory such as
solitons and instantons (see e.g. [37] for references).

We will call this approach matrix model approach, as the gauge theory can be
described as a matrix model having the noncommutative space as its ground state,
the fluctuations creating the gauge theory. But noncommutative spacetime with
canonical commutation relations has to be represented on an infinite-dimensional
vectorspace, leading to a number of problems. First of all, there are the well
known divergencies of noncommutative gauge theory. Then, the rank of the
gauge group can’t be fixed in this model [37]. Therefore we are looking for spaces
that can be represented as finite-dimensional matrix algebras, where everything
is well defined. The space on which we will base our constructions will be the
fuzzy sphere [73|, an N-dimensional matrix algebra corresponding to a truncation
of the spherical harmonics on the sphere at angular momentum N — 1. To go
to 4 dimensions, we will use the product of two such fuzzy spheres 5% x S%,
generated by N2-dimensional matrices. In one limit, this fuzzy space goes over
to the product of two commutative spheres, but in a different limit, it also goes
to noncommutative R* with canonical commutation relations. Our interest will
therefore be twofold: On one hand we will study gauge theory on this fuzzy
space as the deformation of commutative gauge theory, on the other hand as a
regularization of gauge theory on Rj.
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Chapter 7

The canonical case

Before we study gauge theory on a finite-dimensional fuzzy space, we first want
to present the usual matrix model approach to noncommutative gauge theory on
R3. After a quick look at the infinite-dimensional Fock-space representation of
R3, we will show how gauge theory can be formulated as a matrix model with
ground state Rj. The fluctuations around this ground state will create the gauge
theory. Finally we will have a look at a certain class of instantons, the so called
fluxon solutions.

7.1 The Heisenberg algebra
In two dimensions, the coordinate algebra with canonical deformation
[z, y] = 0 (7.1)

is nothing but the well known Heisenberg algebra. But now the noncommuta-
tivity isn’t between the coordinates and momenta, but between the coordinates
themselves. Of course we can use the usual Fock space representation for this
algebra by first defining

Tyi=x iy (7.2)
with
[y, 2] = 26. (7.3)
The Fock space is given by
H = {|n), neNp}, (7.4)

where the creator and annihilator operators act as

_n) =V20vn+1n+1),  x.|n) = V20/nln —1). (7.5)
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This can be generalized to higher dimensions. Any 2n-dimensional algebra with
canonical commutation relations can by suitable rotations be brought into a form
where it consists of n pairs of noncommuting variables (7.1). As we will mostly
be concerned with the 4-dimensional case in the following, we will present it here
in more detail.

The most general noncommutative R} is generated by coordinates subject to

the commutation relations
[T, 1] = 10, (7.6)

where p,v € {1,...,4}. Using suitable rotations, 6, can always be cast into the

form
0 b9 0 0

—612 0 0 0
0 0 0 0O
0 0 —0s O

To simplify the following formulas, we restrict our discussion from now on to the
selfdual case

0, = (7.7)

1
ewj = §€ngepg (78)
and denote
0 = 912 == 634; (79)

the generalizations to the antiselfdual and the general case are obvious. In terms
of the complex coordinates
Tar = X1 T 0Ty , Typ:= T3 T ixy, (7.10)
the commutation relations (7.6) take the form
[Tia, T p] =200y, [Tia,Tip] = [T_0, 2] =0, (7.11)

where a,b € {L, R}. The Fock-space representation H of (7.11) has the standard

basis
H = {|n1,n2), mn1,n2 € Ny}, (7.12)

with

r_r|ni,na) = V20y/ni+1ni+1,n9), xyp|ng,na) = vV20/ni|ng—1,n9)
ZL'_R|TZ1, TLQ> =V 29\/n2+1|n1, n2+1>, $+R|TL1, 7l2> =V 29\/n2|n1, ’I’L2—1> .
(7.13)
The derivatives on this space are inner, i.e. they are produced by the commutator
with a coordinate
—i0"0, = [-,z"], (7.14)

just as in the x-product formalism.
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7.2 Noncommutative gauge theory

We can introduce gauge theory by using a matrix action

B (27)?
2g°%62

tr ([X,,, X,] —i0,,)% (7.15)

where the X, are infinite-dimensional matrices, and the trace is over the Fock
space (7.12). The action is obviously constructed in such a way as to have the
Fock-space representation of R} as its ground state. As we want the action to be
invariant under unitary transformations

X, — U'X,U, (7.16)
we get fluctuations A, around the ground state x,, as
X, =x,+A,. (7.17)

The fluctuations A, are understood as infinite-dimensional matrices acting on the
Fock space (7.12) as well. They have to transform as

A, — UMz, U +UTAU (7.18)

to make the X, gauge covariant. Remembering that the commutator with a co-
ordinate produces a derivative, we recognize the correct transformation behavior
for the gauge field. The gauge covariant field strength then reads

iFu = (X0, X)) —i0,) = [x,, A — (2, A] + [Au, A (7.19)
and the action (7.15) reads

(2m)”

5= 000

tr(Fy ). (7.20)

To bring the action into a form where it resembles more the creator and annihilator
representation, we can also use the complex covariant coordinates X,
Xep=X1£:iXy |, Xip=X3+1X, (7.21)
and the corresponding field strength
Foap = [Xaa Xpo] — 20080 (7.22)

with a,b € {L, R} and o, 8 € {+,—}. The action (7.15) can now be written in
the form

- 292 trZFJra ~afta—a ZF+a+bF—a —b (7.23)
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and the equations of motion are given by

Z[Xoaaa (Faa,ﬁb)w =0. (724)

a,o

We now want to discuss a peculiar feature of this formulation of noncommuta-
tive gauge theory. Even though we did construct our action forU(1), it actually
contains sectors for every rank of the gauge group U(n)! This is related to the
fact that in noncommutative gauge theories, the gauge group also contains trans-
formations acting on spacetime itself. As the size of the matrices X, isn’t fixed
(they are infinite-dimensional operators), we can’t seperate the gauge part of the
unitary transformations from the spacetime part. This can be seen as follows: If
we have
X, =z, (7.25)

as a ground state of the theory, then of course

; (wu O
X, = < 0 x, ) (7.26)
is equally a ground state. In fact, the direct sum ofn solutions z,, of the equations
of motion will again be a solution. As the covariant coordinates X,, = z, + A,
corresponding to the ground state (7.25) produce aU(1) theory, any such ground
state X, = 7, ® l,x, can be viewed as the ground state of a U(n) gauge theory,
where the gauge degrees of freedom act on the right hand side of the tensor
product. The corresponding covariant coordinate can then be written as

X! =2, ® Lyen + Ay T, (7.27)

with the 7% are generalized Gellman matrices for U(n), producing a U(n) gauge
theory. So the matrix action (7.15) cannot be restricted to one gauge group, it
contains sectors with all U(n). As we will see in chapter 10, this problem can be
fixed in a regularized theory.

7.3 U(1) instantons on R

We will for the moment stick to the U(1)-sector of the theory and look for solutions
of the equations of motion (7.24) which can be understood as instantons of the
gauge theory.
On noncommutative R2, all U(1)-instantons were constructed and classified in
[50]. They can be interpreted as localized flux solutions, sometimes called fluxons.
The situation on R} is more complicated, and there are different types of non-
trivial U(1) instanton solutions on Rj. Assuming that 6, is self-dual, there are
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two types of instantons: first, there exist straightforward generalizations of the
two-dimensional localized fluxon solutions with self-dual field strength. As in the
two-dimensional case, we will refer to these 4-dimensional solutions as fluxons.

There are other types of U(1) instantons on Ry, which were found through a
noncommutative version of the ADHM equations [88, 41, 27, 55, 61|, in particular
anti-selfdual instantons which are much less localized than the fluxon solutions.
However, we will concentrate on the generalizations of |50, as they will become
important for us in chapter 10.

For the construction of the fluxons, let us consider a finite dimensional sub-
vectorspace V,, of the Fock-space H of dimension n spanned by a finite set of
vectors |ny,ng) € H,

We introduce a partial isometry' S mapping H to H \ V, , which has
sts =1, (7.29)
sst = 1-p, (7.30)

with the projection operator onto the subspaceV,,

n

by, = Z i Jie) (i - (7.31)
k=1

Following [50] one then finds solutions to the equations of motion given by

X(+nL) = Sz ST+ Z’Y}f\%jk)@k,jk\ (7.32)
k=1

X% = SwiaSt+ Z’Y}?|ik,jk><ikajk| ; (7.33)
k=1

and X" = (XJ(:Z))T Here 7" € C determine the position of the fluxons. The
field strength F),, for this solution is

Fu =P, 6, (7.34)

In particular, the action corresponding to the instanton solution (7.32,7.33) is
proportional to the dimension of the subspace V,,

" 872 872
S[x{)) = 7 6P) =7 n

'Tf we index the basis of H as |ix, ji) with k € N and assume that V is spanned by the first
n vectors (which we can always get by using a suitable unitary transformation),S can be given
by S lik, jk) = liktns Jrin)-

2Note that [X "), x (W) = (X", x")] = (x ), x™) =[x, x")) =0

(7.35)
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Since they can be interpreted as localized flux, these U (1)-instanton solutions for
R} are called fluxons. The localization can be seen as follows: recall [42] that
the above projection operators can be represented on the space of commutative
functions (using a normal-ordering prescription) as

|k1 k2><k’1 k‘Q‘ o 1 (J}_L )k1(aj‘+L )k1<x_R )kQ(x-i-R erinrL;;fL 7Z+1«;§7R
R A N TN .
7.36

Hence the above field strengths F,, = P,, 0,,, are superpositions of Gauss-functions
which are localized in a region in space of size V0.
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Chapter 8

Fuzzy spaces

In this chapter we will present a 4-dimensional noncommutative space that has
the advantage of having finite dimensional representations. Therefore, the gauge
theory we will construct on it in chapter 9 will be well defined and all calculations
will become finite. Using this space we will be able to regularize bothRj} itself in
chapter 8.3 and gauge theory on R} in chapter 10.

8.1 The fuzzy sphere S%;

We start by recalling the definition of a 2-dimensional space, the fuzzy sphere
introduced in |73]. The algebra of functions on the fuzzy sphere is the finite alge-
bra S%, generated by Hermitian operators x; = (1, z2, x3) satisfying the defining
relations

[.I'Z',IL']’] = iANEijk.%'k, (81)
x} + 25 + 75 = R%

They are obtained from the N-dimensional representation of su(2) with generators
Ai (i =1,2,3) and commutation relations

& N2 -1
[)\i, )\]] = ieijk)\ka Z )\1)\1 = 4 (83)
=1
(see Appendix C.1) by identifying
2R

The noncommutativity parameter Ay is of dimension length. The algebra of
functions S% therefore coincides with the simple matrix algebra Mat(N,C). The
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normalized integral of a function f € S% is given by the trace

At R?
[ 1= (8.5)

The functions on the fuzzy sphere can be mapped to functions on the commutative
sphere S? using the decomposition into harmonics under the action

Jif =[N, f] (8.6)

of the rotation group SU(2). One obtains analogs of the spherical harmonics up
to a maximal angular momentum N — 1. Therefore S% is a regularization of
S? with a UV cutoff, and the commutative sphere S? is recovered in the limit
N — oco. Note also that for the standard representation (C.2), entries in the
upper-left block of the matrices correspond to functions localized at z3 = R.
In particular, the fuzzy delta-function at the “north pole” is given by a suitably
normalized projector of rank 1,

5(2)Np(x)

= 8.7

4 R? | (87)
where \¥> is the highest weight state with maximal eigenvalue of A3. Delta-
functions with arbitrary localization are obtained by rotating (8.7).

8.2 Sy xS%,

The simplest 4-dimensional generalization of the above is the productS}, x 53, of
2 such fuzzy spheres, with generally independent parameters Ny r. It is generated
by a double set of representations of su(2) commuting with each other, i. e. by
MR satisfying

AT =0

for 2,7 = 1,2, 3, and Casimirs

3 3
N? -1 N2z —1
Y AN = L4 , Y AN = RT' (8.9)
=1 =1

This can be realized as a tensor product of 2 fuzzy sphere algebras

Moo= N ® Iypung, (8.10)

)

)\ZR = 1NLXNL ®A’L7 (811)



8 Fuzzy spaces 83

hence as algebra we have 53,

x %, = Mat(N, C) where

The normalized coordinate functions are given by

2R
o = LA YU WU S T

This space! can be viewed as regularization of S? x S? C R’ and admits the
symmetry group SU(2), x SU(2)r € SO(6). The generators =" should be
viewed as coordinates in an embedding space R®. The normalized integral of a
function f € S%, x S, is now given by

16m2R* V
| = = ), (5.14)

2 2
SNL xS%

where we define the volume V := 1672R*. We will mainly consider N;, = N in
the following.

8.3 The limit to the canonical case R

It is well-known [28] that if a fuzzy sphere is blown up near a given point, it
can be used to obtain a (compactified) noncommutative plane with canonical
commutation relations: Consider the tangential coordinatesz; o near the north
pole z3 = R. Setting

R?* = N0/2, (8.15)

they satisfy the commutation relations

(21, 29] = i%xg = i%wRQ—x%—x% = il + O(1/N). (8.16)

Therefore in the double scaling limit with N, R — oo keeping 0 fixed, we recover?
the commutation relation of the canonical case,

[x1, 2] = 6 (8.17)

'In principle one could also introduce different radii R“% for the 2 spheres, but for simplicity
we will keep only one scale parameter R (and sometimes we will set R = 1).

20ne could be more sophisticated and use the stereographic projections as in [28], which
leads essentially to the same results.
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up to corrections of order <. Similarly, starting with 53, x S%, and setting
R? = NpgOr.r/2, (8.18)

we obtain in the large Ni, Ng limit

[xf,xf] = ieijGL, [:Ef‘,xf]:ieij@R, (8.19)
bl = o

This is the most general form of R} with coordinates (1, ..., z4) = (2, 2%, 21t &)

(after a suitable orthogonal transformation). The integral of a function f(z) then
becomes

/ F(2) = 4520, 0ptx(f / fa (8.20)

2 2
S% XSNR

which has indeed the standard normalization, giving each “Planck cell” the ap-
propriate volume.
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Chapter 9

Gauge theory on fuzzy 52 x 52

Now that we have the fuzzy space 53, x S%,. corresponding to N*-dimensional
matrices, we want to construct a matrix model having 53, X SJQVR as its ground
state. As in the canonical case, the fluctuations around this ground state will
produce a gauge theory. But as the matrices are now finite-dimensional, the
model will be well defined and finite.

We will start with the most obvious formulation, gauging every coordinate
seperately. But there is also a more elegant formulation using collective matrices.
This will be especially usefull to introduce fermions, which can be embedded very
naturally in this framework.

We will also study non-trivial solutions of the EOMs, identifying some of them
as the monopoles on the commutative S? x S?, while others will become important
in the limit to R} in the following chapter.

9.1 Gauge theory

In the fuzzy case, it is natural to construct S? x S% as a submanifold of R®.
We therefore consider a multi-matrix model with 6 dynamical fields (covariant
coordinates) B¥ and Bf (i = 1,2,3), which are A" x N/ Hermitian matrices. As
action we choose the following generalization of the action in [96],

1 1
S = ?/éFia]’bEan + o7 + 9032 (9.1)

with a,b = L, R and 7,7 = 1,2,3; summation over repeated indices is implied.
Here ¢, g are defined as

. 1 LpL Ng_l . 1 R DR le%—l
oL = ﬁ(Bi B — 1 ), YR = ﬁ(Bi B; i

), (9.2)
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and R denotes the radius of the two spheres, which we keep explicitly to have the
correct dimensions. The field strength is defined by

1

Firjr = RQ( i[BF, Bf] + €iu By ), (9.3)
1

Firjr = RQ( [BR BR} +6ijkBlf>7
1

Firjr = RQ( i[B}, B).

This model (9.1) is manifestly invariant under SU(2) x SU(2)g rotations act-
ing in the obvious way, and U(N) gauge transformations acting as BiL L
UBM U1, We will see below that this reduces indeed to the U(1) Yang-Mills
action on S? x S? in the commutative limit. Note that if the action (9.1) is con-
sidered as a matrix model, the radius drops out using (8.14). The equations of
motion for BF are

NZ-1

{B}', B/ B} — —t——1} + (B} +i€e;;x B/ BY) (9.4)

+ieie[ By, (B + iexs By B)] + [B], [B]Y, Bf]] = 0,

and those for BE are obtained by exchanging L < R. By construction, the
minimum or ground state of the action is given by F' = ¢ = 0, hence BiL’R = )\iL’R
as in (8.10,8.11) up to gauge transformations; cp. [53] for a similar approach on
CP2. We can therefore expand the covariant coordinates BX and B around the
ground state

BY = )\ + RA?, (9.5)

where a € {L, R} and A% is small. Then A" transforms under gauge transfor-
mations as

ARR R g ARRY Y 4 AR U, (9-6)
and the field strength takes a more familiar formt,

A A7

Finjo = i[5, A7 =[5, A7+ [AF, A7D), (9.7)
R’ R J
AR ¥R R AR

Fz‘RjR = ([R A} [R Ai]"‘[Ai»Aj])a
MNoor N L 4R

Fum = i AR~ (2, %] + (A, A7)

So far, the spheres are described in terms of 3 Cartesian covariant coordinates
each. In the commutative limit, we can separate the radial and tangential degrees

'We do not distinguish between upper and lower indices L, R.
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of freedom. There are many ways to do this; perhaps the most elegant for the
present purpose is to note that the terms [ ¢7 +¢% in the action imply that ¢, g
is bounded for configurations with finite action. Using

AL LA L AL
= LA+ AL + A A 9.8
YL R + 4 R + A7 A7, < )
and similarly for ¢p it follows that
2 AS + Az = O(2) (9.9)

N

for finite A?. This means that A? is tangential in the (commutative) large N
limit. Alternatively, one could consider ¢, = Ny, which would acquire a mass
of order N and decouple from the other fields’. The commutative limit of (9.1)
therefore gives the standard action for electrodynamics onS? x S2,

1
S=35 | FanFis (9.10)
S2x 52

with a,0 = L, R and 7,5 = 1,2,3. Here FijR denotes the usual tangential field
strength. This can be seen most easily by noting that e.g. at the north pole
xé’R = R, one can replace
AT 0
Z[ ZR "] - _EUW

(9.11)

in the commutative limit, so that upon identifying the commutative gauge fields
A via
ALDBR — g AR (9.12)

the field strength is given by the standard expression F}7, ;, = BiLAgd)R — 8JRA§C”L
etc.

U(k) gauge theory

The above action generalizes immediately to the nonabelian case, keeping pre-
cisely the same action (9.1), (9.2), but replacing the matrices B by kN x kN

matrices, cp. [96]. The constraint term will then impose as ground state)\f/R ®

lixk. Expanding the covariant coordinates Bf R — )\iL / s 1kxk—|—AiL7£RT“ in terms
of the Gellman matrices 7%, the action (9.1) is the fuzzy version of nonabelian
U(k) Yang-Mills on 5% x S2.

2The constraints ¢r, = 0 = g could also be imposed by hand; however the suppression
through the above terms in the action is more flexible, as we will see in chapter 9.5.
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9.2 A formulation based on SO(6)

The above action can be cast into a nicer form by assembling the matricesBiL R
into bigger collective matrices, following [96]. Since it is natural from the fuzzy
point of view to embed S? x S? C R® with corresponding embedding of the
symmetry group SO(3), x SO(3)r C SO(6), we consider

B, — (BE, B) (9.13)
to be the 6 -dimensional irrep of so(6) = su(4). Since (4) ® (4) = (6) @ (10), it is
natural to introduce the intertwiners

Y = (%’L»%R) = (VM)Q”G (9~14)

where a, 3 denote indices of (4). We could then assemble our dynamical fields
into a single 4N x 4N matrix

B = B,~, -+ const-1. (9.15)

Of course the most general such 4N x 4N matrix contains far too many degrees
of freedom, and we have to constrain these B further. Since SU(4) acts on B
as B — UTBU, the 7. can be chosen as totally anti-symmetric matrices, which
precisely singles out the (6) C (4) ® (4). One can moreover impose

O =Ar ()T = (9.16)
and
Wy = i e (9.17)
W = =0 e (9.18)
L _ R _
il =0, (9.19)

which will be assumed from now on; we will give two explicit such representa-
tions in (D.5), (C.5). This would suggest to constrain B to be antisymmetric.
However, the component fields B, are naturally considered as Hermitian rather
than symmetric matrices. Furthermore, since the v, = (7,)*" have two upper
indices, they do not form an algebra. There are two ways to proceed. We can
either separate them again by introducing two4N x 4N matrices,

BY =2 4+ By, B =_ 4 BEE (9.20)

breaking SO(6) — SO(3) x SO(3). This will be pursued in Appendix D.1.
Alternatively, we can use the v, with the above properties to construct the8 x 8

Gamma-matrices
n U
= (g ) (9.21)
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which generate the SO(6)-Clifford algebra

e A I T e Ll 0 e
(T, 17} = ( : o o ) =26 (9.22)

This suggests to consider the single Hermitian 8N x 8 N matrix

Bt BF
C:F“BquCo:(BOL 0 )+<_%R 0 )::CL+CR, (9.23)

where Cp = C¥ + CE denote the constant 8 x 8-matrices

) 1
ch o~ _%rfrgrgzé(g é) (9.24)
cr _%rﬁrgrg%:%(_ol é) (9.25)

in the above basis. Using the Clifford algebra and the above definitions one then
finds

1 v
C? = B,B, + 5+ SEYF . (9.26)

Here 34" = —1[I',, T, ], and the field strength F),, coincides with the definition in
(9.3) if written in the L — R notation,

Fia jb = 1[Bia, Bjs] + dav€iji Bra- (9.27)
Therefore the action
N2 N?2 -1
Sg = Tr((C* — 7)2) = 8tr(B,B, — )2+ 4trF,, F, (9.28)

is quite close to what we want. The only difference is the term (B,B, — N22’1)2

instead of (Bi.Bi, — Y2)? + (BigBig — “2-1)?2, for 2N? = N? + N%. This
difference is easy to understand: since (9.28) is SO(6)-invariant, the ground state
should be some S°. We therefore have to break this SO(6)- invariance explicitly,
which will be done in the next chapter. However before doing that, let us try
to understand action (9.28) better and see whether it leads to a meaningful 4-
dimensional field theory. We show in Appendix D.2 by carefully integrating out
the scalar components of B/"™ that the SO(6)- invariant constraint term in (9.28)

induces the second term in the following effective action

1
4(5 — 0,0,)

ST~ 4tr (Fm/Fw’ — (Fipwir, — Fiptir)
2

(Fizwip — Fz‘Rxm)) (9.29)
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in the commutative limit, where F;;, = %Gijk;Fij xr etc. Comparing the second term
with F),, F},,, we see that the zero mode of the Laplace operatord,d, can produce a
contribution that cancels the corresponding contribution from#,,, F),,, but that all
higher modes are smaller by at least a factor 0f2(% —0,,0,). Therefore, the action
(9.28) is positive definite except for the obvious zero modedBF =€, dBF = —e.
This means that the geometry of S7 x S% is locally stable even with the SO(6)-
symmetry unbroken, except for opposite fluctuations of the radii.

9.2.1 Breaking SO(6) — SO(3) x SO(3)

To obtain the original action (9.1) for S x 5% we have to break the SO(6)-
symmetry down to SO(3) x SO(3). We can do this by using the left and right
gauge fields C* and C* introduced in (9.23) separately. Their squares are

1 L0 .
C% = BB, + 4_1 + ( /}/OL /VlL ) (BzL "‘ZeijchjLBkL)? (930)

1 [~ 0 .
Ck = BirBir+ i ( 76% y ) (Bir + i€ijr BjrBir).

As both 7%, v and ~i v}, are traceless, we have

N2 N2
Sbreak = QTI‘((O%/ - TL)(CIQ{ - TR)) (931)
NZ -1 N%Z —1
= 16Tx((BiLBip, — —% )(BirBir — R4 ).

With these terms we can recover our action as

N? N? N?
S = So— S = Te((C* = ) =2(C} — F)Ch - 1) (932)
N -1 Ni—1 1
= 8tr ((BirBip — —~—)*+ (BirBir — 2~ . )2 + 3 )

which is precisely the action (9.1) for gauge theory on Szva X SZQVR omitting the
overall constants. Hence the action is formulated as a 2-matrix model, however
with highly constrained matrices C, Cr. This formulation using the Gamma-
matrices is very natural and useful if one wants to couple the gauge fields to
fermions, as discussed in chapter 9.4.

For simplicity, we will only consider N, = Ng = N from now on.
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9.3 Quantization

The quantization of the gauge theory defined by (9.1) or its reformulation (9.32)
is straightforward in principle, by a path integral over the Hermitian matrices

Z[J} — /dBHeS[B”H“B“J“_ (933)

Note that there is no need to fix the gauge since the gauge groupU (N) is compact.
The above path integral is well-defined and finite for any fixed N'. To see this, it
is enough to show that the integral

/ B, e (BYBE- P (BI B 2L (9.34)

converges, since the contributions from the field strength further suppress the
integrand. This integral is obviously convergent for any fixed V.

For perturbative computations it is necessary to fix the gauge, and to sub-
stitute gauge invariance by BRST-invariance. Such a gauge-fixed action will be
presented next.

9.3.1 BRST Symmetry

To construct a gauge-fixed BRST-invariant action, we have to introduce ghost
fields ¢ and anti-ghost fields ¢. These are fermionic fields, more precisely N’ x N —
matrices with entries which are Grassman variables.

The full gauge-fixed action reads:

1 o
SprsT = S + Ntr(é[)\u, (B, c]] — (56 — [\, Bu)Y) (9.35)
where b is an auxiliary (Nakanishi-Lautrup) field. This action is invariant with
respect to the following BRST-transformations:
sB, =[B,,c] sc=cc (9.36)
sc=b sb=0
(matrix product is understood), where the BRST-differentials acts on a product
of fields as follows:

s(XY) = X(sY)+ (=) (sX)Y . (9.37)
Here €y denotes the Grassman-parity of Y

0 Y bosonic
&y = { 1 Y fermionic. (9.38)
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It is not difficult to check that these BRST-transformations are indeed nilpotent,
i.e.

s2=0. (9.39)
Integrating out the auxiliary field b leads to the following action
1 _ 1
BreT = S + A—[tr(c[)\u, By, c]] — %[Au, B,|[M\, B.]) . (9.40)

Setting a = 1 corresponds to the Feynman gauge. This is indeed what one would
obtain by the Faddeev-Popov procedure. The action S’ is invariant with respect
to the following operations:

§'B, = [Byu,d] (9.41)
s'c = cc
s'c = (M. Byl

Since we have used the equations of motion of b, the BRST-differential s’ is not
nilpotent off-shell anymore, but we still have

5”lon_shell = 0- (9.42)

9.4 Fermions

To introduce spinors on fuzzy S? x S?, we will first have to have a look at the
commutative case. There, we will calculate the Dirac operator and bring it into
a form which is more suitable for the fuzzy case. The formulation of fuzzy gauge
theory using the SO(6)-Clifford algebra will proove very usefull, and the fuzzy
Dirac operator will be a simple generalization of the commutative one. But this
Dirac operator (because it is based on SO(6) instead of SO(3) x SO(3)) will be
reducible, which is why we will have to introduce projectors onto the physical
Dirac fermions. Chirality can be introduced either using the chirality operator
inherited from SO(6) or using a Ginsparg-Wilson system.

9.4.1 The commutative Dirac operator on S? x 52

To find a form of the commutative Dirac operator on S? x S? which is suitable
for the fuzzy case, one can generalize the approach of [51] for S?, which is carried
out in detail in Appendix D.3.3: One can write the flat SO(6) Dirac operator
Dg in 2 different forms, using the usual flat Euclidean coordinates and also using
the spherical coordinates of the spheres. Then one can relate Dg with the curved
four-dimensional Dirac operator D on S? x S? in the same spherical coordinates.
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This leads to an explicit expression for D, involving only the angular momen-
tum generators, which is easy to generalize to the fuzzy case. In terms of these
tangential derivatives J,, the result becomes the simple expression

01\ ,.[/ 0 1
D4_FﬂJM+(1 0>+z(_1 O)—F“Ju—l—200, (9.43)

which is clearly a SO(3) x SO(3)-covariant Hermitian first-oder differential oper-
ator. Here I'* generate the SO(6) Clifford algebra (9.22), Cy is defined in (9.25),
and we put R = 1 for simplicity here. However this Dirac operator is reducible,
acting on 8-dimensional spinors ¥g corresponding to the SO(6) Clifford algebra.
Hence Wg should be a combination of two independent 4-component Dirac spinors
on the 4-dimensional space S? x S%. To see this, we will construct explicit pro-
jectors projecting onto these 4-dimensional spinors, and identify the appropriate
4-dimensional chirality operators. This will provide us with the desired physical
Dirac or Weyl fermions.

9.4.2 Chirality and projections for the spinors

There are 3 obvious operators which anti-commute with Dy. One is the usual
6-dimensional chirality operator

[ = iDETITETETETE = ( _01 (1) ) : (9.44)

which satisfies
{Dy,T}=0, TI'=T, TI?=1. (9.45)

The 8-component spinors Wg split accordingly into two 4-component spinorsWg =

( %a ), which transform as 4 resp. 4 under so(6) = su(4); recall the related
B

discussion in chapter 9.2. The other operators of interest are
i =I"%2;. and yg = I'®ap. (9.46)
They preserve SO(3) x SO(3) C SO(6), and satisfy

{Ds,xe.r} =0={xz,Xr} (9.47)

as well as
X%,R — 1. (9.48)

We will also use ]
X = E

m

T, = % (xz + Xr) (9.49)
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which satisfies similar relations. This means that

1 :
P. = 5(1 +iXLXR) (9.50)
with
P!=P., P +P =1 and PP =0 (9.51)

are Hermitian projectors commuting with the Dirac operator onS? x S? as well
as with ']

Pl =P, and [Py, Dy =[P:,T]=0. (9.52)

Therefore they project onto subspaces which are preserved by D, and I'. Hence
the spinor Lagrangian can be written as

UlD,Ws =0l D, + U D,w_ (9.53)

involving two Dirac spinors V. = P.Ws. In order to get one 4-component Dirac
spinor, we can e.g. impose the constraint

P, Wg = Wy, (9.54)
or equivalently give one of the two components a large mass, by adding a term
M U} P_Wy (9.55)

to the action with M — oo. The physical chirality operator is now identified
using (9.52) and (9.45) as I' acting on V. It can be used to define 2-component
Weyl spinors on S? x S2.

To make the above more explicit, consider the a pole of the spheres, i.e.

1 1
zp=1| 0 and xzp=1 0 |. (9.56)
0 0

In the basis (9.21) for the Clifford algebra we then get explicitly

1 ] —’ylfyl 0 1
PL=—(1&£ LR = (14 ) 9.57
=g TR0 )= lutmensa). 050
This means that

P, = diag(1,0,0,1,0,1,1,0) (9.58)

projects onto a 4-dimensional subspace exactly as expected.
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9.4.3 Gauged fuzzy Dirac and chirality operators

To find a fuzzy analogue of the Dirac operator (9.43) coupled to the gauge fields,
we recall the connection between the gauge theory on S% x 5% and the SO(6)
Gamma matrices established in chapter 9.2. In the spirit of that chapter a natural
fuzzy spinor action would involve

\arel 2 (9.59)

where W is now a 8N x N-matrix (with Grassman entries). Of course, (9.59)
does not have the appropriate commutative limit, but we can splitC' into a fuzzy
Dirac operator D and the operator X defined by

2
U = % (CHUN, — CoW), (9.60)

which generalizes (9.49); here we used the definition (9.24,9.25) of Cy. This
operator satisfies

X2 =1, (9.61)

and reduces to (9.49) in the commutative limit. Note also that ¥ commutes
with gauge transformations, since the coordinates A, are acting from the right in
(9.60). Setting

T, = [\, V], (9.62)
we get for the fuzzy Dirac operator

~ N —~
D=C-—5%~= T#(J, + A,) +2C, = "D, + 2C. (9.63)

Here?

D, :=J,+ A, (9.64)
is a covariant derivative operator, i.e. §u¢ — Uﬁ“@b which is easily verified
using (9.6). This D clearly has the correct commutative limit (9.43) for vanishing
A, and the gauge fields are coupled correctly. In particular, this definition of
D applies also to the topologically non-trivial solutions of chapter 9.5 without
any modifications. Moreover, the chirality operator I' as defined in (9.44) anti-
commutes with D also in the fuzzy case,

{D,T} =0. (9.65)

3We set R = 1 in this chapter for simplicity.
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Furthermore, using some identities given at the beginning of chapter 9.2 we obtain
for D?q:
D*) = (SMF,,+D,D,+{I" Co}D, + 2)¢ (9.66)
(2 Fy, + O+ 2)0),
defining the covariant 4-dimensional Laplacian 0 acting on the spinors. This

corresponds to the usual expression for P2 on curved spaces, and the constant
2 is due to the curvature scalar. Since D? and XM E,, are both Hermitian and

commute with I' and Py as defined in (9.69) in the large N limit, it follows that
[ satisfies these properties as well.

9.4.4 Projections for the fuzzy spinors

For the fuzzy case, we can again consider the following operators

~ 2
A N(rwwm + Ctw), (9.67)
2 )
XrY = N(rmmm + CHW)
which satisfy
Xtr=1  {Xr.,Xr}=0. (9.68)
This implies (X Xr)? = —1, and we can write down the projection operators
= 1 ~
P = 5(1 +iXLXR) (9.69)

which have the commutative limit (9.50) and the properties (9.51). However, the
projector no longer commutes with the fuzzy Dirac operator (9.63):

[D,%:Xk) = {D, X}k — XeiD. Xr} (9.70)
2 - o R
= _N((Q()\'LL + AiL)JiL - 2AiL)\z'L + 2C§ FzLDiL —|— I)XR
—R0(20\in + Air)Jin — 2AipNig + 208 TED, + 1)) ,

which only vanishes for N — oo and tangential A, (9.9). To reduce the degrees
of freedom to one Dirac 4-spinor, we should therefore add a mass term

M ULP W (9.71)

which for M — oo suppresses one of the spinors, rather than impose an exact
constraint as in (9.54). This is gauge invariant since Py commutes with gauge
transformations,

P — UPy). (9.72)
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The complete action for a Dirac fermion on fuzzy S% x S% is therefore given by
SDiraC = /‘I’;(ﬁ + m)\IJS + M\Ij;ﬁquéé (973)

with M — oo. The physical chirality operator is given by I' (9.44), which allows
to consider Weyl spinors as well.

9.4.5 The Ginsparg-Wilson relations

There is an alternative approach to introduce chirality on fuzzy spaces, using the
Ginsparg-Wilson relations. These were initially designed to study chiral fermions
on the lattice [43], but they proved to be applicable to fuzzy fermions as well
[9, 10]. On the fuzzy sphere, the Dirac and the chirality operator can be cast
into a form in which they fulfill these relations. This makes it possible to study
issues such as topological properties and index theory [6, 101]. We will see that
the same relations can be formulated for our model, too.
A Ginsparg-Wilson system consists of two involutionsI" and I", i.e.

?=1;T"=T and IM=1;T"T=T". (9.74)

In our case, these two involutions are defined as two different noncommutative
versions of chirality, one acting from the left, the other one acting from the right

V2

TW = (), +Co)¥, (9.75)
, V2
Myo= (MM, - Col). (9.76)

We recognize I as the fuzzy operator (9.60). But also I' has the commutative
operator (9.49) as its limit.
In the Ginsparg-Wilson system, the Dirac operator was initially defined to be

1
d=-T'(T -1, (9.77)
a
where a is the lattice spacing, but here we will choose
N
D= 5\/§(F -1, (9.78)

as this reproduces our fuzzy Dirac operator (9.63) (with gauge fields switched
off). We can now define an alternative chirality operator

v = %(r 4. (9.79)
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It fulfills

{D.x} = 0, (9.80)
2N?x* 4+ D* = 2NZ.

Therefore y exactly anticommutes with D, but it vanishes on the top modes of D,
i.e. for |D| = v/2N. But at least for every eigenstate ¥y with positive eigenvalue
E < V2N

DYy =EV, (9.81)

the ungauged fuzzy Dirac operator has also an eigenstate V_p = xWp with the
negative eigenvalue —FE because of

DV_p=DxV =—xDV=—xEV=—-FEU_p. (9.82)
This can be used [6] to derive the following index theorem for D
Ind(D) =ny —n_ =Tr(x). (9.83)

To include gauge fields, we can write

Iy= %(F“(AM +A,)+Cy) = \/Wﬁo. (9.84)
With
Dy = gﬁ(m —T), (9.85)
Xa = %(PA + 1) (9.86)
we now get
N
{D.x} = FVari-1) (9.87)

N 2 1 y
= gﬁ(m(BuBu + 9 + 3% F/W) -1)

\/§ N2 —1 v
= W(BHB/L + T + Eg Flﬂ’)a
which corresponds exactly to the result of [101] for the fuzzy sphere. Other results
of [101] are therefore expected to hold in our case, too.
Alternatively, the gauge fields could also be introduced in a way that is closer
to the Ginsparg-Wilson setting by normalizing I 4.
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9.5 Topologically non-trivial solutions on 5% x S%

We will now go back to pure gauge theory on S% x S%, looking for non-trivial
solutions of the equations of motion (9.4). We will find that the theory is rich
in topological solutions, some corresponding to monopoles on the commutative
limit S? x S?, others corresponding to the fluxon solutions found on the second
limit Ry.

In order to understand better the non-trivial solutions found below, we first
note that the classical space S? x S? is symplectic with symplectic form

w = wl +wk, (9.88)

where

1

and similarly w®. The normalization is chosen such that

/.

so that wl, w® generate the integer cohomology H*(S? x S? Z). Noting that
w is self-dual while @ := w? — w! is anti-selfdual, it follows immediately that
both F' = 27w and F' = 27@ are solutions of the Abelian field equations. More
generally, any

whft =1= / wh AWt (9.90)
S52x .52

2
L,R

Fmeme) — 9mrm; wb + 2rmpw® (9.91)

for any integers mp, mpg is a solution. In bundle language, they correspond to
products of 2 monopole bundles with connections and monopole numbermy, r
over S%’ r- Tollowing the literature we will denote any such non-trivial solution
as instanton.

9.5.1 Instantons and fluxons

We are interested in similar non-trivial solutions of the EOMs (9.4) in the fuzzy
case. The monopole solutions on the fuzzy sphere S% are given by representations
AN of su(2) of size N —m [68], which lead to the classical monopole gauge fields
in the commutative limit as shown in [96]. It is hence easy to guess that we will
obtain solutions on S% X S% by taking products of these:

Bl = o" AN @Ay, (9.92)

7

BE = ofly_,, @ A" (9.93)

7
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where )\Zj-vme’R are the N —m, r dimensional generators of su(2). It is not difficult
to verify that these are solutions of (9.4) with o™/ = 1+ Z& for m; r < N,
with field strength

mb mh
ELjL = 2R3 Ezgk$k7 FiRjR 2R3 Ezjklfk, Fz‘LjR =0, (9~94)
while B- B — N24_1 = —2rmlwl — 2emBwh
in the commutative limit, so that indeed
F LR
— = —m". 9.95
5 = M (9.95)

L,R
52

Notice that the Ansatz (9.93) implies that all matrices have size NV = (N —
my)(N —mpg), which is inconsistent if we require that N' = N? in order to have
the original S% x S% vacuum. Therefore it appears that these solutions live in
a different configuration space, similar as the commutative monopoles which live
on different bundles. However, the situation is in fact more interesting: the above
solutions can be embedded in the same configuration spaces of N? x N2 matrices
as the vacuum solution if we combine them with other solutions, which have finite
action in four dimensions*. They are in fact crucial to recover some of the known
U(1) instantons in the limit S% — R2 resp. S% x S% — R3J, as we will see.
Consider the following Ansatz

By = diag(dyy", ... d;") (9.96)

) ,n

in terms of diagonal matrices (ignoring the size of the matrices for the moment).
These are solutions of (9.4) in two cases,

N2-3
L.R LR _ T, typeA
E diydih { 0 typeB (9.97)
(i.e. dif % = 01in type B). The associated field strength is

Firjr = ];j;’” diag(di 1, -, di,),  Frr =0, (9.98)

N24—1) 1

2
N limit. In

and a similar formula for F;g;r. The constraint term is then (B- B —
for type A, and (B - B — 2= Ay &
particular, only the type A solutlons will have a finite contribution

\%4 n 2n N2 —3 87T
Sﬂuxon - 92_./\[ (4_F£4 + ﬁT) g — N (999)

as opposed to 2 dimensions, where their action goes to infinity for N — oo.

4
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to the action®, which for N — oo is only due to the field strength. We will see
below that these type A solutions can be interpreted as a localized flux or vortex,
and we will call them fluxons since they will lead in the scaling limit to solutions
on R} which we denoted as such |94, 49, 56.

One can now combine these fluxon solutions with the monopole solutions
(9.93) in the form

al AT @ Ay, 0
BiL _ ( i 0 N-mpg diag(dt,, .. db) ) (9.100)
BR _ OCR IlemL ® )‘zNimR 0

These are now matrices of size N = (N — my)(N — mg) + n, which must agree
with N = N2. This is clearly possible for

mp =—mr=m, n=m? (9.101)

while for my, # —mp the contribution from the fluxons would be infinite sincen

would be of order N. To understand these solutions, we can compute the gauge

field from (9.5),
1
Al = = (Bf = AN @ 1y) = Al (2", 2"). (9.102)
To evaluate this, we first have to choose a gauge, i.e. a unitary transformationU
for (9.100) which allows to express e.g. A} "™ @ Iy _p,, in terms of zF oc AN @ 1y
and a:ZR x Iy ® )\ZN. For example, in the case m;, = —mpgr = m this can be done

using a unitary map
U: ¢V mgcVtmec™ - cVeCV, (9.103)

mapping a (N —m) X (N +m) matrix into a N X N matrix by trivially matching
the upper-left corner in the obvious way, and fitting C™ into the remaining
lower-right corner. With this being understood, one can write

RAM (2", 2") = (@"AY7" = AN) @ Iy im (9.104)
+)\£V & (]1N+m — ]1N) + (d—terms)
= A (gl 4 sing(zk = —R, 28 = —R)

(3

where A" (zL) is indeed the gauge field of a monopole with chargem on S2 in
the large N limit, as was checked explicitly in [96]. Heresing(zf = —R, 2 = —R)

5 A finite action can also be obtained for the type B solution using a slightly modified action
(9.107), as discussed below.
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indicates a field which is singular for large N and localized at the south pole of
S% and S%. Tt originates both from cutting and pasting the bottom and right
border of the above matrices using U (leading to singular gauge fields but regular
field strength at the south poles), as well as the d-block (leading to a singular
field strength). To see this recall that in general for the standard representation
(C.2) of fuzzy spheres, entries in the lower-right block of the matrices correspond
to functions localized at z3 = —R, cp. (8.7). The gauge field near this singularity
will be studied in more detail in chapter 10.2. The field strength is

mt 1 <
Fir;r = _2_R3€ijk37£ + Ez’jkﬁ Z dé,ipi (9.105)
i=1

in the commutative limit, where P; are projectors in the algebra of functions on
S% x S% of rank 1; recalling (8.7), they should be interpreted as delta-functions

P, = % 0W(z3 = —R). Similar formulae hold for A (2%, 2%) and Fp;g, while
FLR =0.

We assumed above that these delta-functions are localized at the south poles
vl = xl' = —R. However, the location of these delta-functions can be cho-

sen freely using gauge transformations. This can be seen by applying suitable
successive gauge transformations using N — k-dimensional irreps of SU(2) for
k=0,1,...,m —1, which from the classical point of view all correspond to global
rotations, successively moving the individual delta-peaks. Therefore the solution
(9.100) should in general be interpreted as a monopole onS? x S? with monopole
number m; = —mp = m, combined with a localized singular field strength char-
acterized by its position and a vector df,. We will see in chapter 10 that it
becomes the fluxon solution in the planar limit Rj.

The total action of these solutions (9.100) is the sum of the contributions from
the monopole field plus the contribution from the fluxons (9.99), which both give

the same contribution

4 2
Simy = — (2m> + 2m?) (9.106)

2
in the large N limit, using (9.101). The first term is due to the global monopole
field (9.94), and the second term is the contribution of the fluxons through the
localized field strength.

The interpretation of these solutions depends on the scaling limit N — oo
which we want to consider. We have seen that in the commutative limit keeping
R = const, these solutions become commutative monopoles on S? x S? with
magnetic charges m;, = —mg, plus additional localized fluxon degrees of freedom.
For large R, the field strength of the monopoles vanishes, leaving only the localized
fluxons. In particular, we will see in the following chapter that in the scaling limit
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S% x S%, — R} only the fluxons survive and become well-known solutions for gauge
theory on Rj.

A final remark is in order: if we fix the size N of the matrices, only certain
fluxon and monopole numbers are allowed, given by (9.101). Otherwise the num-
ber n of fluxons and hence the action would diverge with N. This can be seen as
an interesting feature of our model: viewed as a regularization of gauge theory on
IR}, this points to possible subtleties of defining the admissible field configurations
in infinite-dimensional Hilbert spaces and relations with topological terms in the
action. On the other hand, we could accommodate the most general solutions
including also type B solutions (9.97) by modifying the action similar as in [96].
For example,

4BLBL N? 1., 4BEBF NZo1, 1
-2 N2R4 (Bf B} - L4 )’ + R (BﬁBf—RT)2+§Ea,ijm,jb>

(9.107)
leads to the same commutative action, but with a vanishing action for the Dirac
string in the type B solutions.

9.5.2 Spherical branes

Consider the following solutions
ab AT 0
( 0 diag(d; 1, .., dim) ) ® 1y, (9.108)

)

BL —

7

which are matrices of size N' = N2. The corresponding field strength is

m 1 &
Firjp = —Q—H;eijkxﬁﬂijkﬁ > diP, (9.109)

Frr = Frr=0

where P; are projectors in the algebra of functions on S% of rank 1 which should
be interpreted as delta-functions P, = ‘“;V—R2 6@ (x5 = —R). In particular the
gauge field A vanishes on S%, while on S? there is a monopole field together with
a singularity at a point. This is similar to the fluxons of the previous chapter,
but now only on S?. This leads to the interpretation as a 2-dimensional brane
located at a point on S7. The action for these solutions is infinite. In the limit
S% x S% — Ry, the flux will be located at a 2-dimensional hyperplane. Such
solutions for gauge theory on R} were found in [1, 50|, which would be recovered
in the scaling limit S% x S% — Ry .
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Chapter 10

(Gauge theory on Rg from SJQV X SJQV

We saw in chapter (8.3) that Rj can be obtained as a scaling limit of fuzzy
Sk, % S¥,- Here we will extend this scaling also to the covariant coordinates By,
thereby relating the gauge theory on S3, x S%,. to that on Rj and hence providing
a regularization for the latter. We will in particular relate the instanton solutions
on these two spaces.

On noncommutative R2, all U(1)-instantons were constructed and classified
in [50]. One can indeed recover these instantons from corresponding solutions
on S%, as we will show below. However, since we are mainly interested in the
4-dimensional case here, we will only present the corresponding constructions on
S%, % Si, resp. Ry here, without discussing the 2-dimensional case separately.
It can be recovered in an obvious way from the considerations below.

The situation on Rj is more complicated, and there are different types of
non-trivial U(1) instanton solutions on Rj. The instantons found by solving the
noncommutative version of the ADHM equations [88, 41, 27, 55, 61] are hard to
find in the fuzzy case, as this construction relies heavily on selfduality, a notion
which isn’t naturally available in our formulation of S? x S? embedded in RS.
But the four-dimensional fluxon solutions discussed in detail in chapter 7.3 can
be recovered as scaling limits of the solutions (9.100) onSJQVL X S?VR. In particular,
the moduli of the fluxon solutions on R} will be related to the free parameters
d;"™ in (9.100). This supports our suggestion to use gauge theory onS%, x S%
as a regularization for gauge theory on Rj.
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10.1 The action

We saw in chapter 8.3 that the fuzzy space S3, x S}, has a scaling limit to Ry,
with 6 cast in the following form:

0 62 O 0
—012 0 0 0

0 0 0 O34

0 0 —03 O

(10.1)

O =

This scaling can also be applied to the covariant coordinates B,, connecting
the gauge theory on SJQVL X SZQVRto that on R} and therefore providing it with a
regularisation. For the selfdual case (i.e. f15 > 0 and 34 > 0) we can define

Xio = 5 Bf,, (10.2)
X34 = N, B, , (10.3)
N 1
OPf = By = o ((BPT) (B (10.4)
LR
The antiselfdual case (f34 < 0) can easily be reached by setting e.g.
2034
Xujz = N_RBl/27 (10.5)

but for simplicity we will limit us to the selfdual case in the following. The X
will become the covariant coordinates on ]R‘; in the limit Ny ,r — oo, and the ¢

an auxiliary field. To see this we now blow up the spheres by setting
1 1
R2 - §NL¢934 - §NR612- (106)
With this double scaling limit R, N — oo keeping 6 fixed we calculate for the
field strength
1 1

ﬁ([BlL7BF]) = 012934 [X17X3]7 etc., (107>

L onn  nn Ly 1 . n_ b 2
gr(BE LB = o (X il 0] - g (X, (X0)7])

T A o | - Lt 2
R2(32 +i[B3, By]) = 01905, 22 <X2+Z[X17¢ ] 2912[X1,(X2) ])

1 1
75 (BY +ilBl.Bj)) = (012 +ilX1, Xs]

R2 6)12934
012034¢ _ 012034
R2 LT ops

+

(X2 + (X2)2))
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Analogous expressions hold for BE. For the potential term we get

S BEBE = TEE) = ob i (69 4 ) (108)
1 L 2 2
012R2{¢ ,(X1)™ + (X2)7}
()2 4 (X))

We immediately see that the only terms from action (9.1) involving¢™# are

1

N
034

(6 + (), (10.9)

1
(") +
01,
and therefore we can integrate them out in the limit R — co. In the leading order
in R the remaining terms give the standard action

1
= —— X, X, —i0,)? 10.1
S = ~srgr | (K X = i0,) (10.10)

for a gauge theory on Rj for general 6,,. The X, are interpreted as covariant
coordinates, which can be written as'

X, =, + Ay (10.11)

Hence the gauge fields A, describe the fluctuations around the vacuum. In par-
ticular, note that our regularization procedure clearly fixes the rank of the gauge
group, unlike in the naive definition on RY as discussed in chapter 7.2. The
generalization to the U(n) case is obvious.

10.2 Instantons on Rj from S% x S%

With the scaling limit of chapter 10.1, the gauge theory onS% x S% provides us
with a regularization for the gauge theory onRj. Of course, such a regularization
might affect the topological features of the theory, an effect we want to investigate
in this chapter. For this, we will map the topologically nontrivial solutions found
in chapter 9.5 on S% x S% to Rj.

Consider again the solutions (9.100) that combine the fluxon solutions with the
monopoles, with the fluxons at the north pole instead of the south pole because

!we do not distinguish between upper and lower indices
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we want to study their structure. Their scaling limit as in (10.2) gives

/20 ( diag(d¥,....d~,) 0
Xo= Wy ( 0 ol ANV ) (10.12)
B 20 ( diag(dR,...,d%) 0
Xive =\ ( 0 aft 1@ AN+ (10.13)

for i = 1,2. Recalling that the rescaled A1 3 on S§, xS become the z1’s on Ry
in the scaling limit

20 :
W()\lL’R + ZA%’R) — T4L R,
we see that (10.12) and (10.13) become the instantons (7.32, 7.33) onRj,
X +iXy — XU =Su ST+ ik, i) (i dil, (10.14)
k=1
Xs+iXy — XU =82 mS"+ > 4fli, i) ir, jul- (10.15)
k=1

Here the (d;)-block acting on a basis i, jx) of V,, € H = CV becomes the
projector part of (10.14, 10.15) with

20
Ndf;,f — Rey", (10.16)

20
Ndé’f — Imy

L.,R
k 9

and the monopole block becomes Sz ST where S is a partial isometry from H to
H\V,,. Note that we can recover any value for the~’s in this scaling, solving the
constraint d;d; = & 24’3 by ds ~ % Therefore the full moduli space of the fluxon
solutions (7.32, 7.33) on Ry can be recovered in this way. Furthermore, the mean-
ing of the parameters y® is easy to understand in our approach: Note first that
using a rotation (which acts also on the indices) followed by a gauge transforma-
tion, the d; can be fixed to be radial at the north pole, diL’R ~ (0,0, N/2). This is
a fluxon localized at the north pole. Now apply a translation at the north pole,
which corresponds to a suitable rotation on the sphere. As the’y,ig, according to
(10.16), are the projections of the vectors diL’R onto the surface of the spheres,
rotating the vector diL’R in the scaling limit amounts to a translation of the 7,1’2,
which therefore parametrize the position of the fluxons.

It has been noted [37] that the Sz, ST correspond to a pure (but topologically
nontrivial) gauge, which can qualitatively be seen already in two dimensions.
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There, the partial isometry S : |k) — |k + n) is basically (\/;_*TJr)” ~ ()~
e and therefore the gauge field A; = S9;ST has a winding number n. The
topological nature of the Sz ST is even more evident in our setting, as they are
the limit of the monopole solutions (9.92,9.93) on S% x S%. Moreover, note that
their contribution to the action (9.106) survives the scaling: even though the field
strength vanishes as R — oo, the integral gives a finite contribution equal to the
contribution of the fluxon part. This topological “surface term” is usually omitted
in the literature on R}, but becomes apparent in the regularized theory.

So it seems that we recovered all the instantons of chapter 7.3, but in fact there
is an important detail that we haven’t discussed jet. It is the embedding of the
n-dimensional fluxons and the (N — m)(N + m)-dimensional monopole solutions
into the N2-dimensional matrices of the ground state. Such an embedding is
clearly only possible for n = m?. This means that the regularized theory has a
superselection rule for the dimension of the allowed instantons, a rule that did
not exist in the unregularized theory®.

One way to allow arbitrary instanton numbers is to allow the size N of the
matrices to vary. However, this is less satisfactory as it destroys the unification of
topological sectors, which is a beautiful feature of noncommutative gauge theory.
On the other hand, the type B solutions (9.97) together with the changed action
(9.107) might allow the construction of the missing instantons. The idea is to
fill up the unnecessary m? — n places with d; = 0. The changed action would
not suppress such solutions any more, and in fact they would not even contribute
to the action. This amounts to adding a discrete sector to the theory which
accommodates these type B solutions, but decouples from the rest of the model.
Whether or not one wants to do this appears to be a matter of choice. This
emphasizes again the importance of a careful regularization of the theory. It
would be very interesting to see what happens in other regularizations e.g. using
gauge theory on noncommutative tori or fuzzy CP2.

2Note that this is different in two dimensions. There, a rank n fluxon can be combined
with a (N — n)-dimensional monopole block and all the instantons on RZ can be recovered.
Furthermore, the actions for the fluxons and the monopoles scale differently with/N. Therefore,
in two dimensions, the action for the monopoles vanishes in the scaling limit that produces a
gauge theory on R with rescaled coupling constant.
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Appendix A

Brackets, forms and frames

A.1 Definitions of the brackets

A.1.1 The Schouten-Nijenhuis bracket

The Schouten-Nijenhuis bracket for multivectorfields 7, = ﬂél"'i’“s Oy, N ...\ O
can be written as (|7],IV.2.1):

ks

[m1, m2)s = (—1)’“71%1 o Ty — (—1)’“(162*1)772 o, (A.1)

memy = (=1)!7'm om0, AL AD AL N, MDA ND;
=1

(A.2)

ko

where the hat marks an omitted derivative.
For a function g, vectorfields X = X*9), and Y = Y*9, and a bivectorfield
T = %W“@k A O we get:

(m,9ls = —7"Okgdy,

1 . ) . . .
X,nls = =(X*0un" — n*0, X7 + 77*0, X0; A O,

9 j
[7T,7T]5 = g(wklﬁm” +7T2lalﬂ'jk+7le8171']“)8]€/\8¢/\3]‘.

A.1.2 The Gerstenhaber bracket

The Gerstenhaber bracket for polydifferential operators A; can be written as
(|7],IV.3):
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[A1, Aj)a = Ay o Ay — (=1)IAI=DU4AI=D 4 6 A, (A.4)
(A1 o A2)(fr,- - frnitma—1) (A.5)
= D (=D OUA(fr L fi, As(fi o Fivmamt)s Fitmas - - Frtma1)s

j=1

where |Ag| is the degree of the polydifferential operator Ay, i.e. the number of
functions it is acting on.

For functions g and f, differential operators Dyand Dy of degree one and P
of degree two we get

[D,gle = Dl(g), (A.6)
[P, gle(f) = P(g,f)—P(f.9),
[D1, Dola(9) = Di(D2(g)) — D2(Di(g)),
[P, Dlc(f,9) = P(D(f).g)+ P(f,D(g)) — D(P(f.9))

A.2 Noncommutative forms

We are now able to introduce noncommutative forms as well. If we have a map
0 from the Poisson vector fields to the derivations of the x-product algebra, we
have seen that there is a natural Lie-algebra structure

[0x,0v] = dix.v1, (A.7)

over the space of these derivations. On this we can easily construct the Chevalley
cohomology. Further, again with the mapd, we can lift derivations of the Poisson
structure to derivations of the x-product. Therefore it should be possible to pull
back the Chevalley cohomology from the space of derivations to the Poisson vector
fields. This will be done in the following.

A deformed k-form is defined to map k& Poisson vector fields to a function
and has to be skew-symmetric and linear over C. This is a generalization of
the undeformed case, where a form has to be linear over the algebra of functions.
Functions are defined to be O-forms. The space of forms 2, M is now a x-bimodule
via

(f*w*g)(Xla"'7Xk):f*w<X17"'7Xk)*g' (Ag)
As expected, the exterior differential is defined with the help of the mapJ.

5W(X0,...,Xk) = (A9>
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k

Z(— )Z(SXw(Xo,,X“,Xk)

+ Z D) w([X5, Xiles Xos - Xir o X, Xp).

0<i<j<k

With the properties of 6 and [-, ], it follows that
6w = 0. (A.10)

To be more explicit we give formulas for a function f, a one form A and a two
form F'

0f(X) = dxf, (A.11)
0A(X,Y) oxAy — oy Ax — Aix vy,
5F(X,Y,Z) = 5XFY,Z_(5YFX,Z+5ZFX,Y7

—Fixyl..z + Fix.z.y — Flv,z1.,x-

A wedge product may be defined
w1 /\u)z(Xl,...,Xerq) = (A12)
1
p'_q' ZE([, J) wl(Xil, ... ,Xip) *WQ(XJ‘17 . ,qu)
lg! 4=

where (I, J) is a partition of (1, ..., p+q) and €(1, J) is the sign of the correspond-
ing permutation. The wedge product is linear and associative and generalizes the
bimodule structure (A.8). We note that it is no more graded commutative. We
again give some formulas.

(fAA)x = fxAx, (A.13)
(A/\f)X Ax*f,
(A/\B)X,Y = Ax*By—Ay*Bx.

The differential (A.9) fulfills the graded Leibniz rule

§(w1 Awa) = 6wy Awy + (—1)*2 w; A dws. (A.14)

A.3 Frames

We will now propose a method how to find frames and Poisson structures of quan-
tum groups that are compatible. On several quantum spaces deformed derivations
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have been constructed [99, 72, 24]. In most cases the deformed Leibniz rule may
be written in the following form

éu(fg) = é,ufg + Tuy(f)éuga (A15)

where 7' is an algebra morphism from the quantum space to its matrix ring

A ~ ~ A

T,(f9) = T,.*(/)Ta" (9)- (A.16)

Again in some cases it is possible to implement this morphism with some kind of
inner morphism o R
T,"(f) =¢é."fée.", (A.17)
where €, is an invertible matrix with entries from the quantum space. If we
define
€q = €40, (A.18)

the é, are derivations R R X

ealf3) = eaF)i + Feuld). (A.19)
The dual formulation of this with covariant differential calculi on quantum spaces
is the formalism with commuting frames investigated for example in [32, 76, 23,
77). There one can additionally find how our formalism fits into the language of
Connes’ spectral triples.

We can now represent the quantum space with the help of ax-product. For
example, we can use the Weyl ordered x-product constructed in chapter 3.3.
Further we can calculate the action of the operatorsé, on functions. Since the é,
are now derivations of a x-product, there necessarily exist Poisson vector fieldse,
with

Oe, = €q. (A.20)

a
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Appendix B

Calculation of the SW-map to all
orders

B.1 Calculation of [0;, 6, and [6;, X|]

We want to show that 6; is still a Poisson tensor and that X; still commutes with
0;. For this we first define O(n)F = (0f)" = 0% f;;... 07 fq = [u.07 ... f0°F =
(f0)™ and (n)* = 0(f0)" = 0% f;; ... fs6°". In the calculations to follow we will
sometimes drop the derivatives of the polyvectorfields and associater® *» with
rki-kn %&gl A ... A O, for simplicity. All the calculations are done locally.

We evaluate

0,,60,]s = 9’“819“+Cp in (kij) (B.1)

- Z Z £)"*"0(n);0(0)s0(m — 0)30" 90 + c.p. in (kij)

n,m=0 o=0

n Z Z £)mmrlg(n kle(o)isg(m _ O)Pj@lfsp + c.p. in (kij)

n,m=0 o=0
S

= > (=O)"0(n)k0(0)i0(m)I0" 910 + c.p. in (kif)

n,m,0=0
9]

— > (=) O(n)M0(0) 20 (m) P, fop + c.p. in (Kij).
n,m,0=0

The first part vanishes because 6; is a Poisson tensor, i.e.

[0,0]s = 0"9,07 + c.p. in (kij) =0, (B.2)
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the second part because of
(9kfij + c.p. in (k‘l]) =0. (B3)

To prove that X; still commutes with 6;, we first note that

Xi =X (~tf0) = X(1 - tf6,). (B.4)
n=0
With this we can write

(X1, 60, = [X,6]—t[X[f6, 6 (B.5)
= X"0,0M — 0o, X' + 6o, X"
—t X £ 00,08 4 1080, (X i) — 00 (X friiF)
= X"0,0M — 00, X' + 6o, X"
F0F 0, X fni0 — 1010, X fi 02
HtOF X ™0, frnih — 0 X0, friliF.

In the last step we used (B.2). To go on we note that

O X ™0, frnifl — tO X0, frni* = XN O, il (B.6)

where we used (B.3). Making use of the power series expansion and the fact that
X commutes with 0, i.e.

[X,0] = X"0,0" — 6¥"9, X' 4+ 09, X* =0, (B.7)
we further get
X"0,08 4 X"k, f.00 = —t)" 5 0(r)kX"0,070(s)" B.8
t t t 7 7
r,s=0
= D (=0)0(r)F0" 0, X70(s),
r,s=0
=) (=t)"0(r)Ee" 0, X7 0(s))
r,s=0

Therefore (B.5) reads
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o0

(X0, 0] = ) (=t)"0(r)k6(s)56™ 0, X7 (B.9)

r,s=0

o Z r—&-se ) jna Xz
r,s=0
—0F0, X" 4 00, X 4 1050, X [0 — 1070, X ™ f i
= 0.

B.2 Calculation of the commutators

B.2.1 Semi-classical construction

We calculate the commutator (5.115) (see also [66]), dropping the t-subscripts on
0, for simplicity and using local expressions.

lag, dg(g)] = —Hijaj@-@kl@kg@l — Hijajﬁkl&-@kg@l (B.10)
+0kl8k98191jaj8i + leﬁkgﬁijﬁlaj(?i
= —leainjajaigal — leeijajﬁk&g&l — leﬁijajak(?ig(?l
= +9ijfjk0kl8igal — Hklﬁk(Hijaj&g)al

= —dpseg + dp(as(g))
= —0,(dp)g + do(as(9))-
For (5.116) we get
[CL@, Xt} = Hijaj@-Xk@k — Xkainjaj& — Xkb’ijﬁkajai (Bll)

= —Qink(?kajai — Qikf)kaaj&-
= ka;m&”@] + eljal(Xkaky%
= —0,X — do(XFay).

B.2.2 Quantum construction

In [79], (5.97,5.98,5.101) have already been calculated, unluckily (and implicitly)
using a different sign convention for the brackets of polyvectorfields. In [66], again
a different sign convention is used, coinciding with the one in [79] in the relevant
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cases. In order to keep our formulas consistent with the ones used in |79, 66], we
define our bracket on polyvectorfields 7 and 7 as in [79] to be

(711, o] = —[m2, m]s, (B.12)

giving an extra minus sign for 7, and 75 both even. The bracket on polydifferential
operators is always the Gerstenhaber bracket.
With these conventions and

d, = —[, %] (B.13)

we rewrite the formulas (5.101,5.99,5.97,5.98) so we can use them in the fol-
lowing

[@(X),®(9)lc = P([X,9g]) +¥([0,9], X) —¥([0,X],9), (B.14)

[®(X),2(Y)]le = dY(X,Y) (B.15)
+O([X,Y]) +¥([6,Y], X) — ([0, X],Y),

d.®(g) = P(do(9)), (B.16)

dO(X) = B(dg(X)). (B.17)

For the calculation of the commutators of the quantum objects we first define

a, = (ag,) (B.18)
and
fo=2(fo,). (B.19)
With (B.17) we get the quantum version of (5.114)
f* = d*a*~ (BQO)
For functions f and g we get
— 1
A((fxg) = Z aatUn<0ta . 0)(f,9) (B.21)
n=0
= Y ! U, 0
= Zm w(fos -, 00)(f, 9)
n=1
= f(f.9)

With these two formulas we can now calculate the quantum version of (5.115)
as in [66]. On two functions f and g we have
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W(f*g) = fulf.9) (B.22)
= d.a.(f,9)
= —la,*](f, 9)
= —a(fxg)+talf)xg+ fradlg),

where we used (A.6) in the last step. Therefore

[ay, du(9)](f) = adi(9)(f)) — di(g)(as(f)) (B.23)
= a([f19]) — [a.(f) 3 g]
= —0[f %9l —la.(g) % f]

= —0ud(9)(f) + di(a.(9))([)-

For a function g which might also depend on ¢ the quantum version of (5.115)
now reads

[ax + 9, di(9)] = di(as(9))- (B.24)
We go on to calculate the quantum version of (5.116). We first note that

o0

ab(X) =Y L U (X O .0 = O(OX) + (. X (529

n=1

With this we get

[@(ag), (X)) = d.U(ag, X;) + P([ag, Xy]) (B.26)
—U([0; ap]) + V([0;, Xi], ag)
= d.V(ag, Xy) + O(—do(Xfar)) + ©(=0,X;) — W(fy, Xy)
= —d (®(XFap) — V(ag, X})) — 0,D(X,),

where we have used (B.15).

B.3 The transformation properties of K;

To calculate the transformation properties of K;(XFay), we first evaluate

((19 + 6t) d@()\)(ag + 0, )n 1= ZXk (B27)

M1

(5)\((&9 + 8,5)”)Xkak =

-
Il
o

i

= 2> (;) do((ag + 0,)'(N)(ag + 04)" ' X ay

=0 [=0

i
L
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and
(ag + 8t)"5,\(Xkak) (B28)

= (ag+ 0,)"X O\
n—1

= X*O(ag+ )" =) (ag + 0,)'de( X" ar)(ag + 0,)" "'
i=0
n—1n—1—1 n—1—;i

= X*0(ag+0)" — Z ( ) (=) (ap 4+ 0,)" x
=0 j=

do((ag + ;)" (X ar)) ()

n—1n—1—1 n—1—;i

= X"On(ag+ 0,)" + ( )(—1)"‘1_i_j(a9 +0,)" x
i=0 ;=0

do(N)((ag 4 0)" 7 (X ay))

n—1n—1—1 i+j . . .
. k n n—1—12\/i+ i
= X@kam—@t + E E E ( i )( ; >(_1> 1 J %

i=0 j=0 [=0

do((ag +0,)'(N))((ap + 0)" (X *ar)).

We go on by simplifying these expressions. Using

? 1—1 i —1 ,
(l) = ( I ) + (l B 1) for i>1 (B.29)
we get

22 (LI (- () (e

1 =0 m=l

m=
Using (B.29) again two times and then using induction we go on to

ST e

m=l =0

giving, after using (B.29) again

() -0) -
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Together with

n—1 .
i n
Z (l) B (l + 1) (B:33)
these formulas add up to give

SRR ()= (1) e

m=l =0 =l

and therefore

S (K (X" ag)) = XF0p(K(N)) 4 do (K (N) K (X ay,). (B.35)
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Appendix C

Representations

C.1 The standard representation of the fuzzy sphere

The irreducible N-dimensional representation of the su(2) algebra A; (8.3) is given
by

Do) = O w (C.1)
A = eV (N = k)E, (C.2)

where k,l =1,..., N and Ay = A\; i)\,

C.2 Representation of the SO(6)- intertwiners and
Clifford algebra

Latin indices ¢, 7 will run from 1 to 3, whereas Greek indices u, v, ... denote all
the six dimensions, i.e. both the three left and the three right indices. We will
use the Pauli matrices

(1) e (0F) (3 8) e

which satisfy
olod = 69 4 igkgh, (CA4)
With these we define the 4-dimensional antisymmetric matrices

7}/:(71@02’ ’7%202@17 7%203@027 (C 5)
Yp=i0’®ch, YE=il1®d% ~h=i0c’®o0% '
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They are the intertwiners between SU(4) @ SU(4) and SO(6) and fulfill the

following relations:

' = i,
()t = -k
and
i = 07 +iel,
Tk = —0" =€l
i vkl = 0.

(C.6)

(C.7)

We can now define the 8-dimensional representation of the SO(6)-Clifford algebra

as

0 ~#
ru:<w ’ )

with the desired anticommutation relations

AT VA it
oy (T L0 Y

The chirality operator in this basis is

D =T DT TLI%%, = ( _01 (1) ) :

The 8-dimensional SO(6)-rotations are generated by

, ) i [ Pyt — yrpt 0
ZM = —— ]_—‘M F - — ’
8 4[ 1] 4 ( 0 YRy — s
If we define
v Z v v MY Z 1 1%
S = = (T = yt) and BT = - (M — 7T,

4

the Clifford algebra transforms as

4

v 0 ZH” =478
K 9 = F=v11% .
[28 T ] - ( e fVUT _ WUTEMV 0 )

Explicitly we have

iLj AT il il
It = _Z[Vvayi] = )

iR j AP Y TR
NRIR = iy A =T

iR j i (i AT SltiL
DRI = iy} = -5

(C.8)

(C.9)

(C.10)

(C.11)

(C.12)

(C.13)

(C.14)
(C.15)
(C.16)
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and therefore

iLjL yoy 0 [ElL jL; ,VU]

[28 ) r ] - ( [ZzL jL7 ,YO'T:I 0 )
iRjR o 0 [SiRIR o]

[Es ’ T ] = ( [ZiRjR’ VUT] 0 )

iRJL 1o 0 {ZiRIL 47}
[28 ! I ] = ( _{EiRjL’,ych} 0 .

(C.17)
(C.18)

(C.19)
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Appendix D

Calculations for the matrix model
approach

D.1 Alternative formulation using 4N x 4N matri-
ces

Let us rewrite the action (9.32) in terms of the 4N x 4N matrices By, Br (9.20).

Noting that

CLCr + CrCy = ( —[B%, By [BL?BR] ) (D.1)

we can rewrite Sg (9.28) as
2

N 2
Sg = 2Tr (Bi - B} — 7) + 2Tr ([By, Br)?) , (D.2)

where the trace is now over 4\ x 4N matrices. Similarly

N? N?
Shreak = —4Tr (Bi - T) <—sz - T) (D.3)

and combined we recover (9.1) as

2 N2 2 2 N2 2 2
S = S — Sphreax = 21T (BL_T> —f—(—BR—T) +{BL,BR] . <D4)

This looks like a 2-matrix model, however the degrees of freedom By, By are still
very much constrained and span only a small subspace of the4\ x 4\ matrices.

We would like to find an intrinsic characterization without using they, explicitly.
One possibility is to choose the v, to be completely anti-symmetric matrices,
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see Appendix C.2. However this does not extend to B, since the B, should be
Hermitian and not necessarily symmetric, and moreover thev, are not Hermitian
(the conjugate being the intertwiner (6) C (4) ® (4)). Another possibility is
provided by the following representation of the y-matrices:

’)/ZL = O'i (29 ]12><2, 7}2 = IIQXQ (029 ZO'Z (D5)

They satisfy the relations (9.16) — (9.19), but are not antisymmetric. Now note
that

Y = iPYLP (D.6)
where
1000
0 010 1 ; ;
P= 010 0 —§(l+a ®a') (D.7)
0001
permutes the two tensor factors and satisfies
P?=1. (D.8)

Therefore we can characterize the degrees of freedom in terms of 2 Hermitian
2N x 2N matrices

. 1 , 1
XL:BEO'Z—l—g, XR:B;{Uz—i_i (D9)
which are arbitrary up to the constraint that XgR = % Then
BL :XL®112><2, BR:iP(XR(X)ﬂQXQ)P; (DlO)

they could be extracted from a single complex matrix B = (XL +iXRg) ® laxs.
Furthermore, matrices of the form X ® 15,5 are characterized through their spec-
trum, which is doubly degenerate; indeed any such Hermitian matrix can be cast
into the above form using suitable unitary SU(4N') transformations. Similarly,
P can also be characterized intrinsically: any matrix P written as

P=P @1y + P (D.11)
which satisfies the constraints
1
Py=3, P?=1 (D.12)

is given by (D.7) up to an irrelevant unitary transformation U ® 1. We could
therefore write down the action (D.4) in terms of three matrices By, —iPBrP
and P, all of which are characterized by their spectrum and constraints of the
form (..)o = 3. The hope is that such a reformulation may allow to apply some
of the powerful methods from random matrix theory, in the spirit of [96].
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D.2 Stability analysis of the SO(6) - invariant ac-
tion (9.28)

Consider the action (9.28). We will split off the radial degrees of freedom for large
N by setting’
Bip, = )\iL + AiL = )\iL + AiL + 2,9y, (D.l?))

requiring that \;;.A;;, = 0, and similarly for B;g, The stability of our geometry
will depend on the behavior of ® and ®#. We calculate that

N?—1
B,B,—

1
= N(<I>L+<I>R)+<I>L<I>L+<I>R<I>R+A#A#—[A#,A#HO(N), (D.14)

where we used that \;,A;, = 0 and therefore both A;,z;, = O(%) and A;[Nig, -] =
O(%) for a = L, R. Setting

O, + D = D4, (D.15)
O —Dp = Py
we get
N2 -1 1
B,B, — 5 =NO;, + O,D; + Do®y + AL A, — [N, A + O(N) (D.16)

In the limit N — oo we can integrate out ®1, as it acquires an infinite mass. Al-
ternatively we can rescale ®; by setting ¢; = %(I)l. Then, all the terms involving
¢1 but the first one in (D.16) will be of order 1 and we can equally integrate out

1.

The terms from

Fi1Fip + FipFip — [Bir, Big)? (D.17)
with F;;, = %eiijijL etc. involving the remaining ®; will be (in the limit
N — )

1
5(132(132 - JM(¢2)JM(¢2) — -FiinL(I)Q + FinL’iRCI)Q (Dlg)
with the tangential derivatives J;, = —i€;j57,4,0kq. Calculating that

J#(I)QJ#(I)Q == —8#<I>28#<I>2 - xiLaiLCDijLﬁjLCIb - xiR&RCI)ijRGjRCDQ (Dlg)
and using partial integration under the integral this gives

1
5(1)2@2 - qb@ﬂ;ﬂ)z _xiLaiLq)2ijajL(I)2 —SUiRaiR(I)zijaqu)2 —Fipi @o+ Fipwip®Po

(D.20)

Lthe fact that this leads to non-hermitian fields for finite IV is not essential here
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Expanding both ®5 and F' in left and right spherical harmonics as

b= Y e VAV and Funa— 30 fYEYE (D)

klmn klmn

we get for fixed klmn, setting ¢ = Crimn, f* = fln, and p = %—i— (I4+1)+k(k+1)
the following expression

1

(- pRy (D.22)

1 1
2 .rL R _ _ ~ pL |~ fR\2 _
pe —efirefT=ple— g i P -

Integrating out the ¢’s and putting everything back this leaves us with the addi-
tional term

(Firzir — Firair) (D.23)

in the action (9.28).

D.3 The Dirac operator in spherical coordinates

For a general Riemannian manifold with metric

9 = guda’dz” (D.24)
the Christoffel symbols are given by
1
FZV = §ga)\(aug)\l/ + aug)\,u - (9/\%1/)- (D25)

We can change to a non-coordinate basis (labeled by Latin indices in contrast to
the Greek indices for the coordinates) by introducing the vielbeinse! with

erey = 0y, (D.26)

123

a b v v sab
Guw = €€, 0a, g = eley 0.

n-v

With these, the Dirac operator is given by

- a 1 a
D= -y €Z<au + prabh/ 77b])7 (D27)
where the v form a flat Clifford algebra, i. e.
(v, =26% | AT =4 (D.28)

and the spin connection w fulfills

Oues — T8 +w, el = 0. (D.29)
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D.3.1 The Dirac operator on R’ in spherical coordinates

We will now write down the flat SO(6) Dirac operator Dg by splitting R into
R? x R% and introducing spherical coordinates on both the left and right hand
side. The flat metric becomes

ge — T‘% d9L®d9L+r%sin2 QL d¢L®d¢L+dTL®dTL (DSO)
+T?~Z d@R X d@R + T%Sin2 QR d¢R X d¢R + dT’R X dT’R.

Looking at the formula for the Christoffel symbols (D.25), we see that all the
symbols with both right and left indices vanish. For the symbols with only right
or only left indices we get

ngd) = —sinfcosé, (D.31)
s _ cosb
oy = sinf Lo,
Fge = -
Ly = —r sin? 6,
1
F?“G = ; = Fgw
1
¢ _ _ 179
Iy = o= L

where we have dropped the left or right subscript for simplicity. All other symbols
vanish. We want to go to a non-coordinate basis by introducing the vielbeins

eéi =rp; eiﬁ =rpsinfp; el =1; (D.32)

eé}’: =rp; ei’; = rgsinfg; e =1. (D.33)
Calculating the spinor connection by (D.29), we again see that all the terms with
both left and right indices vanish. The terms with only left or only right indices
are

wyy = —cosh =—w), (D.34)
w¢23 = sinf = —w¢32,
Wy's = 1 = —wyy,

where we again dropped the left or right subscripts. Putting all this together we
see that Dg splits up into a left part D3y, and a right part Dsg as

D¢ = D3r + D3r (D.35)
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with
=1 1 cosfp, =2 1 =3 1
D = —I'; —(9 — i ——0,, — 5 (0, —), (D.36
3L i LTL( 0L+Sm9L) Ty g, O L( L+TL) (D.36)
=1 1 cosfp —2 1 =3 1
D = —il'p— — - —i[,(0, —)\(D.
3R ? RT’R (8912 + sinQR t RTRSiHHR&bR ¢ R(aR + TR)( 37)

where the T' have to form a SO(6) Clifford algebra.

D.3.2 The Dirac operator on S? x S?

We now want to calculate the curved Dirac operator D, on S? x S? in the spherical
coordinates of the spheres (they are the same spherical coordinates we used before,
now restricted to the spheres). The metric on S? x S? with radii r, and rg is
g1 = 17 d,®d0p + 17 sin® 0y, dop ® dor, (D.38)
—|—T?% d@R X dQR + 7”% SiIl2 QR dqu X d¢R

The metric is the same as (D.30) restricted to the spheres, so the Christoffel
symbols are the same as (D.31). Again introducing the vielbeins

eéi =T eiﬁ = rpsinfy; (D.39)
eég =rr; ej)f; = rgpsin g, (D.40)
we see that also the spin connection is the same as (D.34), and therefore we can

again split D, into a right part Dog and a left part Doy as Dy = Dop 4+ Do with

cos by, 1

-1 -
Dy = —iI't—(9 —i2—209 D.41
2L ! LTL( b T sinQL) ! Ly, sinf; 23 ( )
~ 1 cosfr ~ 1
Dop = —ilL— —i2—0, D.42
2R ! R'r’R( br sinHR) ! Ry sinfp 23 ( )

where the I form a flat SO(4) Clifford algebra.

D.3.3 SO(3) x SO(3)-covariant form of the Dirac operator
on S? x S?

The flat SO(6) Dirac operator Dg can be split into a left part D3, and a right

part Dsg using spherical coordinates in D.35. Of course, Dg can also be written
in the usual Euclidian coordinates as

Dg = —il*d),, (D.43)



D Calculations for the matrix model approach 135

where again we can split it into a left and a right part as

Dg = D31, + D3g (D.44)
with
D3y, = —il'} 05, D3p = —il'%0;, (D.45)
{Dsr, Dsg} = 0.

We have left open which representation of the SO(6) Clifford algebra we want to
use for the T in (D.36,D.37), but I" in (D.45) is really the representation given by
(9.21). We will now relate the two expressions for the Clifford algebra and the
Dirac operator by first defining

Ji = —t€ijpxjp 0, and  Jig = —i€2ROkR (D.46)

Do \> (Thzin\>
< szL) _ < RIzR) -1 (D47)
rL TR
We calculate that

. 2 .
FJLZL']‘L Fl a FJLZL‘]‘L xiL&-L . i
rL Lo L rL L

, 2 .
I, . Iz, irOi ) i
RIR I'50ir = RTIR (as RR - ( TR (: ) J¢R>7 (D.49)
TR TR TR TR 0 &

and therefore

i 1 /4 0
Dsy, = —i| L= ) (o, —— | ' = ) D.50
3L Z< rr > ( L L ( 0 72 L ) ( )

| i (AL 0
Dyp = —i| B2 (9, +— B2 ) Tg ) D.51
3R 7 ( . ) ( R + TR ( 0 7}% ( )

Comparing this with (D.36,D.37) we see that

& (Tiz, & (Ti,
ri:( L“) and F;:( R”), (D.52)

and noting that

L TR

as the J and Jr have no radial components. From (D.50,D.51) we can also

deduce that
—i 0 1 —i 0 1
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and

—i 01 =i 0 1
The curved Dirac operator Dy on S? x S? expressed in the spherical coordinates
of the spheres also splits up as Dy = Doy + Dog with right part Dog and left

part Doy, given in (D.41,D.42). Comparing this with (D.36,D.37), we see that the
dependence on the tangential coordinates is the same in both expressions. With

(D.53,D.54) we see that the matrices —i ( 2 (1) )fif; and ( _01 (1) )F?]’%fé

for i,j = 1,2 form a SO(4) Clifford algebra and can therefore be used as the T

Note that this representation is still reducible, a problem we deal with in chapter

9.4.2. Now we can get a simple relation between the D3 restricted on the spheres
and the D,

01 =3 1
- ( 1 0 ) (ZFLD3L|7’68. - E) = D2L, (D55)
) 0 1 =3 1
—1 ' Dsplres. —
( -10 ) ( f 3R| R

Inserting (D.50,D.51) and using (D.52) together with (D.47) we find that

) = D (D.56)

. 0 1
Dy = E(FLJiL+<1 0)), (D.57)
1 01

Setting r;, = rr = 1 for simplicity, the Dirac operator Dy on S? x S? takes the
form (9.43).
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