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Summary

Aging, a hallmark of metazoan organisms, leads to a gradual decline of important bi-
ological functions and, ultimately, death. In humans age is the most important risk
factor for numerous diseases, such as neurodegenerative disorders, most prominently
Alzheimer’s and Parkinson’s disease, as well as metabolic disorders such as type II
diabetes. Recent advances in the biomedical sciences have dramatically changed our
understanding of aging. It is now generally accepted that senescence is not merely a
stochastic process but that its rate is regulated by various molecular signaling path-
ways. Nonetheless, both the mechanisms by which this regulation is achieved and
the nature of aging itself remain mostly obscure. Discovery-based experimental ap-
proaches are best suited to address such questions, in particular the emerging field
of mass spectrometry-based proteomics, which now allows identification and quan-
tification of thousands of proteins in tissue samples. The focus of this thesis was to
establish workflows and assess proteome remodeling during aging in two commonly
used model organisms.

The first project was aimed at studying the effect of aging on mouse tissue. While until
recently, quantitative proteomic analysis of tissue samples posed a major challenge an
internal standard derived from SILAC mice allowed us to accurately quantify protein
abundance in several tissues. Surprisingly, proteome diferences even in postmitotic
tissues were very low between young and aged animals, suggesting that proteostasis
is efficiently maintained during aging.

In the second project, aging in the nematode C. elegans was addressed. Of particular
interest in this model organism is the conserved insulin/insulin-like growth factor 1
(IIS) signalling pathway. Mutations in the DAF-2 receptor result in constitutive activa-
tion of the DAF-16/FOXO transcription factor and more than doubles the organism’s
lifespan. To elucidate the mechanism of this lifespan extension, SILAC labeling of C.
elegans was established and employed to quantify protein expression changes of wild
type and IIS mutant strains throughout their lifespan. Furthermore, insoluble protein
aggregates were biochemically isolated and quantified. In contrast to mice, C. elegans
undergoes extensive proteome remodeling during senescence. Moreover, a large pro-
portion the proteins that accumulate with age in the proteome have a tendency to form
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aggregates. This process was markedly delayed in the long-lived daf-2-mutant strain.
The data indicate that in worms, aging is associated with deleterious proteome remod-
eling, results in protein aggregation and proteostasis collapse.

Collectively, the work presented here generated the most comprehensive proteomics
datasets addressing aging to date. A comparison between the two analyzed organ-
ism suggests that the proteostasis system during aging is more efficiently preserved in

mammals than in nematodes.

In a further part of this thesis, different methods were explored to identify novel mito-
chondrial membrane protein complexes in yeast. SILAC-based immunoprecipitation
experiments with GFP-tagged variants of the mitochondrial outer membrane protein
Mim1 were performed after mild detergent lysis. This lead to the discovery of a Mim1
interactor, named Mim?2. Both proteins form the MIM complex, a central component
in the biogenesis of outer membran proteins.

In a different study, protein correlation profiling was applied to identify a complex
responsible for the formation of mitochondrial contact sites, the attachment points be-
tween the inner and the outer mitochondrial membrane. To that end, vesicles from iso-
lated yeast mitochondria were generated by ultrasonication, separted by density gra-
dient centrifugation and highly accurate abundance profiles were determined via an
internal SILAC standard. By this means, the mitochondrial contact sites (MICOS) com-
plex was discovered, consisting of Fcjl and five novel proteins. Biochemical assays and
electron microscopy confirmed that these subunits were required for contact site for-
mation. Furthermore, their deletion resulted in impaired growth on non-fermentable
carbon sources.

vi
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1 Introduction

1.1 Biology of Aging

A hallmark of multicellular organisms is their restricted lifespan, ultimately leading to
an individual’s death. From an evolutionary perspective, this limitation is necessary
to assure a species’ genetic adaptation and progression. Studies on animal populations
in the wild demonstrated that the majority of individuals die prematurely, for example
because of predation or diseases, before a significant onset of intrinsic cellular deteri-
oration. Long term population studies of wild mouse populations showed a decline
by at least 40% in each of several consecutive two month intervals [17]. In contrast,
commonly used laboratory mouse strains kept in captivity have median lifespans in
the range of two years [290]. Similarly, the aging process of humans in developed
countries differs considerably from that of our ancestors before the establishment of
modern civilization. Accompanying improvements in nutrition and medicine, life ex-
pectancies of humans worldwide have more than doubled in the past two centuries
and are still increasing [223]. Accompanying these significant demographic changes,
humanity is faced with an altered occurrence of medical conditions, resulting in rising
healthcare costs of up to 7% yearly in the western world [32]. Age-related pathologies
include a decline in cognitive and sensory functions of the brain and a progressive im-
munodeficiency. Furthermore, aging is associated with a higher incidence of particular
diseases, including dementia, Alzheimer’s disease or type II diabetes, explaining the
great interest in the field of aging research [70].

1.1.1 Paradigms of Aging Research

Advances in the biomedical sciences have provided researchers with new tools to in-
vestigate the biological basis underlying aging at the molecular level, and considerable
advances have been made in the past decades. In spite of a general consensus that
aging results from accumulation of cellular damage, several conflicting models have
been proposed to explain the nature and the origin of these deteriorations.
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Mitotic Clock, Cellular Senescence and Organismal Aging

The previously prevailing assumption that cells can proliferate indefinitely was first
challenged in 1961 when Hayflick and Moorehead demonstrated that cultured human
fibroblast can only undergo a limited number of cell divisions and enter a state of
growth arrest [122]. Later, the molecular mechanisms were identified which restrict
the proliferative capacity of cells and result in a permanent cell cycle arrest. The most
prominent example is the successive shortening of telomeres, protective structures at
the termini of chromosomes [116, 121]. Moreover, an accumulation of point mutations
and chromosomal rearrangements has been observed [15]. This natural restriction of
somatic cells by this mitotic clock to proliferate is referred to as cellular senescence [46].
Preventing telomere shortening by constitutive expression of telomerase alone is often
sufficient to reverse this effect and allows an indefinite number of divisions [20].

In multicellular organisms, however, the situation is considerably more complex and
the relevance of the above mentioned cellular senescence to organismal aging is still
controversial [227]. The notion that cellular senescence represents a safeguard against
against cancer, a condition that results from uncontrolled cell proliferation, is widely
accepted [34]. However, it is currently unclear which role growth arrested senes-
cent cells play in vivo. A range of biomarkers have been reported that are associated
with cellular senescence, for example DNA replication or the expression of senescence-
associated 3 galactosidase or p16. None of these, however, is characteristic for all or-
ganisms and tissue types [35]. Based on such markers, some studies have found an
accumulation of senescent cells with age in renewable tissues of several mammalian
species [66, 137, 162]. The proportion of senescent cells across studies varies widely
between less than 1% and more than 15 %. Similarly, a greater proportion of senescent
cells was also found in tissues affected with various age-related pathologies, including
osteoarthritis and atherosclerosis [37, 247, 297].

Although many pieces of evidence point towards an accumulation of cell cycle ar-
rested senescent cells in mammalian tissues during aging in vivo, their role in organ-
ismal aging is poorly understood. Some reports suggest that tissue stem and progen-
itor cells are significantly affected and thereby limit the tissue self renewal capacity
[136, 161, 208]. It has further been suggested that senescent cells may cause tissue
damage due to the release of matrix degrading enzymes and cytokines and growth
factors [35].

Further evidence for the hypothesis that organismal aging is closely related to cellu-
lar senescence was provided by the finding that counteracting telomere deterioration

by constitutive expression of the telomerase reverse transcriptase subunit in somatic
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cells delayed aging in mice [284]. However, since systemic activation of telomerase
is known to induce malignancies [36, 103] this had to be compensated by the simul-
taneous overproduction of tumor suppressor proteins, underscoring the notion that
cellular senescence represents a defense mechanism against cancer.

Free Radical Hypothesis

The free-radical theory of aging was originally founded by D. Harman in 1956 [117] and
was later substantiated by experimental evidence for the occurrence of highly reactive
molecules termed reactive oxygen species (ROS) in tissues. These include the super-
oxide anion (O2 -°) which can further yield other molecules like the relatively stable
hydrogen peroxide (H>O,) or the highly reactive hydroxyl radical (-OH) by dismua-
tion or Fenton chemistry, respectively. The vast majority of ROS are generated as a
consequence of normal aerobic metabolism. Besides minor contributions by NADPH
dependent oxidases in the plasma membrane, cytosolic cyclooxigenases or enzymes
of the lipid metablolism, the mitochondrial respiratory chain is their primary source,
generating up to 90% of the overal oxidating burden (reviewed in [10]). Recent data
indicate that in vivo, ROS are mainly formed at complexes I and III of the respiratory
chain, involving flavin mononucleotide iron sulfur cluster electron transfer intermedi-
ates and ubisemiquinone radicals [96, 182, 289]. ROS are known to spontaneously react
with nucleic acids, lipids and proteins and thus cause cellular damage.

Being highly controversial at first, the discovery of enzymes with the purpose of clear-
ing highly reactive radicals provided experimental support for the free-radical theory
[201]. Particularly isoforms of superoxide dismutase and catalase serve as a natural
scavenging system for ROS. Experimental data showing that the lifespan of flies can be
prolonged by overexpressing these enzymes were seen as a proof for the life shorten-
ing impact of free radicals [235]. However, after a critical re-evaluation of the study the
data turned out to be biased due to the use of short-lived control strains. In a revised
experimental setting, no significant impact on longevity was observed upon overex-
pression of superoxide dismutase or catalase [234].

A variety of oxidative modifications of amino acid side chains have been reported in
proteins. Examples of these modifications are oxidations of the sulfur atom in cysteine
and methionine, hydroxylations and carbonylations on aliphatic residues as well as
substitutions at the aromatic systems of phenylalanine, tyrosine or tryptophane (re-
viewed in [252]). Using biochemical assays, immunodetection or mass spectrometry
(MS), some studies have demonstrated an increase in oxidative protein modifications
with age [4, 286]. However, no conclusive data has been presented as to the extent of
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such oxidative damage, i. e. the ratios between modified and unmodified proteins,
and their impact on biological function in vivo. Therefore it is still a matter of debate
whether oxidative damage to proteins ist the main cause or simply correlated with

aging.

Rate of Living

Related to the free radical theory is the rate of living concept. It is based on the obser-
vation that the metabolic rate of an organism is often inversely related to its longevity.
This not only holds true for a comparison between different species but also to in-
dividuals of the same species under different metabolic conditions. Reducing the
metabolism by means of caloric restriction, lowering of the body temperature or the
oxygen concentration was shown to prolong lifespan in a variety of organisms, includ-
ing worm, fly and rodents. Similar effects were further shown for primary human
cell lines [199, 206, 237]. Notably, increased longevity upon caloric restriction was also
observed in yeast but in contrast to the examples mentioned above, this shift was ac-
companied by an increased rate of oxygen consumption [179].

Vicious Cycle Hypothesis

Oxidative modification of DNA is one of the most extensively studied cellular damages
induced by ROS. The formation of oxidized bases, so-called oxidative lesions, leads to
an increased rate of point mutations or deletions in the nuclear and, even more pro-
nounced, in the mitochondrial DNA (mtDNA) [255]. Since mtDNA mainly encodes
for components of the respiratory chain, the vicious cycle concept has been established,
stating that mutant proteins promote radical formation in mitochondria and in return
further increase mutation rates. In support of this model, multiple studies have pro-
vided evidence that aging is associated with a decline in cytochrome c oxidase activity
and other mitochondrial functions as well as increased ROS production [48, 217, 270].
However, the technical quality of these studies has been challenged because of un-
suitable sample preparation techniques and lacking controls [195]. Hence, it is not
yet clearly decided whether aging indeed affects the integrity of the electron transport
chain.

As further evidence for the vicious cycle theory, a mouse model was presented in which
proofreading capacity of the mitochondrial DNA polymerase was abolished, resulting
in an increased mutational burden in the mtDNA. These animals had a significantly
decreased lifespan, reduced rates of mitochondrial ATP generation and showed vari-

ous signs of premature tissue aging [288]. However, using a more sensitive assay to
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measure mtDNA mutation rates, a recent study concluded that the mutational burden
posed on the mitochondrial mutator mouse model was unnaturally high. Strikingly,
heterozygous animals for the mutator allele had a 500 fold higher mutation rate com-
pared to wt but displayed neither a shortened lifespan nor signs of the pathologies
observed in homozygous mice. Moreover, although a marked increase of mtDNA mu-
tations with age was observed, the new data suggested that previous studies had over-
estimated their extent due to technical limitations. The authors therefore concluded
that mtDNA mutations are associated with but not causative of aging [298].

Antagonistic Pleiotropy Hypothesis

It has been proposed that the influence of genes on an organism’s fitness is dependent
on its age. While some genes provide an advantage during early life and would there-
fore be selected for by evolution, they may have harmful effects during later stages
of life. At this post-reproductive phase, the selective pressure no longer applies. This
idea was formed by G. C. Williams in 1957 and was later named antagonistic pleiotropy
theory [305].

The number of identified genes with the postulated characteristics, however, remains
low [156]. The observation that mutations which cause longevity in wormes, flies or
mice are often associated with reduced fecundity is often brought up as evidence for
the existence of antagonistic pleiotropy [175]. Another commonly cited example is
a gain-of-function allele of the tumor suppressor p53 in mice. Heterozygous mutant
animals were better protected against spontaneous tumor formation than wt animals.
However, they displayed signs of premature aging and had reduced lifespans, suggest-
ing that increased fitness at an early age came at the cost of disadvantageous effects
later in life [291]. In contrast, analyses of naturally occurring polymorphisms in pop-
ulations of several animal species and humans do not support antagonistic pleiotropy,
for no negative correlation between longevity and fertility has yet been observed [175].
Some authors further associate the above mentioned cellular senescence with antago-
nistic pleiotropy. A limited proliferative capacity of somatic cells protects the juvenile
organism from developing cancer. At the same time, it inherently limits its tissue re-

newal capacity and accelerates aging [35].



1 Introduction

1.1.2 Invertebrate Model Systems

The age of genomics has revolutionized aging research. Novel methods in biochem-
istry and genetics enabled the discovery of specific genes associated with longevity.
This led to the understanding that senescence is a process whose rate is regulated by
specific molecular signaling pathways. The vast majority of aging paradigms have
initially been established in non-vertebrate model organisms. Their advantages lie in

short lifespans and amenability to genetic manipulations.

Saccharomyces cerevisiae

Probably the first laboratory model organism to be used in aging research is the bud-
ding yeast Saccharomyces cerevisiae, dating back to the year 1959 when it was first re-
ported that single cells can only undergo a limited number of cell divisions [214]. Be-
sides this so-called replicative lifespan, a more recent concept, termed chronological aging
has been developed. Chronological lifespan is defined as the time that cells can survive
in a non-dividing state [78]. Most prominently, the conserved protein deacetylase silent
information regulator 2 (SIR2) was initially identified in yeast to promote replicative
lifespan [144, 149]. Although there is a consensus that sirtuins, the family of SIR2 ho-
mologues, have a function as metabolic regulators [191], many details regarding their
biological role remain unresolved. For example, SIR2 deletion yeast strains have unal-
tered chronological lifespans and even live longer under nutrient deprivation [77]. The
role of sirtuins in regulating longevity in higher organisms remains controversial and
SIRT1, the closest homologue of yeast SIR2 in mammals, does not appear to influence
lifespan. Nonetheless, recent work in mouse models has demonstrated that SIRT1 pro-
tects against diseases associated with a chronic high fat diet (reviewed in [125]) and is
therefore seen as a promising target for pharmacological intervention.

The amenability of S. cerevisiae to genetic manipulations opened up the opportunity to
conduct screens with isogenic single gene deletion libraries [306] to study their influ-
ence on aging. This lead to the discovery of the target of rapamycin (TOR) signaling
pathway as a negative regulator of lifespan and thus established a link between nu-
trient availability and longevity [145, 246]. Of note, interference with TOR signaling
has since been shown to extend lifespan in a variety of organisms including nema-
todes, flies and mice [120, 139, 147]. Moreover, a reduction in nutrients extended both
replicative and chronological lifespan and thus recapitulates the established concept
of dietary restriction in yeast [141, 246, 254]. Collectively, these data demonstrate that
even unicellular organisms such as S. cerevisiae can provide valuable insights into con-

served biochemical and signaling pathways involved in lifespan regulation.
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Figure 1.1.1: Developmental cycle of the C. elegans hermaphrodite. The nematode progresses
through four consecutive larval stages (L1 to L4) before maturing into the reproductive adult
after approximately 55 hours. In absence of nutrients, the development can be arrested either
at the L1 larval stage, or the organism progresses into the highly long lived and stress resistant,
albeit non-reproductive, dauer form. (Modified from http:/ /www.wormatlas.org/.)

Caenorhabditis elegans

Having widely been studied by geneticists and developmental biologists since the
1970s, the small nematode Caenorhabditis elegans has matured into an indispensable tool
in aging research since in the past two decades. In 1998 C. elegans became the first mul-
ticellular organism whose genome was published [31], and 20,513 protein coding genes
are currently predicted (Wormbase release WS231). Advantages of employing C. ele-
gans as a model system lie in its small adult body size of only approximately 1 mm, its
fast life cycle of only 3 days under optimal growth conditions and its ability to survive
cryogenic storage [25]. The self-fertilizing mode of reproduction of hermaphrodites

further allows for maintenance of large populations without inbreeding depression
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[142]. On the other hand, the high reproduction rate requires the induction of sterility

by means of chemicals or temperature sensitive mutations to obtain age-synchronized

populations. Some methods by which progeny is suppressed influence the organism’s

physiology and thereby lead to artifacts in lifespan experiments [5].

Old

Young

Figure 1.1.2: C. elegans as a model for ag-
ing. (A) Morphological differences between
a young adult and an aged worm visual-
ized by scanning electron microscopy. (B)
Sarcopenia-like phenotype in the body wall
muscle. Fluorescence microscopy images from
worms expressing green fluorescent protein
in muscle cells are displayed. (Adapted from
http:/ /www.chp.edu/CHP/ghazilab and
[124].)

After the embryonic stage, the animal’s
development comprises four successive
larval stages before maturing into the re-
productive adult worm. Under nutri-
ent deprivation, heat stress or other en-
vironmental stimuli, C. elegans can form
so-called dauer larvae, which are ex-
tremely long lived and stress resistant
(1.1.1). In comparison to higher organ-
isms, the anatomy of C. elegans is sim-
ple: Adult animals maintain a constant
cell number, 959 or 1031 somatic cells
in hermaphrodites or males, respectively,
whose fate is predetermined during de-
velopment [6]. Since cell division no
longer takes place in adult worms, C.
elegans is applied to study mechanisms
of aging in post-mitotic tissues. Expect-
edly, telomere length, though strain de-
pendent, is neither correlated with the
animal’s age nor its longevity [250].

Of particular interest for the use of C. el-
egans as a model organism in aging re-
search is its short lifespan. When main-
tained at 20°C, wt hermaphrodites live
for approximately two weeks. After a rel-
atively short period of reproductive ac-
tivity, typically lasting only 3 - 4 days, an-

imals successively start to display signs of senescence, such as reduced motility or

paralysis [158]. This is accompanied by morphological signs of deterioration in sev-

eral, albeit not all, tissues. While neurons are relatively well preserved during aging,

muscle fibers are more strongly affected and gradually display phenotypes resembling
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human sarcopenia (Figure 1.1.2) [124].

A technological milestone towards identifying genetic determinants of longevity in
metazoans was the development of a method which allowed determining the lifespan
of worms in a high throughput format. To that end, a temperature sterile strain was
subjected to chemical mutagenesis and several long-lived mutants were isolated. Phe-
notypes of these included constitutive dauer larvae formers as well as animals deficient
in motility, chemotaxis or pharyngal function. Thus, lifespan extension was mostly
attributed to altered feeding behavior [159]. However, subsequent genetic mapping
analysis revealed that several mutations had occurred in the age-1 gene which is part
of the insulin/insulin-like growth factor I (IIS) signaling pathway [90] and is described
in more detail in a later section. Since then, the modulation of additional signaling
pathways, for example target of rapamycin (TOR), Jun kinase and mitochondrial sig-
naling, or biochemical pathways like protein translation, have been shown to extend
lifespan in C. elegans [23, 166, 307]. The discovery of longevity genes has been greatly
facilitated by the introduction of robust and convenient tools for reverse genetics ex-
periments. Libraries of bacteria expressing RNAi constructs now allow for functional
screens at a genome wide scale [146].

To gain insight into the causes of senescence on the molecular level, several studies
profiled transcriptional changes during aging by microarray experiments. In an early
report, age-synchronized populations of sterile mutant strains were analyzed at dif-
ferent time points during adult lifespan. Among the age-regulated genes was a large
number of molecular chaperones, most of which peaked in transcript abundance in
mid-life followed by a rapid decline in the later stages of life. The overall proportion
of the genome with a significant change at the transcript level, however, was estimated
to be less than 1% [188]. In contrast, more recent datasets, using amplified cDNA from
several individual wt animals or RNA extractions from populations of temperature

sensitive mutant suggested more extensional transcriptional remodulation [30, 102].

Drosophila melanogaster

The fruit fly Drosophila melanogaster with its lifespan of approximately eight weeks in a
laboratory environment is another commonly used invertebrate model for the discov-
ery of aging regulating genes. In contrast to nematodes, the fly anatomy and its diver-
sity of tissues is much more complex. Several longevity genes were identified using
forward or reverse genetic screens, or naturally occuring lifespan variability and map-
ping the corresponding chromosomal loci via quantitative trait locus analysis [236].

An even more extensive repertoire of genetics and genomics methods as compared to
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C. elegans has been developed for Drosophila. These include the Gal4/UAS system [24]
which allows for tissue specific overexpression of transgenes or transcript depletion via
genome-wide RNAI libraries [64]. However, a major limitation of Drosophila in aging
research is the inherently high mutation rate of the organism, making it challenging to
generate transgenic lines with isogenic backgrounds [287].

The Drosophila model has served both to dissect previously identified pathways as well
as to identify new longevity genes. For example, components of IIS, JNK and TOR sig-
naling, which are known to regulate aging in worms, have also been shown to extend
lifespan in Drosophila (reviewed in [236]). Novel longevity candidates include genes
encoding for the G-protein coupled receptor methuselah (mth) and its peptide ligands,
stunted (sun) [55, 180].

10
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1.1.3 Insulin/Insulin-like Growth Factor 1 Signaling
Components and Signaling Cascade of the IIS Pathway in C. elegans

One of the most extensively studied signaling pathways regulating longevity in C. ele-
gans is the insulin/insulin-like growth factor 1 signaling (IIS) pathway. The first gene
encoding one of its components was identified in 1988. In total, three mutations map-
ping to the same gene, termed age-1, yielded animals with an extended lifespan [89, 90].
More thorough morphological analysis revealed that age-related deterioration in mul-
tiple, although not all, tissues was delayed in these animals [124]. In 1993, a report
showed that a point mutation in the daf-2 gene, resulting in a single amino acid ex-
change from proline to serine, is sufficient to more than double the adult lifespan of
hermaphrodite worms (Figure 1.1.3). This lifespan extension further required daf-16, a
gene encoding a transcription factor [150]. Before the discovery of their role in adult
lifespan determination, both daf-2 and daf-16 had already been identified as regulators
of dauer larvae formation (daf), a highly stress resistant but non-reproductive form
of nematodes [104, 256, 300]. Although mutations in both age-1 and daf-2 promote
longevity, the phenotype of the latter mutant is more pronounced [168].

Further dissection of the pathway and

the interplay of its component has led il 2 -«m".:;_-"" wiid type
to the current model as depicted in 1 \ .'.- & ooy
Figure 1.14. A yet unidentified lig- ; . 4 ". ’ cat'im"wl
and binds to the tyrosin receptor ki- ) ‘: :h . "o
nase DAF-2, a homolog of the mam- N &%‘ .

malian insulin receptor family. It has 0 20 4 60 80

Days (after hatching)

been suggested that activation occurs via

autophosphorylation of tyrosine residues

Figure 1.1.3: IIS-mediated lifespan extension
in C. elegans. A point mutation in the daf-2
ogous to the human insulin receptor gene, encoding a homolog of the mammalian

[152]. Subsequently, DAF-2 recruits IST- insulin receptor, results in a strong lifespan ex-
tension. This phenotype further requires the

daf-16 gene encoding the transcription factor
logue, and the above mentioned phos- DAF-16, indicating that it acts downstream in

phatidylinositol 3-kinase AGE-1/DAF- the signaling cascade. (Adapted from [150].)
23 [213]. 3-phosphoinositide-dependent

kinase 1 (PDK-1) is activated by elevated phosphatidylinositol(3,4,5)triphosphate lev-
els and phosphorylates three protein kinases: B/ Akt homologs AKT-1 and AKT-2 [240]

at the C-terminus of the protein anal-

1, an insulin receptor subsrate ortho-

11
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as well as the serum- and glucocorticoid-inducible kinase homolog SGK-1 [126]. This
activation is counteracted by the phosphatase DAF-18, an orthologue of mammalian
PTEN [225]. In parallel, AKT-1, AKT-2 and SGK-1 negatively regulate the activity of
the transcription factor DAF-16 by phosphorylation of multiple serine and threonine
residues. While AKT-1 and AKT-2 were reported to function predominantly in dia-
pause regulation, the SGK-1 stimulus was most relevant for the regulation of lifespan
and stress resistance [126]. As long as the IIS pathway is activated, DAF-16 remains
phosphorylated and is retained in the cytosol, probably by sequestration via 14-3-3
protein binding as reported for mammalian cells [28]. Reduced IIS allows DAF-16 to
enter the nucleus and activate transcription of its target genes [123]. Conflicting data
exist in the literature as to the mechanism by which DAF-16 is inactivated. While Lee
et al. reported that mutation of AKT phosphorylated residues resulted in dauer ar-
rest induced by constitutive DAF-16 activation [172], Lin and colleagues observed that
similarly mutated DAF-16 translocated into the nucleus but neither induced dauer for-
mation nor extended lifespan. The authors of the latter study suggested that additional

cues may be required for DAF-16 activation than the nuclear translocation alone [178].

The Transcriptional Response of DAF-16

DAEF-16 belongs to the evolutionarily conserved forkhead box O (FOXO) group of tran-
scription factors which are a subset of the HNF-3/forkhead structural family. In verte-
brates, the FOXO group comprises up to five paralogs which have been implicated in
a wide range of biological processes ranging from apoptosis, cell cycle arrest and DNA
repair to oxidative stress resistance and metabolism [1, 13, 56, 106]. The most closely
related members to DAF-16 in humans are the FOXO1/FKHR, FOXO3/FKHRL1 and
FOXO4/AFX proteins with up to 67% sequence identity in their forkhead domains
[177]. The observation that expression of human FKHRL1 can partially rescue the
daf-16 mutant phenotype in C. elegans further demonstrates the functional conserva-
tion of FOXO transcription factors [172]. Although daf-16 is the only FOXO gene in C.
elegans, three alternative splice isoforms with different amino termini termed al/a2,
b and d/f have been identified, the latter having the strongest effect on longevity
[165, 177, 224]. By oligonucleotide selection, the conserved 8 bp DNA consensus se-
quence 5-TTGTTTAC-3" was identifed to which DAF-16 and its human orthologues
AFX, FKHR and FKHRL1 bind. This sequence was hence termed daf-16 family mem-
ber binding element (DBE) [91].

Despite the fact that the FOXO transcription factor DAF-16 is recognized as the key
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Figure 1.1.4: Model of the IIS signaling in C. elegans. (A) As long as the signaling pathway is
activated by binding of ligands to the DAF-2 receptor, the PI3 kinase AGE-1 is activated. Via a
downstream signaling cascade, the transcription factor DAF-16 is phosphorylated and retained
in the nucleus. (B) If the function of DAF-2 or AGE-1 are reduced or the phosphatase DAF-18 is
activated, DAF-6 translocates into the nucleus where it functions as a transcription factor. The
transcriptional response of DAF-16 results in stress resistance and lifespan extension. (Adapted
from [216].)

mediator of the IIS pathway, the molecular mechanism by which its activity extends
lifespan remains elusive. Several microarray-based studies have tried to identify DAF-
16 target genes. McElwee and colleagues used daf-2 genetic mutants with daf-2;daf-
16 double mutants as controls and exclusively analyzed young adult worms. Their
dataset showed that genes involved in stress resistance and detoxification, such as the
mitochondrially located superoxide dismutase 3 (sod-3) and cytochrome P450 contain-
ing enzymes as well as molecular chaperones, including hsp16, hsp-70 and hsp-90 pro-
teins, were expressed at higher levels in the daf-2 mutant. The authors further sug-
gested that the transcriptional profile was similar to that of dauer larvae [202]. The
study by Murphy and coworkers used both genetic mutants as well as RNAi against
daf-2 and daf-16 genes in sterile animals aged up to eight days across multiple time
points. Similarly, multiple chaperones as well as genes with a role in oxidative stress
defense, including catalases ctl-1 and ctl-2 and metallothionein mtl-1, were identified
as targets of DAF-16. Additionally, antimicrobial proteins were reported to be upregu-
lated in in the long-lived daf-2 mutants [218].
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In a more recent report, serial analysis of gene expression (SAGE) was employed to
address differential gene expression between daf-2 genetic mutants and wt [113]. The
experimental setup was more similar to that used by Murphy and co-workers, making
use of temperature sensitive sterile strains and analyzing both young and old animals.
However, the overlap of differentially expressed genes between the two studies was
low. In contrast, the dataset provided by McElwee and colleagues was in much better
agreement with the SAGE data. Apart from several heat shock proteins, genes encod-
ing ribosomal and transthyretin-like proteins were overrepresented in daf-2 mutants
whereas other chaperones, metabolic enzymes, fat storage proteins and members of
the protein turnover machinery were found downregulated. The authors suggested
that the most relevant feature of daf-2 mutants is a reduced metabolic rate.

To directly determine DAF-16 targets by identifying bound DNA sequences, another
report applied chromatin immunoprecipitation (ChIP) using a polyclonal antibody
raised against the protein [226]. The study used mixed developmental stages of wt,
daf-2 or daf-16; daf-16 double mutants and extracted 103 genes from the identified se-
quences, that also contained the putative DAF-16 binding motif. These genes were in-
volved in a variety of biological processes including metabolism, development, apop-
tosis, transcription and translation, signaling and stress response.

Finally, mass spectrometry-based quantitative proteomics has been applied in order
to identify DAF-16 targets based on protein rather than transcript abundance [67]. To
that end, nematodes were subjected to stable isotope labeling with 15N and served
as an internal standard to compare the proteomes of daf-16, daf-2 and wt young adult
populations. Only 86 of the identified proteins differed in abundance between the daf-2
mutant strain and wt, of which only 35 had been identified as a DAF-16 target in any of
the four above mentioned studies [173, 202, 218, 226]. The novel candidates were pre-
dominantly enzymes involved in carbohydrate metabolism, amino acid biosynthesis
and ROS defense.

Evolutionary Conservation of lIS-mediated Longevity Regulation

Although IIS-related regulation of longevity is best established in nematodes, a grow-
ing body of evidence suggests that both the components and the basic molecular mech-
anisms of lifespan regulation are conserved in evolution from nematodes to humans
(Figure 1.1.5). Just like C. elegans, the genome of the fruit fly Drosophila melanogaster
contains a single gene, InR, which encodes for an insulin receptor homolog. While
homozygous InR mutations are lethal [38, 81], heteroallelic combinations resulted in
dwarf phenotypes with up to 85% maximum lifespan extension [279]. Similarly, mu-
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tants for chico, the fly insulin receptor substrate/IST-1 homolog, displayed a longevity
phenotype with 48 or 36% lifespan extension for homozygous or heterozygous ani-
mals, respectively [41]. Of note, the effect on lifespan was in both cases lower in males
as compared to females [41, 279].

In contrast to nematodes and insects,

Ligands

the mammalian IIS receptor gene has o
diverged into three paralogs which to-
gether form the insulin receptor fam-
ily: the insulin receptor (IR) [294], the
insulin-like growth factor receptor (IGF-
1R) [295] and the insulin receptor-related

receptor (IRR) [269]. IRR is expressed

primarily in kidney, stomach and pan- ;S;":rbs":i ’f;(%‘z
creas [128, 197] and probably has a spe- ; . &>~
cialized function in sensing alkaline pH — KT‘D“:
[63]. Both IR and IGF-1R are more widely e =

expressed. While the role of IR and Sey

the downstream signaling is primarily in

metabolic regulation, IGF-IR promotes Figure 1.1.5: IIS signaling is conserved in evo-

cell growth, proliferation and survival. lution. Most component of the IIS signaling
cascade have clear homologs in worm, fly and
mouse, including the receptor and the down-
stream Forkhead transcription factor. However,
insulin resistance and low insulin signal- single genes in C. elegans have often evolved
into several paralogs in mammals, often with

pronounced tissue specificity and specialized
health in humans while ablation of the functions. ( Adapted from [26].)

The role of IIS in mammalian aging re-

mains controversial, primarily because
ing are associated with diabetes and poor

homologous pathway causes longevity

in lower organisms. Thus, this contradiction is sometimes referred to as the insulin
paradox [44]. However, several reports support the notion that both reduced insulin
and IGF-1 signaling can in some cases extend lifespan in mice and humans. For ex-
ample, fat specific insulin receptor knockout mice are long lived by 18% while being
protected against obesity, although maintaining normal food uptake [19]. A similar
lifespan extension was achieved by systemic or brain-specific insulin receptor substrate
2 knockouts, despite the fact that these animals were hyperglycemic and overweight
as compared to wt [277].

In contrast to insulin signaling, the role of IGF-1 signaling in aging is more firmly estab-
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lished. Homozygous gene knockouts of the IGF-1R gene in mice (Igflr) are lethal. Het-
erozygous animals, however, displayed a longevity phenotype and were more resistant
to oxidative stress. Just like in flies, lifespan extension was only significant in females
but not in males [129]. Interestingly, a study among a cohort of female Ashkenazi Jew-
ish centenarians showed an over-representation of a heterozygous IGF-1R mutation
[274]. Low levels of IGF-1 are further thought to contribute to the strongly delayed
aging of Ames dwarf Propldf /df and Snell dwarf Pit19%/4" mice, which live more than
50% longer than wt [27, 82]. However, data as to whether FOXO transcription factors
are required for increased longevity are still lacking.

Crosstalk between IIS and Other Signaling Pathways

Biochemical and genetics approaches revealed that IIS interacts with other cellular sig-
naling pathways. These are either essential to allow DAF-16 action or adjust DAF-16
transcriptional response by activation or inactivation of coregulators. In C. elegans for
example, the Dictyostelium suppressor of MEK null orthologue, smk-1, is required for
longevity, oxidative and UV radiation stress resistance phenotypes. In contrast, SMK-
1 depletion did not affect daf-16-dependent thermotolerance [307]. Similarly, host cell
factor 1 homolog hcf-1 and IIS synergystically regulate lifespan through DAF-16 action
[138]. Both SMK-1 and HCF-1 colocalize with DAF-16 in the nucleus upon activation
[138, 307].

Intriguingly, heat shock factor 1 (hsf-1) was identified as an additional gene essen-
tial for lifespan extension upon IIS inactivation [130, 212]. HSF-1 is a member of a
conserved leucine-zipper containing family of transcription factors. While inverte-
brates, such as worm and fly, only possess a single member, up to four isoforms of
heat shock factors have been reported in vertebrates [42, 92, 244]. In a state of fold-
ing homeostatis, some HSFs are thought to be sequestered by Hsp90 proteins from
which they are released under heat stress. Under these conditions, HSFs homotrimer-
ize, accumulate in the nucleus and strongly induce transcription of genes carriying
heat shock response elements (HSEs), among which are multiple molecular chaper-
ones [7, 39, 80, 154, 241, 260, 308, 309]. Very recently, the molecular mechanism linking
HSF-1 and IIS signaling in C. elegans has been elucidated in more detail. As shown
by yeast two hybrid and immunoaffinity experiments, a pool of HSF-1 is part of a
heterooligomeric complex with daf-16-dependent longevity (DDL) proteins 1 and 2, as
well as heat shock factor binding protein 1 (HSB-1) [39, 176, 261]. This compleXx, termed
DDL-1 containing HSF-1 inhibitory complex (DHIC), has been suggested to dissociate
and release HSF-1 under conditions of reduced IIS. This heat shock independent HSF-1
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activation is thought to be achieved by DDL-1 phosphorylation via an as yet uniden-
tified kinase [39]. These data hence provide a link between the regulation of lifespan
and members of the proteostasis network (Figure 1.1.6).

Initially it was believed that that meta-
zoan sirtuins, homologs of the yeast Sir2
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ing. Moreover, it has been proposed that Figure 1.1.6: Proposed model for the interac-

sirtuins regulate FOXO transcription fac- tion between IIS signaling and HSF-1. A pool
of HSF-1 is sequestered by the DHIC complex.

Interference with IIS results in HSF-1 release.
clear whether this regulation is positive Adapted from [39].)

tors in mammalian cells, but it is not

or negative. SIRT1, the mammalian Sir2

ortholog was reported to repress Foxo3a and other mammalian forkhead transcription
factors by deacetylation [29, 215] while the same protein appeared to activate Foxol,
the mouse homolog of FKHR via the same enzymatic activity [310].

Finally, DAF-16/FOXO can be activated or inactivated independently of the DAF-2
receptor. For example, the daf-7/TGF-beta signaling pathway also negatively regu-
lates nuclear localization of DAF-16 in worms, although without affecting lifespan but
rather dauer arrest regulation [172]. Conversely, Jun N-terminal (JNK) and Ste20-like
kinase (MST1) pathways can activate FOXO transcription factors directly and thereby
override the inhibitory IIS stimulus during cellular stress [296]. In mammalian cells,
FOXO4 and FOXO3 were demonstrated to be activated via JNK or MST1, respectively
[76, 174]. Moreover, overexpression of cst-1, the C. elegans homolog of MST1, extended
lifespan in a daf-16-dependent manner while reduced expression shortened lifespan
[174].
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1.1.4 Proteostasis and Protein Aggregation during Aging
Modules of the Proteostasis Network

The term protein homeostasis, or proteostasis, is defined as “the cellular process that
governs the life of proteins” [210]. The components involved in this process are re-
ferred to as the proteostasis system or network and are made up of a large number of
proteins belonging to multiple biochemical pathways. These include RNA synthesis,
degradation and processing, protein biosynthesis, protein folding and quality control,
protein translocation, assembly and disassembly as well as degradation [11]. Indi-
vidual pathways are often referred to as hubs within the proteostasis network (Figure
1.1.7). During proteostasis imbalance, caused by insults such as heat stress or the pres-
ence of aggregation prone proteins, each of these hubs should possess sufficient ca-
pacity to cope with the presence of denatured proteins and a reduced activity of other
proteostasis components [210]. Under these conditions, the compromised function of
any of the above mentioned hubs may result in proteostasis decline. This notion is
supported by a genome-wide RNAIi screen in C. elegans in which genes required for
preventing protein aggregation were identified. Depletion of several individual pro-
teins belonging to the proteostasis network resulted in premature polyQ aggregation
[220].

Moreover, the occurrence of proteotoxic agents can weaken the proteostasis system.
Artificial 3-sheet forming peptides were shown to sequester a broad range of pro-
teins in a human cancer cell line [232]. These proteins were mostly large in size, often
contained unstructured regions and were involved in a broad range of cellular path-
ways, including protein folding and degradation. Furthermore, this sequestration dis-
played a preference for newly synthesized proteins. The authors therefore concluded
that protein aggregation gradually compromises the biogenesis of proteins with high
chaperone-mediated folding requirements and ultimately lead to a collapse of essential
cellular functions.

If a chronic imbalance cannot be overcome by adjusting the capacities of the cellular
protoestasis machinery it is likely that the system gradually deteriorates in a vicious
cycle [210].

Proteostasis Decline during Aging

An increasing body of evidence suggests that the efficiency of many components of
the proteastasis network becomes compromised during aging [69, 210]. In C. elegans
for example, the response to heat and unfolded protein stress has been shown to be
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Figure 1.1.7: Proteostasis network hubs. Newly synthesized proteins are usually folded with
the help of molecular chaperones to fulfill their function in the cell. Misfolded proteins in con-
trast are either renatured, degraded or form protein aggregates. Imbalance in the proteostasis
system, for example during aging, can result in increased aggregate formation and ultimately
cell death. (Modified from [11].)

dampened in aged compared to young animals [16]. Moreover, a decline in basal ex-
pression levels of small heat shock proteins was observed in microarray studies [188].
Interestingly, brain and muscle tissue of calorically restricted, and thereby long-lived,
mice displayed elevated levels of Hsps over animals fed ad libitum [170, 171] while the
extent of Hsp70 induction upon heat stress was reduced [127]. Similarly, caloric restric-
tion rendered rats more thermotolerant and the extent of cellular damage induced by
heat stress was reduced [114].

Besides protein folding, impaired function of chaperone-assisted autophagy [53] or the
26S proteasome pathway [285] in rat liver or flies, respectively, suggests a reduced
clearance of misfolded protein aggregates with age. Of note, the proteasomal activ-
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ity in rat liver was found to be unaltered throughout lifespan [268]. To directly assess
the proteostasis capacity in worms, transgenic animals have been generated in which
aggregation-prone proteins such as destabilized forms of myosin or paramyosin [16]
or mutant forms of firefly luciferase fused to GFP [108] were expressed, and the forma-
tion of protein aggregates was assessed by microscopy. In all cases, the recombinant
proteins were soluble at a young age and gradually formed aggregates later in life.

In line with the observed proteostasis decline in model organisms, age is the strongest
risk determinant for the onset of a number of human neurodegenerative disorders
caused by the accumulation of amyloid protein aggregates, including Alzheimer’s,
Huntington’s and Parkinson’s disease [44, 69, 151]. These amyloid folding diseases
have been recapitulated in model organisms. For example, transgenic flies or worms
expressing polyglutamines [58, 211] or A3 peptides [43] as well as mouse models for
Huntington’s disease [304] consistently show an age related onset of aggregated forma-
tion and toxicity. Recent studies have shown that the occurrence of protein aggregates
further weakens the proteostasis capacity [210]. In C. elegans, the expression of recom-
binant polyQ proteins increased the aggregation propensity of temperature sensitive
cellular proteins, and vice versa [99].

The formation of insoluble protein deposits during aging has been observed in several
organisms even in the absence of proteotoxic amyloid precursors. For example, in a
proteomic study in C. elegans a strong increase in more than 700 SDS-insoluble proteins
was detected in old as compared to young animals. These proteins were involved in
diverse biological processes, including development, translation, protein folding and
metabolic pathways [57]. An independent report also found age-related protein insol-
ubility and further demonstrated that the depletion of highly aggregation-prone pro-
teins by RNAi extended lifespan [253]. Protein aggregates in aging tissues were further
reported in Drosophila [61].

Given that (a) the integrity of the proteostasis network becomes compromised with age
and (b) its decline is enhanced by the presence of misfolded proteins, the occurrence of
an eventual proteostasis collapse may set a limit to the lifespan of multicellular organ-
isms [280].

Interaction between IIS and Proteostasis

Although the molecular mechanism by which reduced IIS extends lifespan remains ill
defined, numerous reports indicate that a prolonged maintenance of the proteostasis
network may at least be partially responsible for its longevity phenotype. As men-
tioned above, the transcription factor HSF-1, which facilitates the expression of multi-
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ple molecular chaperones, is activated by IIS in the long lived C. elegans daf-2 mutant
[39]. In line with this observation, transcript levels of several chaperones were found
to be elevated in a daf-2 mutant background [113, 202, 218]. Experiments using aggre-
gation prone proteins as folding sensors have substantiated the link between IIS and
proteostasis more firmly. When a fusion protein consisting of 82 glutamine residues
and YFP (Q82-YFP) was expressed in an age-1 mutant background, both the onset of
aggregation and signs of toxicity were reduced when compared to wt animals of the
same age [211]. Conversely, depletion of DAF-16 or HSF-1 by RNAi accelerated the
formation of Q40-YFP aggregates at an earlier time point in life [16]. Similarly, a va-
riety of misfolding-related phenotypes in animals expressing destablilized forms of
paramyosin or myosin heavy chain were increased upon RNAi against hsf-1 or daf-16
but decreased when the same genes were overexpressed or age-1 was depleted [16].
Moreover, overexpression of daf-16 homolog FOXO or the negative regulator of IIS,
Pten, suppressed the formation of aggregates in fly muscle. Intriguingly, FOXO activa-
tion in muscle also provided a systemic protection against aggregate accumulation in
other tissues [61]. Collectively, these results indicate that low levels of IIS and thereby
increased transcriptional responses of DAF-16 and HSF-1 delay proteostasis decline
during aging.

As some data suggest, DAF-16 and HSF-1 not only influence protein folding but also
regulate clearance of misfolded protein aggregates. A study employing both an in vivo
C. elegans Alzheimer’s model as well as in vitro disaggregation assays concluded that
HSF-1 promoted the disaggregation of toxic small molecular weight oligomers of Af3
peptides and thus made them accessible to proteasomal degradation [43]. DAF-16 in
contrast did not decrease aggregation but lead to the formation of higher molecular
weight assemblies with lower toxicity. The authors speculated that the clearance of
these latter aggregates occurred either by secretion or a chaperone-dependent path-
way at a slower rate. The notion that DAF-16/FOXO-dependent clearance of mis-
folded proteins occurs by other means than refolding is supported by a more recent
report. FOXO activity was required for the clearance of insoluble deposits of polyubig-
uitinated proteins from fly muscle which occurred at least partially via the macroau-
tophagy/lysosome pathway [61].
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1.2 Mass Spectrometry-based Quantitative Proteomics

Mass spectrometry (MS)-based proteomics is a fast evolving field. Through constant
improvements in instrumentation, quantification strategies and algorithms for data
analysis it has in recent years emerged as an indispensable tool in biomedical research.
The applications of MS-based proteomics now range from mere studies of protein ex-
pression levels to the analysis of posttranslational protein modifications and protein

interactions.

1.2.1 Mass Analyzers for MS-Based Proteomics

A broad range of instrument types have been applied to proteomics since gentle ioniza-
tion techniques, most importantly electrospay ionization (ESI) [79] and matrix-assisted
laser desorption/ionization (MALDI) [148], have made peptides and proteins amenable
to MS analysis. Besides linear ion trap and Orbitrap analyzers, which are discussed
in more detail below, other commonly used instrument designs include time of flight
(TOF) and triple quadrupole mass spectrometers [3, 115]. A milestone for high confi-
dence peptide identification was the introduction of hybrid instruments between linear
ion traps and Fourier transform ion cyclotron resonance (FTICR) analyzers with high
resolving power and mass accuracy [276]. This instrument type, however, has lately
been displaced by Orbitraps due to lower operating costs and successive performance
improvements [265, 267].

Linear lon Traps

Ion traps are devices capable of storing and isolating ions, and can additionally serve
as mass analyzers. In the late 1980s, the first three-dimensional (3D) traps, also named
Paul traps after their inventor, became commercially available [143]. These devices
were applied in proteomics workflows by coupling them to liquid chromatography
systems with online electrospray ionization [94]. A considerable increase in perfor-
mance was achieved with the in introduction of linear, or two-dimensional, ion traps.
The linear trap designs outperformed commonly used 3D traps in many aspects, in-
cluding injection efficiencies, ion storage capacities, dynamic range and sequencing
speed [68, 198].

Linear traps consist of four parallel hyperbolic rods with a space in their center, to
which oscillating electric fields are applied at radio frequency (RF). These so-called
quadrupole fields are used to trap ions in radial trajectories. The ion motions are de-
scribed by the Mathieu Equations.

22



1 Introduction

B 4zeV
7= m (22 + y2) 2
8zelU
o =

T m @2+ 22

g, a, trapping parameters

m, ion mass

e, ion charges

z, number of ion charge

V, amplitude of AC oscillation
U, DC offset

2, AC frequency

x, y, distances from the center of the trap to the X or Y rods, respectively

Using these equations, specific regions of 2 and g combinations can be calculated under
which ions are stable in both x and y direction and thus remain trapped. Given that
most variables, including the quadrupole dimensions and the applied radio frequency,
are kept constant in a given instrument and that no DC offset is applied, the equations
can be simplified to:

k, instrument constant

Stable ion trajectories can be expected for g values between 0 and 0.908. However,
the upper g-limit for stable trajectories is reduced to 0.88 in the the ion trap designs
used here when employed as a mass analyzer. This is due to the resonance ejection
voltage, a supplemental AC voltage applied to the X-rods of the quadrupole [281].
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Figure 1.2.1: Linear Ton Trap. (A) Schematic drawing of the linear ion trap rod design. (B) Axial
and longitudinal motions of ions in a linear trap are determined by DC trapping potentials of
the front and back sections as well as an oscillating radio frequency AC potential applied to the
opposing rods of the quadrupole. (Adapted with modifications from [264] and [281]).

While the quadrupole fields described above allow the trapping of ions in the the x-y
plane, additional DC potentials restrict their movement along the z-axis (Figure 1.2.1).
These stopping potentials can be provided by aperture plates located at the ends of
the quadrupole rods [111]. More commonly, the quadrupole rods are split into three
electrically isolated sections, and the stopping potential is applied to the outer sections
of the ion trap. The combination of theses two principles of radial and axial trapping
confines ions with specific characteristics in a potential well.

When equipped with detectors, usually conversion dynodes coupled to photomulti-
plier tubes, linear ion traps can be used as mass analyzers. To that end, a population
of ions is first confined and gradually "scanned out" of the trap by ramping the ampli-
tude of the AC voltage V. By this means, ions assume g-values outside the stable range
in the order of ascending m/z values, leave the trap and hit the detector. The linear
ion trap is broadly used in MS-based proteomics because of its high sensitivity and se-
quencing speed. Moreover, gas phase reactions such as collision-induced dissociation
(CID) can be performed in the same device. However, the applicability in proteomics
is limited by its low mass accuracy and low resolving power. Therefore, ion traps are

often combined with high resolution analyzers in hybrid instruments.

Orbitrap Mass Analyzer

The Orbitrap mass analyzer was introduced by Alexander Makarov in 2000 [192] and is
reminiscent of an ion trap developed by Kingdon in the 1920s [153]. Both designs make
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use of electrostatic fields to confine ions, rather than magnetic or oscillating electric
fields as used in quadrupole or ICR analyzers, respectively. The Orbitrap cell consist
of a central spindle surrounded by an outer electrode which is split into two isolated
halves (Figurel.2.2). Ions are injected tangentially into the cell and forced onto trajec-
tories around the spindle by electric attraction which is counterbalanced by centrifugal
forces. Trapping potentials are applied to the outer electrode to restrict the ions” axial
movement and result in oscillations along the z-axis. The frequency w of these oscilla-
tions is related to the mass/charge ratio (1/z) and can be described as

with K being an instrument constant [132]. By recording image current transients of
the potential changes between both halves of the outer electrode, mass spectra can be
deduced after Fourier transform analysis.

A major technical challenge during the
development of Orbitrap instruments
was the tangential transfer of ions into
the cell. To this end, ions are first ac-
cumulated in a curved quadrupole ion
trap, termed C-trap, and injected as a
focused package by the application of a
DC voltage [281]. The resolving power
of the first generation of commercially
available Orbitrap instruments was com-

parable to 7T FT-ICR instruments only in
the high m/z range but was lower below

800 Th [266]. The application of a higher Figure 1.2.2: Orbitrap analyzer. The cell con-
field strength [194] and a reduction in sist of a central electrode (a), also referred to as
‘spindle’, which is surrounded by two halves of
the outer electrode (b) which are electrically iso-
formance of the Orbitrap cell which now lated from each other by a ceramic ring (c). Ions

outperforms most FT-ICR analyzers. The ™MOV€ in stable trajectories around the spindle
by electric attraction while simultaneously os-

mass accuracy of Orbitrap instruments is cillating in the z-axis. (Adapted from [266].)
typically within 3 ppm [193] but can be

size [205] have further improved the per-

improved to values in the sub-ppm range by using ambient air ions for real time recal-
ibration [229] or software-based recalibration [51].
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Figure 1.2.3: Roepstorff-Fohlmann-Biemann nomenclature. Fragment ion series obtained in
fragmentation experiments are named with Latin letters according to the bonds in the peptide
backbone at which the dissociation takes place. Additionally, fragments are numbered accord-
ing to the distance from N- or C-terminus. (Adapted from [273].)

1.2.2 Fragmentation Methods in Tandem Mass Spectrometry

Peptide analysis by mass spectrometry in shotgun proteomics typically involves tan-
dem MS (MS/MS or MS?) experiments. After ionization and isolation, the backbone
of selected peptide ions is dissociated and, ideally, a ladder of fragment ions differing
in mass by single amino acids is generated. By manual or computational analysis of
the detected fragments, the amino acid sequence of the precursor can in principle be
inferred. Depending on the cleaved chemical bond, peptide fragment ions are classi-
tied according Roepstorff-Fohlmann-Biemann nomenclature as depicted in Figure 1.2.3
[273]. Fragmentation of peptides is usually achieved by collision with inert gas atoms,
like in collision induced dissociation (CID) or higher energy collisional dissociation
(HCD), or chemical reactions with radicals in the gas phase as in electron transfer dis-
sociation (ETD).

In the hybrid mass spectrometers described in the following section, CID experiments
are performed entirely in the linear ion trap section. In the first step, a precursor pep-
tide ion selected for fragmentation is isolated. To this end, the precursor is brought
to a high but stable g-value by increasing the quadrupole AC amplitude of the trap.
In the next step, all undesired ions are ejected from the ion trap by applying a multi-
frequency waveform which covers the resonator frequencies of ions with m/z values
outside the isolation window. Before excitation, the g-value of the isolated ion popula-
tion is reduced by altering the RF AC voltage of the ion trap to avoid the loss of small
product ions. The selection of this so-called activation g is essential for the quality of
the obtained fragmentation spectra. While low activation g values prevent sufficient
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energy absorption and inefficient fragmentation, higher settings result in the loss of
small fragment ions [54]. As a compromise, a typical activation g of 0.25 is chosen for
the instrument types described in the following section. In this case, the lowest observ-
able mass is one third of the fragmented precursor [219].

In the actual activation step, the isolated precursor ions are accelerated in the trap by
applying a low amplitude AC waveform at its resonator frequency. Through collisions
with surrounding inert gas atoms, often helium, the molecules accumulate vibrational
energy until the peptide backbone dissociates. All steps of of the CID experiment - pre-
cursor isolation, fragmentation and analysis of fragment ions - are typically performed
in the same device, the linear ion trap.

HCD is an alternative fragmentation method for Orbitrap hybrid instruments [230].
After isolation in the linear ion trap, precursor ions are accelerated towards a special
collision octopole or, in earlier setups, into the C-trap, where activation is achieved by
collision with inert gas atoms at a relatively high pressure. Through the C-trap, prod-
uct ions are then injected into the Orbitrap cell for analysis. Initially, the cycle time in
HCD mode was considerably slower than to CID, but a comparable sequencing speed
is achieved the more recently released generation of instuments [205]. Although much
higher amounts of ions are required to perform HCD experiments, this method offers
a number of advantages over CID fragmentation. First of all, fragmentation spectra
are acquired at high resolution, and by that means identification scores are markedly
improved. Secondly, all fragments are detectable and no low mass cutoff applies. This
property for example helps in the identification of phosphotyrosine-containing pep-
tides in which diagnostic reporter ions in the low region of the mass range are observed
[9,272]. Last, HCD reduces neutral losses during the fragmentation of phosphorylated
peptides and thereby does not require additional activation steps [219].

Both CID and HCD fragmentation methods typically generate y- and b-type fragment
ions, although the y-ion series is more dominant in HCD [230].

1.2.3 Instruments for High Resolution MS-Based Shotgun Proteomics

In bottom up shotgun proteomics experiments, protein mixtures are digested into pep-
tides by proteolytic cleavage and analyzed by tandem mass spectrometry. The auto-
mated interpretation of mass spectra derived from these highly complex samples is
challenging since the immense space of possible peptide assignments can yield false
identifications. Instruments with high mass resolution and accuracy greatly improve
the peptide identification confidence because the acquired spectra provide additional

information on charge state and composition of precursor and/or fragment ions.
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Figure 1.2.4: Schematic drawing of the Orbitrap-Velos hybrid mass spectrometer. (Modified
from [231].)

For proteomics applications, high resolution mass analyzers are often combined with
low resolution linear traps in hybrid instruments. For tandem MS experiments, the
high resolution analyzer is typically used to acquire survey scans across a broad mass
range. In parallel, selected peptide precursor ions can be sequentially isolated and
subjected to CID fragmentation in the ion trap. These low resolution MS/MS scans
are performed at higher speed, allowing several fragmentation events while the high
resolution survey scan is acquired. Based on the resolution of survey and fragmenta-
tion scans, this mode of operation is referred to as high-low strategy [205]. Early hybrid
instruments in which this strategy was pursued consisted of a linear ion trap coupled
to an FT-ICR analyzer (FT-Ultra) [276] and, after the introduction of the Orbitrap cell,
the LTQ-Orbitrap [193]. The time frame for a cycle consisting of a high resolution full
scan and ten data dependent MS/MS events during analysis of complex mixture in
these instruments was in the range of three seconds. A new ion trap design combined
with increased ion transmission doubled the sequencing speed in the next generation
of Orbitrap hybrid instruments (LTQ Orbitrap Velos, Figure 1.2.4) [231].

The mode of operation in which not only survey scans but also MS/MS scans are per-
formed at high resolution is referred to as high-high strategy, to discriminate it from
the previously described high-low strategy. Since the introduction of the LTQ Orbitrap
Velos instrument, the high-high analysis of complex peptide mixtures using HCD frag-
mentation has become feasible. Higher ion currents into the instrument and improved
transmission of fragment ions from the collision cell into the C-trap increased perfor-
mance and speed. Cycles consisting of one survey and ten HCD fragmentation scans
can be completed within a time frame of 2.6 s, although all spectra are acquired in the
Orbitrap cell. [231]. Higher resolution Orbitrap analyzers have further increased scan

speeds by allowing mass spectra to be acquired with shorter image current transients
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at the same resolution [205]. Of note, a recently introduced instrument type, termed Q
Exactive, uses an Orbitrap cell as its sole mass analyzer and is not designed as a hybrid
mass spectrometer. Instead of a linear ion trap, a transmission quadrupole is used for
isolation, resulting in lower fill times for MS/MS scans and faster cycle times in HCD
mode [204].

1.2.4 Quantification Strategies

A major challenge in MS-based proteomics is the fact that peptides concentrations can-
not be inferred directly from the signal intensities detected by a mass spectrometer.
To circumvent this limitation, several strategies have been developed to allow either
comparison of protein abundance between samples (relative quantification) or deter-
mination of protein copy numbers (absolute quantification) (Figure 1.2.6) .

Label-based Quantification

Label-based quantification makes use of the presence of two or more differentially
modified versions of peptides from different samples in the same MS experiment.
Abundance differences for each individual peptide can thereby be inferred by com-
paring intensity differences side by side in the same scan. Quantification labels can be
introduced metabolically in vivo or chemically in vitro.

In metabolic labeling strategies, non-radioactive isotopes are incorporated into the
proteome of an organism in vivo, causing a defined mass shift. The technically easi-
est way to achieve this is through supplying nutrients in which all atoms of a single
element, often nitrogen, is replaced by a heavy isotope. For example, °N labeling
has been used to compare proteomes of a wide range or organisms, including yeast
[222] and cultured human cells [47, 134] as well as whole model organisms like C.
elegans, Drosophila [160] and rats [200]. This technique, however, is limited to the com-
parison of two biological samples and incorporation rates are often suboptimal. Fur-
thermore, the number of incorporated heavy atoms varies between proteolytic pep-
tides. As a result, the mass shift between the signals obtained from a labeled pep-
tide and its unmodified counterpart varies, causing difficulties in data analysis [105].
This challenge has been side stepped by introducing mass labels via heavy isotope-
containing derivatives of essential amino acids, a method termed stable isotope labeling
by amino acids in cell culture (SILAC) [233]. Typically, derivatives of lysine or both ly-
sine and arginine are incorporated, followed by digestion with endopeptidase LysC or
trypsin, respectively. By this means, a defined mass shift between labeled and unla-
beled peptides is achieved (Figure 1.2.5). Commonly, up to three biological samples,
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unlabeled and two different SILAC states, are measured simultaneously a single MS
experiment. Although SILAC-based multiplexing with a higher number of different
labels has been reported, the accuracy of quantifications in such experiments remains
controversial because the isotope patterns of individual SILAC states are not clearly
separated. Since the introduction of SILAC into culture, the concept has been extended
to in vivo labeling of a wide range of model organisms, including bacteria [75, 107],
yeast [60], nematodes [88, 167], fly [275] and mouse [163]. Notably, the SILAC based
comparison of haploid and diploid yeast is the first published example of a quan-
titative, comprehensive proteomics dataset obtained in a eukaryotic organism [59].

Peptide and protein quantification by

@ @ metabolic labeling, in particular SILAC,

“Light” “Heavy” i .
Mass Isgpectra ;:;;t is considered to be most accurate because
z C 1 mix vy biological samples can already be pooled
é I on the protein level [12]. A limitation

miz of this quantification strategy is the fact

that not all biological samples can be sub-
Figure 1.2.5: SILAC Quantification. Cells
are grown in media containing heavy isotope
derivatives of essential amino acids such as ly-
sine and arginine. After proteolytic digestion, a method termed super-SILAC, in which
a defined mass shift can be observed in the
acquired mass spectra. Mixing samples from
unlabeled "light" and labeled "heavy" cells al- an internal spike-in standard, makes the
lows a direct comparison of peptide abundance g[[ AC strategy more broadly amenable
in the same MS experiment. (Modified from [95]
[257]). :
Chemical labels are introduced either

jected to metabolic labeling, e.g. human

tissues and specific cell lines. However,

several cell lines are pooled to serve as

before or after proteolytic digestion. An early example of the former approach is the
isotope-coded affinity tag (ICAT) which covalently modifies cystein residues and fur-
ther contains a biotin group allowing for affinity enrichment [109]. Quantification,
however, is limited to cystein-containing peptides. Other isotope-coded peptide labels
are introduced after digestion at the peptide level. These include the dimethyl strategy
in which N-terminal oo amino groups and € amino groups of lysine residues are deriva-
tized with light or isotope labeled formaldehyde in a Schiff-base reaction [21, 131].
Similar to SILAC, peptides from up to three protein samples can discriminated by their
mass shift in survey scans. Isobaric tags such as the isobaric tag for relative and abso-
lute quantification (iTRAQ) [243, 258] and the tandem mass tag (TMT) [282] in contrast
achieve quantification by a different principle. Theses compounds, which are intro-

duced via an amine specific reactive group, possess an identical total mass but yield
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Figure 1.2.6: Strategies in Quantitative Proteomics. Quantification can either be achieved
computationally between different experiments, so-called label free strategies, or by coding the
peptides derived from different biological samples with heavy isotopes. Samples with metabol-
ically introduced labels can already be pooled at a very early stage during sample preparation.
Chemical labeling, in contrast, is performed later in the process, most commonly after prote-
olytic digestion. (Adapted from [12].)

different reporter ion masses upon fragmentation. These reporter ions can be observed
in the low mass region of MS/MS spectra and the intensity ratios derived from the
different states are subsequently used for peptide quantification. Although isobaric
tagging has very high multiplexing capability and allows the simultaneous analysis of
up to eight samples, the contamination of isolated precursor ions with co-eluting pep-
tides may result in inaccurate quantification. An additional issue is the occurrence of
undesired side reactions, posing difficulties in data analysis [12].
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Label-free Quantification

Label-free quantification is a collective term for methods which allow absolute or rela-
tive protein quantification without introducing stable isotopes into peptides. It is con-
sidered the least accurate of all strategies but makes samples amenable to quantitative
MS-based proteomics that cannot be subjected to labeling [12]. Label-free quantifica-
tion is achieved by either comparing intensities or the numbers of identified MS/MS
spectra or peptides. Virtually all label-free quantification strategies are based on one or
a combination of these two principles.

The basis of the spectral counting approach is the observation that the number of spec-
tra identifying a particular protein correlates well with the relative abundance of pro-
teins in MS-based proteomics experiments [169, 181]. However, the accuracy of this
method is controversial. When so-called dynamic exclusion is employed to avoid re-
sequencing of peptides, spectral counting underestimates the concentration of highly
abundant proteins. More importantly, a relatively high number of identified MS/MS
spectra is required to detect small differences in protein abundance [228]. Peptide
counting is a similar concept, however, the number of identified peptides rather than
that of identified spectra is used as a proxy for abundance [12, 18, 100]. The peptide
counting method was subsequently modified to account for differences between pro-
teins to yield observable peptides. For example, the Protein Abundance Index (PAI)
employs in silico digestion of proteins to determine how many tryptic peptides are ex-
pected to fall into the observable mass range of the employed mass spectrometer and
corrects the number of identified peptides accordingly [251]. A further refinement,
termed Exponentially Modified PAI (emPAI), makes use of the linear relationship be-
tween number of observed peptides and the logarithm of protein concentration for
fitting [133]. Last, the Absolute Protein Expression Profiling (APEX) method is a ma-
chine learning-based method that corrects for probabilities to observe peptides from
proteins. It has been reported to estimate absolute protein abundance in E. coli and
yeast at an accuracy within one order of magnitude [186].

Intensity-based quantification methods are commonly used for relative quantification
between different LC/MS experiments. Basic strategies such as the extracted ion cur-
rent (XIC) compare integrated intensities over the elution windows of peptides across
a set of samples [22]. Lately, an improved label-free quantification algorithm has been
implemented into the MaxQuant software environment. Especially in highly complex
samples, the quantification accuracy was improved via time-dependent retention time
alignments. Ratios between normalized peak intensities are subsequently calculated
for peptides shared between individual LC/MS experiments [187].
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Finally, Intensity-based Absolute Quantification (iBAQ) represents a hybrid approach
between peptide counting and intensity based quantification. Summed peak intensities
of all identified peptides of a given protein are corrected for the number of observable
peptides similar to the PAI method. After calibration with a defined protein standard,
iBAQ yielded more accurate copy number estimates than merely spectral counting or
intensity-based methods [263].

1.2.5 Computational Proteomics and Bioinformatics

The mass spectra acquired in high-resolution MS-based shotgun proteomics studies
can often add up to data volumes in the range of hundreds of gigabytes. This requires
efficient algorithms for the different steps of data processing, including feature extrac-
tion, peptide identification and quantification, protein assembly as well as downstream
bioinformatic data analysis to interpret the results from a biological perspective.
Virtually all bottom-up proteomics experiments make use of protein sequence informa-
tion which is either known or predicted from DNA sequencing data of the organism
analyzed. In silico generated peptide lists are compared with the observed peptide ion
masses in MS and MS/MS spectra in order to assign sequence identifications. Differ-
ent approaches have been used to achieve this goal but usually integrate both data on
peptide precursor masses and the fragmentation patterns observed in the correspond-
ing MS/MS scans. The SEQUEST algorithm uses a list of the most intense m/z values
of a given MS/MS spectrum. This peak list is correlated with theoretical fragmenta-
tion spectra of peptides whose masses lie within a certain threshold around that of
the fragmented precursor ion [45, 311]. Mascot, another commonly used commercial
software, reports probability-based identification scores, but no details on the equa-
tions by which they are calculated have been published to date [242]. The Andromeda
search engine, which is integrated into the MaxQuant software environment, also uses
probability-based matching. Briefly, the most intense ion peaks are extracted within
windows of 100 Th, matched with expected y- and b-type ion series and the chances of
random matches are calculated by means of a binomial distribution function [52].

A great advantage of an MS setup with high resolution and high mass accuracy over
one with low resolution is that precursor peptide ions can be determined at very high
accuracy. Several algorithms of the MaxQuant software use this information to im-
prove protein and peptide identification as well as quantification. For example, the
mass accuracy can further be refined by downstream computational processing steps
such as averaging the measured mass over a number of survey scans and correcting

for drifts in the Orbitrap analyzer in a time dependent manner [50, 51]. As accurate
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precursor mass determination improves identification confidence with increasing pep-
tide sequence length, MS/MS scores reported by the search engine can subsequently
be adjusted accordingly and yield the final posterior error probability [50].

After data processing and MS/MS database
searches, a probability score is obtained

LC/MS MS/MS for each fragmentation scan which serves
Base poptide [ P I | Ll as a measure how well the observed data
In a aatabase
Dependent peptide Not found " fit that of an expected peptide from the
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database. A score cutoff is subsequently
applied to guarantee that the assignment
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Increment
the AM spectrum
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of peptide sequences to MS signals is
backed by evidence of sufficient quality.
A common method to set this threshold

is the target decoy strategy. Fragmenta-
Figure 1.2.7: The ModifiComb algorithm. Suc-

cessfully identified base peptides are used to
identify dependent peptides in which part of the a database containing both the regular
observed MS/MS signals display a defined
mass shift. This approach allows to identify
both established and novel posttranslational
protein modification in an unbiased fashion. tions are accepted up to a score thresh-
(Adapted from [262].)

tion spectra searches are performed with

and the reversed protein sequences of the

organism analyzed. Peptide identifica-

old at which a particular proportion, of-
ten 1%, of the reversed sequences are re-
tained in the results list. Given that a specific proportion of false positive reverse se-
quences has been accepted, the same false discovery rate can be expected among the
identified peptides [73]. The same basic principle can be applied during the reassem-
bly step from identified peptide sequences back to proteins.

A growing field in MS-based proteomics is the identification and quantification of post-
translational protein modifications. To identify such modifications, different strategies
can be employed. Typically, a particular type modification, such as phosphorylation or
acetylation, is assumed a priori, for example because it has been specifically enriched
for by biochemical procedure. During MS/MS database searches, specific mass shifts
are subsequently considered for residues, on which the modification of interest may
be localized [52, 242]. This biased approach, however, has the caveat that search en-
gines may interpret fragmentation spectra incorrectly. For example, acetylation of the
e-amino group of lysine residues is a commonly occurring posttranslational modifica-
tion in vivo, but can also be introduced at the termini of peptides during sample prepa-
ration in vitro [40]. A search engine with biased residue specificity would therefore
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assign such in vitro modifications to proximal lysine residues and thereby yield false
identifications. A completely different strategy to identify modified peptides is real-
ized in the ModifiComb algorithm (Figure 1.2.7) [262]. Unidentified MS/MS spectra
are searched for fragment patterns which closely resemble those of already identified
spectra, but in which a series of peaks display a specific mass shift. For these so-called
dependent peptides both the mass of the modification and the residue on which it is lo-
cated are determined. A great strength of the ModifiComb approach is the fact that
unknown or unexpected modifications can be identified. However, it is limited with
respect to sensitivity because usually no specific biochemical enrichment strategy is
performed during sample preparation. Moreover, the presence of an unmodified ver-
sion of each modified peptide is required for its detection.

Once identification and quantification of peptides and proteins has been carried out,
the resulting dataset is subjected to bioinformatic analysis. Specialized software en-
vironments, e. g. the Perseus framework [49] or the Bioconductor repository for the
statistical programming language R [97], offer a range of statistical tools and algorithms
to perform this task. Depending on the design of the performed experiment and the
quantification method employed, downstream data analysis may differ substantially.
Examples are the search for differentially regulated biological pathways between bio-
logical states in expression proteomics datasets or the search for novel protein complex

members in protein-protein interaction studies.

1.2.6 Mitochondrial Organellar Proteomics

Mitochondria are essential eukaryotic organelles, harboring enzymes for oxidative res-
piration and many other biochemical pathways. Human diseases associated with mito-
chondrial dysfunction include disorders of oxidative ATP production, which can result
in skeletal and heart muscle myopathy, organ failure or neurodegenerative diseases
[33, 155].

Being enclosed by two membranes, mitochondria are divided into several subcompart-
ments; the mitochondrial outer membrane (MOM), the mitochondrial inner membrane
(MIM), the intermembrane space (IMS) and the matrix. The two mitochondrial mem-
branes differ substantially in protein and lipid content and are further not homoge-
neous in nature but are structured into domains with distinct functions. Originating
from bacterial endosymbionts, the organelle possesses its own genome. However, the
human mitochondrial DNA (mtDNA) encodes for only thirteen proteins, which are
transcribed and translated inside the organelle. All of the remaining mitochondrial

proteins are encoded in the nucleus and are imported after translation in the cytosol
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[303]. Their abundance range spans six orders of magnitude [157], and it is further
estimated that approximately 15% of all mitochondrial proteins possess a dual cellular
localization [87, 164]. Therefore, establishing an inventory of all mitochondrial pro-
teins, the mitochondrial organellar proteome, poses a great challenge.

Currently, it is estimated that mammalian mitochondria harbor approximately 1500
proteins, corresponding to 7% of the open reading frames (ORFs) encoded in the genome
[33]. Mitochondrial protein databases such as MitoP2 [74], MitoCarta [238] and Mito-
Miner [271] result from the integration of different data sources. First of all, in sil-
ico prediction algorithms are employed to identify mitochondrial localization signals.
However, algorithms like TargetP, pTARGET, MitoPred or PSORT often have high false
positive rates (reviewed in [93]). Moreover, not all mitochondrial proteins are recog-
nized via canonical cleavable presequences but either contain internal sequences or
are subject to special modes of insertion, most prominently proteins residing in the
MOM. Secondly, protein localization data have been inferred from high throughput
microscopy studies with tagged yeast ORF libraries or native antibodes [164, 292, 293].
Thirdly, and most importantly, organellar proteomics has facilitated the discovery of
numerous novel mitochondrial proteins and helped validating in silico predictions.
Early proteomics studies were mainly non-quantitative and applied low-resolution MS
to identify proteins in biochemically purified organelles. 2D gels of mammalian mito-
chondria suggested the presence of approximately 1200 protein spots, but only a small
proportion of these was identified [185, 248]. A later, purely MS-based report with a
quadrupole TOF instrument identified 399 proteins in mouse mitochondria of which
163 were not previously annotated to reside in the organelle [209].

With the increasing sensitivity of MS-bases proteomics, it soon became apparent that
qualitative approaches alone were insufficient to establish subcellular proteomes with
high confidence. This is because biochemically isolated organelles are inherently con-
taminated with substantial amounts of proteins from other cellular compartments. Mi-
tochondrial preparations from mouse heart were estimated to contain up to 14% impu-
rities with respect the total protein mass, even after extensive purification via density
gradient centrifugation [84]. To address this problem, different strategies have been
developed. For example, when subjected to a mild protease treatment, a significant
proportion of contaminants from the cytosol or endoplasmatic reticulum was removed.
A disadvantage of this method is that several signal and tail-anchored proteins of the
MOM with cytosolic domains were degraded and thus were not identified [83].

The application of quantitative strategies strongly helps to exclude contaminants from
organellar proteome datasets. An example with a rather simple experimental design is
the study by Kislinger an colleagues, in which lysates of multiple mouse organs were
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Figure 1.2.8: Different strategies to discriminate between genuine mitochondrial proteins
and contaminants from other organelles. (A) Protein correlation profiling (PCP). Whole cell
lysates or purified organelles are separated by density gradient centrifugation and fractions
are analyzed by quantitative proteomics. Proteins residing in a particular organelle possess
distinct abundance profiles. (B) Identification of mitochondrial proteins by Bayesian inference.
Mitochondrial preparations are mixed with postmitochondrial (PMF) or nuclear (Nuc) frac-
tions from SILAC labeled cells. The resulting abundance ratios represent an overlay of two
distributions, based on which true (TLP) and false localization probabilities (FLP) can be deter-
mined for each protein. (Modified from [87] and [85], respectively.)

subjected to fractionated centrifugation to obtain four subcelluar fractions: cytosol,
microsomes, mitochondria and nuclei. The analysis yielded a dataset comprising of
4768 proteins which were subsequently assigned to one of eight compartments by ma-
chine learning algorithms [157]. However, the use of low resolution MS and spectral
counting-based label-free quantification limit the quality of the presented data.

A more sophisticated method, termed protein correlation profiling (PCP), is based
on cellular fractionation by density gradient centrifugation and was first employed to
identify novel centrosomal proteins [8]. Foster and co-workers used this method, com-
bined with high-resolution MS, to establish an organellar map of mouse liver cells.
By matching abundance profiles across the density gradient with known organellar
markers, a total of 1404 proteins were assigned to 10 subcellular compartments (Fig-
ure 1.2.8B) [86]. PCP has since been applied to determine contaminations in isolated
mitochondrial fractions [84]. While these earlier studies used label free quantification,
further improvements were obtained by implementing SILAC [62].

Conceptually related to PCP is Localization of Organelle Proteins by Isotope Tagging
(LOPIT), in which cells are also separated by density gradient centrifugation, but quan-
tification is achieved by chemical labeling. This method was first applied to Arabidopsis
cells using self-generating iodixanol gradients and pairwise quantitative comparison
between fractions via ICAT labeling [71]. Later, the protocol was improved by intro-

37



1 Introduction

ducing fourplex iTRAQ labeling [259] and has since been extended to other species
including Drosophila [278].

A different strategy to determine the mitochondrial proteome makes use of the distri-
bution of proteins between different fractions of the biochemical fractionation proce-
dure. Forner et al. achieved this by mixing mitochondrial preparations with either post-
mitochondrial or nuclear fractions and determining the abundance ratios of individual
proteins via SILAC quantitation. A probabilistic Bayesian model was subsequently
applied to discriminate between contaminants and genuine mitochondrial proteins,
and a false discovery estimate was calculated based on GO-annotation. The analysis
yielded a mouse tissue mitochondrial proteome containing 689 high confidence entries
[85] (Figure 1.2.8B). An independently presented report pursued a similar approach.
Enrichment levels between crude and purified mitochondria were determined by label
free quantification and subsequently used to identify contaminants [238].

While the above mentioned studies have expanded our knowledge of mitochondrial
protein composition, few proteomics studies as yet have investigated suborganellar
protein localization. For example, Zahedi and colleagues attempted to establish the
mitochondrial sub-proteome of the MOM. To that end, they isolated "highly purified
MOM vesicles" and performed analyses by 2D-gel electrophoresis and LC-MS. In total,
112 proteins were identified, among them a significant proportion of established MIM
markers, which were interpreted as "pre-proteins" targeted towards their cellular des-
tination [312]. Given that the study was non-quantitative and did not include controls,
it is likely that a large part of the dataset represents contaminants. A crude subfrac-
tionation protocol of mitochondria for MS analysis was further presented in which
intermembrane space, matrix and membrane associated proteins were separated by
hyperosmotic swelling [84].
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2.1 Accurate Quantification of More Than 4000 Mouse
Tissue Proteins Reveals Minimal Proteome Changes
during Aging.

2.1.1 Aim and Summary

Age is the most important risk factor for numerous human diseases, most prominently
neurodegenerative and metabolic disorders. Senescence leads to functional decline
and morphological changes in mammalian tissues. However, the mechanism underly-
ing the aging process at the molecular level is poorly understood. Several studies have
addressed changes in mRNA or protein levels by microarrays [140, 171, 183, 221] or 2D
gel electrophoresis [196], respectively, during aging in mice. The overlap between indi-
vidual studies, however, was generally low and did not point at a specific mechanism.
High resolution MS-based proteomics workflows using SILAC quantification have been
employed in cell culture for many years. In contrast, quantification in lysates of mam-
malian tissue samples could until recently only be achieved by less accurate methods,
for example by label-free or chemical labeling strategies, or by metabolic '°N labeling
with severe shortcomings in analysis depth. The development of the SILAC mouse
[163] for the first time allowed highly accurate SILAC quantification in tissue samples
of this important mammalian model organism. We employed this technology to com-
pare the proteomes of five months old young adult animals with those of 26 months
old animals, an age at which less than half of the original population remains alive.
A focus of the study was on post-mitotic tissues, namely brain and heart muscle, in
which the impact of senescence was expected to be strongest due to very low rates of
cell replacement.

To our surprise, the observed proteome differences in tissues of young and aged an-
imals were very low. Furthermore, the biological variability within age groups often
surpassed the extent of changes inflicted by aging. In summary, the proteome in ag-
ing mice is efficiently maintained, at least for the more abundant half of the expressed

cellular proteins.
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2.1.2 Contribution

This project was designed conjointly between my supervisor, Matthias Mann, and my-
self. Under his mentoring, I obtained the biological samples, optimized sample prepa-
ration techniques and MS analysis methods. Furthermore, I performed both data ac-
quisition and analysis. Together, we wrote the manuscript which led to the publication
presented below.

2.1.3 Publication

This work has been published in the journal Molecular and Cellular Proteomics.
Mol Cell Proteomics. 2011 Feb;10(2)

“Accurate Quantification of More Than 4000 Mouse Tissue Proteins Reveals Minimal
Proteome Changes during Aging.”

Dirk M. Walther and Matthias Mann
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Accurate Quantification of More Than 4000
Mouse Tissue Proteins Reveals Minimal
Proteome Changes During Aging*s

Dirk M. Walthert and Matthias Mannt§

The biological process of aging is believed to be the
result of an accumulation of cellular damage to biomol-
ecules. Although there are numerous studies address-
ing mutation frequencies, morphological or transcrip-
tional changes in aging mammalian tissues, few have
measured global changes at the protein level. Here, we
present an in depth proteomic analysis of three brain
regions as well as heart and kidney in mice aged 5 or 26
months, using stable isotope labeling of whole animals
(SILAC mouse) and high resolution mass spectrometry.
In the frontal cortex and hippocampal regions of the
brain, more than 4200 proteins were quantitatively com-
pared between age groups. Proteome differences be-
tween individual mice were observable within and be-
tween age groups. However, mean protein abundance
changes of more than twofold between young and old
mice were detected in less than 1% of all proteins and
very few of these were statistically significant. Similar
outcomes were obtained when comparing cerebellum,
heart, and kidney between age groups. Thus, unexpect-
edly, our results indicate that aging-related effects on
the tissue proteome composition at the bulk level are
only minor and that protein homeostasis remains func-
tional up to a relatively high age. Molecular & Cellular
Proteomics 10: 10.1074/mcp.M110.004523, 1-7, 2011.

Aging in higher organisms is a multifactorial process. It is
commonly believed that lifespan is restricted because of the
accumulation of cellular damage, ultimately interfering with
crucial biological functions. In mammals, hallmarks of aging
tissues include declining rates of self renewal capability and
accumulating damages to DNA, proteins, and lipids (1, 2).
Senescence in mice has been associated with transcriptional
deregulation and an increased mutational burden. Interest-
ingly, different tissues are not affected to the same extent - for
example, mutation rates appear to be lower in brain (3-5).
Aging-related changes in gene expression in the mouse
brain have already been investigated by microarrays (6-9),

fFrom the Department of Proteomics and Signal Transduction,
Max-Planck Institute of Biochemistry, D-82152 Martinsried, Germany

Eeceived August 25, 2010, and in revised form, October 29, 2010

“ Author’s Choice—Final version full access.

Published, MCP Papers in Press, November 11, 2010, DOI
10.1074/mcp.M110.004523

however, it is important to study the impact of senescence
directly at the protein level to include the effects of post-
transcriptional events such as translational regulation or
altered protein degradation.

In recent years, great progress has been made in the field of
high resolution mass spectrometry (MS)-based proteomics,
now allowing for accurate identification of thousands of pro-
teins (10-13). Since MS is not inherently quantitative, the
majority of quantification methods rely on the simultaneous
comparison of signal intensities between two or more sam-
ples during a single analysis following stable isotope coded
labeling of peptides (14-16). For proteomic analysis of tissue
samples, chemical labeling strategies such as the isotope-
coded affinity tag (ICAT) (17) and the isobaric tag for relative
and absolute quantification (iTRAQ) (18) have been widely
applied. As an alternative, metabolic protein labeling ap-
proaches of mammalian model organisms in vivo have been
described (19, 20). For example, full incorporation of '*N into
the proteome of rats has been achieved by an isotope-pure
diet (21). Arguably the most accurate method of protein quan-
titation by MS is stable isotope labeling with amino acids in
cell culture (SILAC)" in which only heavy isotope containing
derivatives of specific amino acids are used (22). This concept
has recently been extended to mice to allow for quantitative
comparison of tissue samples from in vivo experiments (23).

To date, few proteomics studies have investigated aging in
mammalian tissues. Effects of senescence on the left rat heart
ventricle was addressed using two-dimensional gel electro-
phoresis or iTRAQ labeling and matrix-assisted laser desorp-
tion/ionization (MALDI)-based quantitative mass spectrome-
try in which differential expression of metabolic enzymes,
structural and antioxidant proteins were reported (24-26).
Very recently, Mao et al. published a two-dimensional gel-
based time course analysis of aging mouse brain. The authors
suggest that aging is associated with a reduction in abun-
dance of proteasomal subunits and an accumulation of non-
functional proteins (27). In general, the depth and reliability of
quantification of the above proteome studies was low be-
cause of technical limitations of the methods used.

' The abbreviations used are: SILAC, stable isotope labeling by
amino acids in cell culture; LTQ, linear trap quadrupole; MS/MS,
tandem mass spectrometry.
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Here, we took advantage of the SILAC mouse technology
and high resolution MS to study global effects of aging in
mammalian tissues at the protein level. Using this technology,
we compared the proteomes of each of four female C57BL/
6JN mice aged 5 or 26 months and obtained highly accurate
quantification over a broad range of tissues.

EXPERIMENTAL PROCEDURES

Mouse Tissues—Female C57BL/6JN mice aged 5 or 26 months,
fed ad libitum, were obtained from the Aged Rodent Colonies (Na-
tional Institute of Aging, Bethesda, MD). Animals were starved over-
night and sacrificed by cervical dislocation. Brains were immediately
removed and placed in ice cold PBS. The frontal cortex region was
isolated by removal of olfactory tracts and cutting 1 mm posterior to
the bregma. Subsequently, hippocampus and cerebellum were col-
lected. Remaining corpses were perfused by injection of PBS into the
heart before removal of kidneys and heart. All tissues and organs
were washed in cold PBS and shock frozen in liquid nitrogen. For
SILAC labeled standards, animals were fed for four generations with
a diet containing exclusively "*Cg lysine as previously described (23).
Corresponding tissues were obtained from two 12-month-old females
with 97.9% incorporation rate of heavy lysine. SILAC tissues were
pooled from both animals before processing. All tissue samples were
stored at —80 °C until use.

Lysate Preparation and Protein Digestion—Tissues were blended
with an Ultra-Turrax disperser (IKA, Staufen, Germany) in 150 mm
Tris/HCI pH 8, 4 mm EDTA, 1 mm phenylmethylsulfonyl fluoride at
4 °C. Hearts were ground in the frozen state in a mortar before
homogenization. Immediately following homogenization, SDS was
added to a final concentration of 4% (w/w) and samples were incu-
bated at 95 °C for 3 min. For shearing of DNA, samples were sub-
jected to treatment with a Bioruptor ultra sonication bath (Diagenode,
Liege, Belgium) at high energy setting for 10 min. Samples were
heated again for 3 min at 95 °C and clarified by centrifugation for 10
min at 20,000 X g. Protein content was determined using the BCA
Protein Assay Kit (Thermo, Rockford, IL) according to the manufac-
turer’s instructions. For frontal cortex and hippocampus, 100 ug
protein from each animal were mixed with an identical amount of the
corresponding SILAC labeled standard. For cerebellum and kidney,
lysates were pooled within the young or old animal groups before
mixing with SILAC standard. Reduction of disulfide bridges was
achieved by addition of dithiotreitol to a final concentration of 0.1 m
followed by incubation at 75 °C for 5 min. Further processing for
in-solution digestion was performed using the previously described
filter-aided sample preparation method (28) with Microcon YM-30
devices (Millipore, Billerica, MA), but with the following minor modi-
fications: Alkylation was carried out with 2-chloroacetamide instead
of 2-iodoacetamide and proteins were digested exclusively with en-
doproteinase LysC (Wako Bioproducts, Richmond, VA) in 2 m urea, 25
mm Tris/HCI, pH 8 overnight at room temperature. Obtained peptides
were acidified with trifluoroacetic acid and desalted via C,g solid
phase extraction cartridges (3M, St. Paul, MN). Peptide mixtures were
measured both directly and following fractionation into six fractions
via strong anion exchange chromatography according to published
procedures (29).

Mass Spectrometry—Liquid chromatography (LC)-MS experiments
were essentially performed as described previously (30, 31). Briefly,
reversed phase separation of peptides was performed using an Easy
nLC nanoflow HPLC system (Proxeon Biosystems, Odense, Denmark
now Thermo Fisher Scientific). Peptide mixtures were loaded onto a
column with 15 cm length and 75 um inner diameter, packed in-house
with RepoSil-Pur C;5-AQ 3 um resin (Dr. Maisch, Ammerbuch-Entrin-
gen, Germany) at 0.7 um/min. Peptides were then eluted in fraction-

optimized nonlinear gradient from 3% to 60% acetonitrile in 0.5%
acetic acid over a duration of 200 min. Eluting peptides were elec-
trosprayed online via a nanospray ion source (Proxeon Biosystems) at
a voltage of 2.2 kV into an LTQ Orbitrap XL mass spectrometer
(Thermo Fisher Scientific, Bremen, Germany), except for unfraction-
ated frontal cortex samples, which were acquired using an LTQ-FT
mass spectrometer (Thermo Fisher Scientific). Survey scans were
performed in the Orbitrap analyzer at a resolution of 60,000 at target
values of 1,000,000 ions and maximum allowed fill times of 1 s over
a mass range between m/z 350-1750. The 10 most intense peaks
were subjected to fragmentation via collision induced dissociation in
the LTQ. For each scan, 5000 ions were accumulated over a maxi-
mum allowed fill time of 250 ms and fragmented by wideband acti-
vation. Exclusion of precursor ion masses over a time window of
150 s was used to suppress repeated fragmentation of peaks. In all
MS experiments except for the measurements of the hippocamupus
proteomes, internal lock mass recalibration was disabled and an
Active Background lon Repression Device (ABIRD, ESI Source Solu-
tions, Woburn, MA) was used to increase the signal to noise ratio.

Data Analysis—Raw data consisting of 154 liquid chromatography-
coupled tandem mass spectrometry (LC-MS/MS) files are deposited
at Tranche and are freely available upon publication. Hash keys are
provided in the Supplemental Materials section. Raw data was ana-
lyzed using the MaxQuant software environment, version 1.1.0.25.
Retention time dependent mass recalibration was applied and peak
lists were searched against a database containing all 56,729 entries
from the International Protein Index mouse protein database version
3.68 and 255 frequently observed contaminants as well as reversed
sequences of all entries. Searches were performed with the following
settings: Precursor and fragment ion peaks were searched with an
initial mass tolerance of 7 ppm and 0.5 Th, respectively. Enzyme
specificity was set to LysC, additionally allowing cleavage between
lysine and proline. Up to two missed cleavages were allowed and only
peptides with at least six amino acids in length were considered.
Carbamidomethylcysteine was set as a fixed modification whereas
oxidation on methionine was set as a variable modification. Up to two
missed cleavages were allowed. Precursor masses of already identi-
fied peptides were further searched within a 3 min time window in
chromatograms derived from corresponding and adjacent peptide
fractions (“match between runs” option in MaxQuant). For reliability
estimation of peptide identifications, the posterior error probability for
each top scoring hit was calculated. This metric is based on the
tandem MS (MS/MS) score but additionally takes into account pep-
tide length dependent histograms of forward and reverse hits to
assess the probability of a false identification using the Bayes theo-
rem (described in detail in (32)). Using a decoy database strategy (33),
peptide identifications were accepted based on their posterior error
probability until less than 1% reverse hits were retained in the list.
Accepted peptide sequences were subsequently assembled into pro-
teins in ascending order of their posterior error probability up to false
discovery rate of 1% at the protein level. For successful protein
identifications, at least two peptides and one peptide with a unique
peptide sequence were required. If no unique peptide sequence to a
single database entry was identified, the resulting protein identifica-
tion was reported as an indistinguishable “protein group.” Protein
quantifications were based on the median SILAC ratios of at least two
peptides (two valid “ratio counts”) in each biological sample. Quan-
tification of SILAC pairs was performed by MaxQuant with standard
settings (32). Briefly, centroids of isotope clusters in the intensity-m/z
plain were detected over multiple full scans and the median intensity
ratios were used for the calculation of SILAC ratios.

For histogram representations, only proteins with at least one
quantification per age group were considered. Mean normalized pro-
tein ratios between sample and SILAC standard were then calculated
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within age groups and histograms were plotted using the R statistical
programming language (34). For calculation of correlation coefficients
and principal component analyses, datasets were filtered for entries
with valid quantifications in all experiments (see above). Principal
component analyses were performed using the Gene Expression
Similarity Investigation Suite (Genesis) (35) following mean centering
of expression data. Two-sided t-tests were carried out after filtering
for proteins with at least three out of four quantifications under the
assumption of unequal variance between age groups. Significance
thresholds were then calculated via a permutation-based false dis-
covery rate estimation of 1% (36). For comparison of microarray and
proteome studies, median intensities for probes corresponding to
Uniprot annotations of identified protein groups were calculated be-
fore statistical analyses analogous to the proteome data.

RESULTS

A Proteomic Screen to Detect Proteomic Changes With
Aging in Mice—To quantify age-related proteome changes in
mouse tissue, we used the SILAC technology in vivo and
coupled it to high-resolution LC-MS/MS (Fig. 1). We labeled
mice with a diet containing exclusively '*Cg lysine over sev-
eral generations and obtained virtually complete incorpora-
tion. To exclude potential effects because of the SILAC diet,
we performed all experiments in a “spike-in” format, using the
tissue from the SILAC mice as a common internal standard for
all experiments. This design also allows comparison between
multiple animals within and between each age group. For
each experiment, equal amounts of protein sample from bio-
logical replicates and the corresponding SILAC standard were
mixed, digested in solution with endoproteinase LysC using
the filter-aided sample preparation method and peptides were
fractionated via strong anion exchange chromatography (28,
29). These peptide fractions as well as unfractionated peptide
preparations from each experiment were then analyzed by LC-
MS/MS on a hybrid high resolution linear ion trap Orbitrap
instrument (Fig. 1). Hippocampal and frontal cortex regions from
the brains of four young and four old animals were processed
individually, resulting in eight individual quantitative proteomes.
We extended the study to cerebellum, kidney, and heart muscle
but in contrast to the previous experiments, lysates within age
groups were pooled for each of these three tissues.

The combined dataset over all five tissues comprises 154
LC-MS/MS experiments with 4 h gradients, during which
more than 4.5 million MS/MS scans were acquired. The ob-
served average absolute mass deviation for the correspond-
ing precursor ions was 450 ppb. Following analysis with the
MaxQuant software environment (32), more than 60% of the
MS/MS scans were unambiguously identified. This led to
44,737 identified nonredundant peptide sequences and 5619
proteins (or protein groups) at a protein false discovery rate of
less than 1%.

The Aging Tissue Proteomes of Frontal Cortex and Hip-
pocampus—In frontal cortex and hippocampus, expression
data for more than 4200 proteins of each four young and old
mice were acquired individually. Of this subset of proteins,
approximately two thirds were expressed and detected in at
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Fic. 1. Schematic of the workflow. Tissue lysates from each of
four mice aged 5 or 26 months were analyzed in separate experi-
ments and mixed each time with an identical standard derived from
SILAC mice aged 12 months. Proteins were digested using the filter-
aided sample preparation method (FASP) and fractionated before
analysis by high resolution mass spectrometry. Proteins were quan-
tified by dividing the individual SILAC peptide ratios of the proteomes
to be compared (“ratio of ratios”).

least three out of four biological replicate experiments per age
group (77 or 61% in frontal cortex or hippocampus, respec-
tively, Supplemental Tables 1 and 2).

For protein quantification, our study employed an internal
standard, which was added to all biological samples of a
given tissue, to serve as a fixed reference point for all ob-
served peptide ratios. To determine the quantitative reliability
of this data set in more detail, we first extracted the typical
number of quantification events per protein. In the above data
set of a young animal it turned out to be 18 events on average
(median of 8). This is because of the high redundancy of
peptide based quantifications and compares favorably to
two-dimensional gel experiments in which typically only one
quantification event per protein is obtained in each individual
sample. As a consequence, when comparing proteomes of
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Fic. 2. Intensity-ratio distribution of protein abundances in hip-
pocampus using an internal SILAC standard for quantitation be-
tween samples. A, Comparison between two technical replicates of
a lysate derived from the same animal. B, Comparison between an old
and a young animal.

two technical replicate experiments virtually all proteins were
detected in equal quantities, demonstrating the usefulness of
the method. This “ratio-of-ratios” distribution was narrow,
with more than 99% of the proteins showing an apparent fold
change of less than a factor of two (Fig 2A). In contrast, a
much broader abundance ratio distribution was observed
when comparing two different biological samples (Fig. 2B).
The figure also shows that the few outlier proteins, on the
most part, have a higher abundance in the aged animals.
However, most these changes are not statistically signifi-
cant (see below). Next, we investigated the mean protein
expression changes between the two age groups. Unex-
pectedly, the v