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Abstract

The potential toxicity of nanoparticles currently raises many discussions in public and scientific life.
The question whether nanoparticles are a threat to human health cannot be answered to complete
satisfaction at the current state of knowledge. A versatile tool to investigate nanotoxicity are fluo-
rescence microscopy and live-cell imaging as they provide excellent resolution and direct insight into
cellular processes. In this work fluorescence based methods are used to investigate the influence of
silica nanoparticles on human health, more precisely on the blood vessel system.

At first, the synthesis and characterization of the following three different types of perylene labeled
amorphous SiOs nanoparticle species is described: surface-labeled monodisperse particles, particles
with a dye-containing silica core and a non-fluorescent silica shell and a surface-labeled nanoparticle
network. The labeling of nanoparticles should not induce artificial cytotoxic effects when they are
used for cytotoxicity assessment. This is achieved either by incorporating the dye into the nanopar-
ticle’s structure or by covering only a minor surface fraction by dye molecules. The surface-labeled
silica species are used to investigate nano-toxicity throughout this thesis.

Another prerequisite for reliable dose-dependent nanotoxicity studies is the knowledge about the
number of nanoparticles taken up by an individual cell. We therefore developed the Nano_In_ Cell 3D
ImageJ macro which is able to quantify nanoparticle uptake into cells. Nano_In_ Cell_3D uses the
fluorescence image of the cell membrane to segment the cell into an intracellular space, a transi-
tion region (e-membrane region) and an extracellular space. The number of present nanoparticles
is calculated from the fluorescence intensity of each region. This custom-made method offers the
possibility to quantify nanoparticles in the individual cellular regions. Nano In_Cell 3D was
validated by comparing the results to the well established quenching method.

By using Nano_In_Cell 3D we could show that the cytotoxic impact of nanoparticles onto dif-
ferent cell lines correlates to their intracellular uptake. Primary human vascular endothelial cells
(HUVEC) take up 310 nm silica nanoparticles more efficiently and are more sensitive to this nanopar-
ticle species than cancer cells derived from the cervix carcinoma (HeLa). Upon nanoparticle contact,
cellular viability of HUVEC is strongly reduced and membrane permeability increases leading to
apoptosis. In contrast, Hela cells show a considerable lower effect in both cellular viability and
membrane permeability and do not show apoptosis. In consistence to these findings, HUVEC take
up approximately 20 times more particles than HeLa cells within 4h. Interestingly nanoparticle
uptake is clathrin mediated in both cell types.

HUVEC grow in the blood vessel system under natural conditions and are therefore exposed to blood
flow conditions. The latter can be simulated using a microfluidic system. We chose a microfluidic
system based on the surface acoustic wave (SAW) technology which was characterized concerning
fluid evaporation behavior, fluid temperature and flow velocities. Based on these results the system
can be further improved to allow the assessment of nanotoxicity at blood flow conditions in a next
step.

The last part of the thesis focuses on interactions between silica nanoparticles and giant unilamellar
vesicles (GUV)s. The latter serve as a simple model for the cell membrane. Nanoparticles in contact
with the lipid membrane influence the morphological behavior of the vesicles during phase transition.

In absence of nanoparticles, vesicles typically show extracellular budding processes. Nanoparticles
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in contact with the cell membrane induce intravesicular budding of daughter vesicles, similar to en-
docytosis observed in living cells. Furthermore exocytosis processes were observed where daughter
vesicles crossed the GUV membrane and were transferred from the intravesicular to the extravesic-
ular space. These observations suggest that the fundamental mechanism of endocytosis can partly
be explained by simple physical effects.

In summary, this theses provides an experimental strategy to investigate the impact of nanoparticles
onto human cells using SiO, nanoparticles as an example. Starting with the synthesis and char-
acterization of nanoparticles it tackles the question how to quantify nanoparticle uptake into cells.
Furthermore we could prove that cytotoxic effects can be correlated to nanoparticle uptake and were
able to show that nanoparticles influence artificial membranes which is a first step to understand
the basic mechanisms of nano-toxicity. The methodology developed in this thesis is expected to

provide insight into cytotoxicity of a broad variety of different nanoparticle types.
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1 Introduction

“The dwarfs are with us” (Die Zwerge sind unter uns) was the title of a newspaper article published
in the German journal Stern in may 2011 [1]. The author uses the term dwarfs as a synonym for
all kinds of nanoparticles thereby referring to the small size of this material type. In the article,
the author claims that nowadays nanoparticles are incorporated into a broad variety of commer-
cially available products without knowing their potential harm to human health. Furthermore, as
no obligation for indication exists up to now, customers cannot recognize whether a product con-
tains nanoparticles or not. This points out a serious problem that has come into existence with
the vast development in nanotechnology throughout the last years. On the one hand, research aim-
ing at synthesis and development of nano-related products was generously funded by industry and
governments whereby on the other hand, only minor attention was given to risk assessment. This
disequilibrium might change slowly as the awareness of potential nano-risks is increasing. At the end
of 2006, the German government founded the “Nano-Komission” where representatives of science,
economy, environmental and consumer associations, labor unions and of the government tried to de-
velop the main principles for a responsible handling of nanotechnologies. But, following the opinion
of the “Bund fiir Umwelt und Naturschutz”, one of the big German environmental organizations, this
aim was not reached. Also within the European union and on an international basis nano-safety is
widely discussed and attempts for developing a generally accepted handling procedure for nanopar-
ticles are made. Nevertheless, a strict legislation for nanotechnology and nanoparticles is a distant
prospect as main basic agreements, like a standardized definition for the term “nano” and appro-
priate test procedures to estimate the risk of nanoparticles are still missing [2]. The investigation of
nanoparticle’s impact on human health is long overdue and reliable test systems accounting for the
special properties of nanomaterials need to be developed. For this reason, the Deutsche Forschungs-
gemeinschaft DFG has created in 2007 the priority program SPP 1313 - “biological responses to
nanoscale particles”. The main aim of this project is to “identify and understand the elementary
physical, chemical and biological processes by which manufactured nano-sized particles cross the
phase boundaries of biological systems, interact with biomolecules, cells and cell constituents as
well as affect their biological functions” [3]. One of the projects enclosed is called NPBIOMEM. It
was founded to investigate the bioactivity and cellular uptake of distinct nanoparticles in human
endothelial cells. It deals with the question by which mechanism and how efficiently nanoparticles
can enter these cells, and how cellular viability is influenced by nanoparticle impact. Endothelial
cells, which cover the walls of the blood vessel system, play an important role in human health as
they partly control blood flow, blood pressure, inflammation and coagulation. Any disturbance of
these regulatory processes can have major impact on human health. Nanoparticles, having crossed

the physiological barriers like the lung, skin or gastro-intestinal tract, reach the blood vessel system



1 Introduction

where they can interact with the endothelial cells and affect their viability. The experimental strat-
egy of the MPBIOMEM project is to use commercially relevant nanoparticles, optimized for live-cell
imaging, and to investigate their interplay with human vascular endothelial cells (HUVEC) from
a biological and a physical point of view. HUVEC are primary cells, extracted from the umbilical
cord. The natural blood flow conditions for these cells will be simulated by a microfluidic device
incorporated into the experiments.

In this thesis, which is part of the NPBIOMEM project, the synthesis and characterization of
nanoparticles which are suitable for live-cell imaging cytotoxicity investigations is discussed. Fur-
thermore nanoparticle cell interactions are investigated by quantifying nanoparticle uptake into cells
and by characterizing their uptake pathway and cytotoxicity. In addition, the impact of nanopar-
ticles on artificial cells is monitored to learn about the basic physical principles influencing this
process. Furthermore, the microfluidic system is characterized. The project was done in close coop-
eration with the groups of Prof. A. Reller (University of Augsburg; synthesis and characterization
of nanoparticles), Prof. A. Wixforth (University of Augsburg; microfluidic system and lipid mem-
branes), Prof. M. Schneider (Boston University; microfluidic system), Prof. S.W. Schneider (Uni-
versity of Mannheim; endothelial cells, cytotoxicity) and Prof. C. Brauchle (Ludwig-Maximilians-

Universitdt Munich; nanoparticle characterization and live-cell imaging).

This work is structured as follows: After the introductory Chapter 1 natural as well as ar-
tificial sources of nanoparticles are highlighted in Chapter 2. Furthermore uptake pathways of
nanoparticles into the human body, the molecular basis of nanoparticle cytotoxicity and the chal-
lenge of nanoparticle risk assessment studies are shown and the current knowledge about cytotox-
icity of SiO5 nanoparticles are summarized. The chapter closes with a description of methods for
nanoparticle characterization. In Chapter 3 fluorescence as well as fluorescence based methods
are explained and the microscopy techniques used in this work are described. Chapter 4 contains
a brief summary about cellular internalization pathways. In the following Chapters 5 - 9 the
experiments and outcomes of this work are presented in a partly cumulative way. Synthesis and
characterization of the used SiO, nanoparticles are described in Chapter 5, which is based on a
paper published in Small [4]. In Chapter 6 the custom made ImageJ macro Nano_In_Cell_3D
is presented which allows quantifying nanoparticle uptake into cells. This part is based on a paper
submitted to Nanomedicine [5]. This ImageJ macro was used to quantify nanoparticle uptake into
HeLa and HUVEC cells as is shown in Chapter 7. Furthermore nanoparticle uptake pathways and
the cytotoxic impact of SiO, nanoparticles on both cell lines are investigated. A publication of
this work was recently submitted to Small [6]. In a further project, a microfluidic system designed
for live-cell imaging applications was characterized. The results are discussed in Chapter 8. The
interaction of nanoparticles with lipid vesicles, as a model system for the cell membrane is addressed

and pure physical effects of nanoparticle membrane interactions are described in Chapter 9.



2 Nanoparticles

Since several years, the prefix “nano” is used to form catchwords for publications and advertisements,
indicating innovative new products with sophisticated properties. The term “nano” is derived from
the Greek word “nanos”, meaning dwarf [8, 9]. This implies that “nano”-products contain very
small building blocks, the nanomaterials. Outer or inner dimensions of these nanomaterials are
in the nanometer range (Inm = 107%m). As shown in Figure 2.1 the vast field of nanomaterials
can be classified into subgroups, starting with nanoobjects and nanostructured materials. These
two groups are distinguished by either having nanoscaled outer (nanoobjects) or inner dimensions
(nanostructured materials). The latter include nanoporous systems and nanofoams. The subgroup
of nanoobjects is further divided into nanoplates (nanoscale in one dimension), nanofibers (nanoscale
in two dimensions) and nanoparticles (nanoscale in three dimensions). Due to their size, nanopar-
ticles form the transitional zone between individual atoms or molecules and the corresponding bulk
materials [10]. As they have a very high surface-to-volume ratio, most of their atoms are located
on their surface and the behavior of the surface atoms dominates the physics and chemistry of the
particle [11]. Compared to bulk materials, the reduced size of nanoparticles leads to discontinuous
crystal planes followed by an increase of structural defects disrupting the well structured electronic
configuration of the material [10]. This is the reason why nanoparticles e.g. show high turnover
rates when used in catalysis or have soil-repellent surfaces. Furthermore, nanoparticles can form
optically transparent layers or become superparamagnetic. Another effect observed is the so called
size-dependent quantum effect. Due to their small dimensions the energy levels of the particles are
not discrete but rather dispersed bands. Therefore nanoparticles, called semiconductor quantum
dots, have a size-dependent color and luminescence. These special properties are the reason why
nanoparticles are very interesting for novel applications and are increasingly used in industry and

science [9].

Due to their vast spread and to emerging concerns about nano-safety many different definitions
for nanoparticles have been developed trying to define a universally valid size range for the use of
the term “nanoparticle”. National and international institutions, like ISO, OECD, BSI and DIN
assigned the term nanoparticle to particles with diameters between 1nm and 100nm. Nevertheless,
other organizations claim that the biological effects of particles are not restricted to this size range
and that particles of 300 nm or even 500 nm could just as well affect human health [7]. A strict
limitation of the term nanoparticles to a special size range is therefore questionable, especially when
considering their chemical, physical and biological effects [7, 9]. For this reason all nanometer sized

particles used in this work are termed nanoparticles.
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Figure 2.1: Classification of nanostructured materials into several subtypes. Depending on their morphol-
ogy, nanostructured materials are classified as nanoobjects (nanoscaled outer structure) or nanomaterials
(nanoscaled inner structure). Nanoobjects are further divided into nanoplates (one nanoscaled outer dimen-
sion), nanofibers (two nanoscaled outer dimensions) or nanoparticles (all dimensions in the nanoscale). In
contrast to nanoobjects, the outer dimensions of nanomaterials are not necessarily restricted. This material
class is defined by a nanoscaled inner structure like present in nanoporous systems or nanofoams. The
scheme was adapted from [7].



2.1 Sources of nanoparticles

2.1 Sources of nanoparticles

The current nano-hype gives the impression that nanoparticles are a recent achievement of science.
This is not true as nanoparticles have been produced by natural processes since the beginning
of earth and are omnipresent in the environment. Only in the recent years, modern science has
discovered the advantages of nanoparticles and learned to synthesize and design them at will. A
short overview about the origin and distribution of both natural and synthetic nanoparticles is given

in the next sections.

2.1.1 Nanoparticles of natural origin

About 90% of nanoparticles have natural origin [12]. Natural nanoparticle sources include erosion,
terrestrial dust storms, fires, volcano eruptions and ocean as well as fresh water evaporation. The
largest source for environmental nanoparticles are dust storms, mainly occurring in areas like the
Salton Sea, Patagonia or the Sahel region. Particles produced in a dust storm have sizes from
100 nm to several pm [8, 12]. Like dust storms, forest and grass fires can spread ash and smoke over
thousands of square miles. The latter occur predominantly in the savannas of Africa, Australia,
Brazil, North America, Europe and Asia [8]. Another nanoparticle source are volcanoes, ejecting up
to 30- 10% tons of ash during a single eruption. The nano- to micrometer sized particles contained in
the ash and gases can reach heights over 1800 m [12]. Nanoparticles are also formed from ocean and
fresh water evaporation or when wave-produced water drops are ejected into the atmosphere. The
latter are called see salt aerosols [12, 13]. Evaporation produced particles have sizes from 100 nm
to several nm [8]. Nanoparticles of natural sources have been related to diverse health effects like
asthma, emphysema or eye and skin irritations as well as diseases of lympho-endothelial origin
[12]. Interestingly, sea salt aerosols cannot be correlated with adverse health effects but seem to be

healthy for patients with respiratory diseases [14].

2.1.2 Artificial nanoparticles

Human-made nanoparticles provide approximately 10% to all environmental nanoparticles [12].
Sources of human-made nanoparticles include cooking, cars, industry and chemical manufactur-
ing. Although the fraction of man-made nanoparticles seems negligible compared to nanoparticles
from natural sources, their importance concerning health considerations should not be underesti-
mated. Human-made nanoparticles are especially designed and produced for the incorporation into
commercial products [8]. Therefore they are often in very close or direct contact with the human
body. Nanoparticles are for instance added to sunscreen, paints, soaps or detergents. They can
furthermore be contained in electronic devices or pharmaceuticals [15, 16]. Common commercially
used nanoparticles are composed of are silicon dioxide, titanium dioxide, zinc oxide, silver, gold
or carbon-containing compounds. Silica nanoparticles, which were investigated in this work, are
used as solid lubricants, in cleaning agents, paint, drugs, or cosmetic products like makeup or sun-
screens [8, 15, 16]. If sandwiched between two glass panels, silica monolayers made of fumed silica

nanoparticles render windows fireproof. The addition of silica nanoparticles to concrete densifies it’s
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micro and nanostructure improving the mechanical properties. Furthermore silica nanoparticles, in
combination with alumina nanoparticles are incorporated into hydrophobic polymers, generating a

water repellent coating similar to the surface of lotus leaves [17].

2.2 Risk assessment of nanoparticles

Nanoparticles are an ubiquitous part of human life. Being surrounded by nanoparticles a close
contact with this type of materials is unavoidable for humans and can happen in both an intended
or unintended way. We e.g. apply nanoparticles onto the skin when using cosmetic products, inhale
or swallow them. Once nanoparticles crossed the physiological barriers like lung, skin or gastro-
intestinal tract, they can interfere with cellular structures and biological processes of the human
body. The concern for potential toxicological effects of nanoparticles on humans has increased
during the last years [18] and the need for well structured studies dealing with risks and chances of
nanoparticles raises constantly [19-21]. But nanoparticle cytotoxicity studies are challenging as it is
not always possible to transfer the well established characterization methods used for new chemicals
to nanoparticle risk assessment. The special properties of nanomaterials have to be taken into
account and may interfere with standardized methods, asking for new parameters to be considered.
In the following possible nanoparticle uptake routes into the human body and the molecular basis
of nanoparticle-cell-interactions will be discussed. In addition, the challenges of nanoparticle-risk

assessment are further described.

2.2.1 Uptake of nanoparticles into the human body

Nanoparticles can be taken up into the human body throughout a variety of different pathways
including the lung, the gastro-intestinal tract or the skin. The lung is the most common way for
nanoparticle uptake. It consists of airways and aveoli (see Figure 2.2). The airways transport the
air in and out of the lungs whereas the alveoli are the gas exchange areas [22]. Approximately 300
millions alveoli are contained in the human lung having a total surface of around 140 m?. Within
the alveoli, an only few nanometer thick barrier of epithel- and endothel cells separates air and
blood [7, 22]. In general, spherical nanoparticles with an aerodynamic diameter of less than 10 pm
can be inhaled. The smaller their size, the further they can travel into the lung. Nanoparticles with
sizes below 2.5 pm can reach the alveoli and particles with sizes less than 100 nm are also mainly
deposited into the alveolar region [22]. If foreign material is inhaled, it is usually removed from the
airways by mucociliary clearance. Inside the alveoli, where mucociliary clearance is not possible,
foreign material is taken up by macrophages [7]. Whether particles stay in the lung or whether they
are cleared depends mostly on their mass, their size an on their surface [23]. Less than 0.05% of
nanoparticles that are inhaled are translocated into the blood, depending on the physical-chemical
properties of the particles [7, 24]. Nevertheless several experiments showed that this fraction is
enough to find a considerable number of particles within the blood [25-28].
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Figure 2.2: Scheme of the respiratory system. NP taken up into the lung cross the airways befor reaching
the aveoli which are the gas exchange areas. The interface between aveoli and blood consists of an only few
nanometer thick barrier of epithel- and endothel cells. NPs are cleared from aveolis by macrophages. This
figure was adapted from [7].

Another portal for nanoparticle uptake into the human body is the gastro-intestinal tract. Nanopar-
ticles can either enter via nutrients or by swallowing particles that are ejected from the lungs via
mucociliary clearance. The gastro-intestinal tract, which is drafted in Figure 2.3, is a very complex
barrier system with a surface area of up to 200 m?. The epithelial cells on the surface of the intestine
mediate the uptake of nutrients into the blood flow. The intestinal epithelial cells and the blood
vessels are separated by several cell layers hindering the uptake of macromolecules or nanoparticles
[7]. Nevertheless, the uptake of particulate matter by the gastrointestinal epithelium is widely ac-
cepted [22, 29]. Uptake of inert particles was shown to occur trans- or para-cellularly, at Peyer’s
Patches (aggregations of lymphoid tissue) or via M-cells. The latter are microfold cells which are
specialized in transporting particles and organisms from the gut lumen to immune cells across the
epithelial barrier [7].

A third passage way for nanoparticle uptake is the skin. Its total surface area adds up to 1.5-2 m2.
The skin is composed of the three layers: epidermis, dermis and subcutis (see Figure 2.4). The
epidermis is composed of a a 5-20 pm thick layer of dead keratinocytes and two layers of living
cells. Dead cells from these two layers constantly replace the dead keratinocytes. The underlying
dermis contains hair follicles and sebaceous glands. It is followed by capillary vessels [7, 30]. The
most investigated particle type concerning uptake via the skin are TiO5 nanoparticles as they are
contained in sunscreen and therefore commonly applied onto the skin. Up to now, different types
of TiO5 nanoparticles were found to pass the upper layers of the epidermis and were present in hair
follicles or wrinkles. None were found in deeper skin regions [7, 31, 32]. By contrast, studies with
70 nm SiOs nanoparticles showed that these particles translocate into the lymph nodes, the liver,
the hippocampus and cerebral cortex after topical applications inside the ears of mice [33]. After

crossing physiological barriers, nanoparticles reach the blood vessel system. Once inside the blood
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villus

blood vessels

Figure 2.3: Scheme depicting a section of the castro-intestinal tract. The intestine is covered by villi which
in turn are covered with microvilli. This surface structure results in a surface area of up to 200 m2. The
blood vessels in the villi are separated from the intestinal epithelial cells by several cell layers. The figure
was adapted from [22].

they can be transported to every part of the human body. Until now, the uptake of nanoparticles
from the blood vessel system into cellular target structures has hardly been investigated. This work
aims to unravel the basic mechanisms of nanoparticle uptake from the blood vessel system and
to link this process to possible cytotoxic effects. We chose to investigate the interactions between
nanoparticles and endothelial cells, the cells covering inner surface of the blood vessel system, as a

main project throughout this work.

2.2.2 Molecular basis of nanoparticle cytotoxicity

Once inside the human body, nanoparticles have access to a variety of biological components like
cells or proteins. Each of these components is a potential target and might interact with the foreign
substance. The interaction of nanoparticles with any biological environment is very complex as its
nature is influenced by nanoparticle properties like chemical composition, shape, angle of curvature,
porosity, surface crystallinity, functionalization and roughness as well as charge, state of aggregation
and stability [10, 34]. In addition, nanoparticles carry the fingerprint of their synthesis. This means
that all individual components like ligands or solvents having contact with the particles during
synthesis or purification leave their traces on the nanoparticles, influence their surface and therefore
their reactivity [35]. As soon as nanoparticles interact with biological fluids like blood, plasma or
the intenstitial fluid, their surface gets covered by proteins creating a biological interface. This
protein corona has been subject to several studies throughout the last years, all showing that the

formed corona is unique for each particle type and biological medium [34, 36, 37]. Its composition
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follicle penetration iptercellular penetration

Subauts

Figure 2.4: Scheme of the skin. It consists of three layers. The outer layer is the epidermis, formed by
keratinocytes. It is followed by the dermis containing hair folicles and sebaceous glands. The lowest layer is
called subcutis. It contains connective and adipose tissue and encloses the blood vessels. In theory, particles
can cross the skin by intercellular, transcellular or by follicle penetration. By now particles were only found
in hair follicles or wrinkles but not in deeper skin regions [31].
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Figure 2.5: Scheme of nanoparticle interaction with their environment. The interaction is governed by
specific particle properties including surface functionalization, angle of curvature, crystalinity, porosity,
shape and size. Being in contact with proteins, a protein corona can be formed around the nanoparticles,
nanoparticles can denaturate the proteins or the proteins might induce nanoparticle dissolution in addition
to spontaneous nanoparticle dissolution. Furthermore the nanoparticle surface can have catalytic proper-
ties and e.g. induce ROS production. Nanoparticles might as well induce the formation of foreign body
granulomas or directly damage membranes or DNA.
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changes constantly in dependency on the local environment, modifying the fundamental forces that
govern the interaction of the nanoparticles with other structures. The protein corona determines
the in vivo organ distribution and the clearance of the particles from the circulation. It furthermore
governs the interactions of particles with individual cells. [35, 38-41]. When nanoparticles get
in touch with the cell membrane, receptor-ligand interactions as well as unspecific interactions
occur. Ligands are thereby not necessarily of biological origin. They can also be chemical moieties,
metallic sites, polymers or functionalities on the particle’s surface that promote binding affinity.
Also nonspecific attractive forces which result from surface charges, hydrophobicity and surface
roughness can promote cellular contacts [35]. All these effects influence the nanoparticle uptake into
cells.

Due to their interactions with cells, nanoparticles are suspected to induce toxic effects in biolog-
ical systems. These toxic effects may have several molecular reasons. First, nanoparticle-protein
interaction might induce protein denaturation leading to functional and structural changes of the
proteins [10, 35, 42]. These changes can result in the exposition of normally hidden epitopes and
therefore to interferences in enzyme function and to disturbances in the metabolism [10, 43, 44].
But proteins might influence nanoparticles as well. Proteins as well as other organic substances at-
tached to the surface of nanoparticles can increase their dissolution and thereby contribute to their
degradation [35]. When nanoparticles dissolve within the cellular structure, the released salts can
induce toxic effects as was shown for ZnO nanoparticles [45]. Another source for cytotoxicity is the
possible catalytic activity of the nanoparticle surface which is especially important for photoactive
particles like TiOs. Surface groups or defects of the particles may act as active sites and react as
electron donor or acceptor [10]. One prominent example is the formation of reactive oxygen species
(ROS). The generation of low ROS amounts in the mitochondria is normal under natural conditions
being easily neutralized by the cell via antioxidants like glutathion (GSH) and specialized enzymes
[46]. An excess of ROS leads to the accumulation of oxidized glutathione (GSSG) and to oxidative
stress. Cells react to this oxidative stress by activating protective or injurious responses [10, 46—
48]. Furthermore, ROS radicals might interact with cellular components leading to a damage of
cellular structures [7, 49]. Nanoparticles can also directly damage membranes or DNA or lead to
the formation of foreign body granulomas, an accumulation of immune cells which occurs if the
immune system reacts on foreign substances but is unable to eliminate them [10]. An overview of

the described processes is shown in Figure 2.5.

2.2.3 The challenge of nanoparticle-risk assessment studies

As shown before, nanoparticles can interact with cellular structures in many different ways and
are most likely interfering with cellular processes. Nevertheless, in contrast to risk assessment for
new soluble chemicals, protocols and standardized procedures for nanoparticle cytotoxicity studies
are not available [7, 19]. Moreover, no standard system for nanoparticle cytotoxicity investigations
exists, enabling the comparison of different nanoparticle-systems and/or the results obtained in
different labs [50, 51]. But why is the assessment of the cytotoxicity of nanoparticles so challenging

and what are the differences to classical investigations carried out for new chemicals? The most
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apparent difference is probably dosimetry. Concentrations of classical chemicals are well defined by
specifying the amount of substance and the solvent volume used. But what are the right metrics to
be used for nanoparticles? Should one compare experiments depending on the amount of substance,
the number of nanoparticles or the surface area exposed to the test system [7, 40]7 Depending on
nanoparticle properties like size, aggregation or density, a given amount of substance results in e.g.
different particle numbers when two particle species are compared [40, 50]. Furthermore, when cell
culture experiments are considered, the nanoparticle concentration in proximity to the cell layer
can significantly differ from the concentration added due to nanoparticle deposition effects [52, 53]
whereas classical chemicals have a homogeneous concentration distribution in solution.

Other issues to be considered are the choice of the target system, the dose to be used and the
exposition time in order to reproduce biologically relevant conditions. Each nanoparticle type is
taken up differently by the human body and varies in its biokinetics. Thus the biokinetics of each
nanoparticle species has to be assessed separately in order to unravel the most significant target
organs or cells [40]. Furthermore the particle dose that is in contact with the target structure in
“real life” has to be estimated whereby possible exposition hot spots like in the lung or macrophages
have to be taken into account [7, 40]. In addition, it is necessary to differentiate between different
types of exposure. What happens if the human body is exposed constantly to small amounts of
nanoparticles or after a single exposure with a large particle number? And what are the resulting
long term effects [7]? But beyond all these considerations, the most important factor complicating
nanoparticle cytotoxicity assessment is probably the immense variety of nanomaterials that needs to
be considered. Like every single “classical” chemical substance, each nanoparticle type needs to be
investigated separately [19]. In contrast to “classical” chemicals, where the parameters “clemental
composition” and “mass” are enough to describe their properties, new parameters are needed to
classify nanoparticles thoroughly. Amongst these properties are their state of appearance (e.g.
suspension, powder, film), their internal structure (amorphous, kristallin, core-shell particle), or their
coating [50]. As even slight differences in the chemical and physical structure of the nanomaterial
could lead to strong changes in biological activity, each of these parameters needs to be taken into
account [18]. The combination of all these parameters results in an immense number of particles
to be investigated [19]. What is more is that many properties of nanomaterials are still unknown
and might even vary from batch to batch. For this reason, a huge number of control experiments is
necessary for determining their exact properties [50].

In summary, a lot of open questions have to be addressed before a universal way for nanoparticle
cytotoxicity assessment can be developed. Especially the correlation between dosimetry, nanoparti-
cle deposition and cytotoxicity needs to be revealed before a generalized link between the influence

of size, state of appearance, morphology or internal structure on cytotoxicity is possible.

2.2.4 State of the art cytotoxicity of amorphous silica nanoparticles

Amorphous silica species are a sub-type of silica substances that are produced by industry or found in
nature. In contrast to cristaline silica like quartz or cristobalite which are known to be carcinogenic

and which cause the lung disease silicosis after chronic inhalation, amorphous silicas were classified
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as harmless in 1997, as there is inadequate evidence for carcinogenicity [54, 55]. What sounds like
an all-clear for amorphous silicas needs to be considered with care as the amorphous silica species
tested did not include nanoparticles. The reason for this becomes obvious when searching for the
key word “silica nanoparticles” in online databases like “pubmed” which is provided by the National
Center for Biotechnology Information and the U.S. National Library of Medicine [56]. In august
2011, 3579 entries could be found for this keyword, only 7 of them published before 1997 and 248
before 2005. When adding the keywords “toxicity” and “cytotoxicity”, 295 publications are found,
the first published in 2000. Beyond these 295 publications, only 34 deal explicitly with amorphous
silica nanoparticles. This shows that cytotoxicity of amorphous silica nanoparticles is a rather
novel question. In the following section, recent findings concerning cytotoxicity of amorphous silica

nanoparticles are summarized.

Several indications for cytotoxic effects induced by amorphous silica nanoparticles were found in
vitro throughout the last years. Cytotoxicity of silica nanoparticles was observed to be dependent on
nanoparticle size [33, 57-64], particle concentration, number or surface area [58, 59, 61, 65], surface
properties and porosity [58, 60], incubation time [65], proteins in the cell medium [62, 63] and the
cell type [66, 67] as well as the metabolic activity of the cells [67]. The experiments were carried
out on a variety of cells including endothelial cells [58], human and mouse macrophages [60, 64, 66],
liver cells [59, 65], keratinocytes [33, 61], epithelial cells [67], dendritic cells [66], several types of
fibroblasts [62, 67], cancer cells [63], and Langerhans cells [57].

Metabolic activity of the cells

The most frequently analyzed parameter concerning nanoparticle toxicity in cell culture is the
metabolic activity of the cells. Several publications showed that cellular metabolic activity de-
creases in response to nanoparticle impact in both a concentration and size dependent manner.
Decreasing cellular activity of fibroblasts and epithelial cells could be correlated to an increase in
nanoparticle mass concentration for particles with 21 and 80 nm for concentrations up to 66 ng/mL
[67]. The same influence was observed for 15, 30 and 365 nm sized nanoparticles on HaCaT cells
(2.5 - 15 pg/mL) [61] and particles between 19 and 68 nm on HepG2 cells (12.5 - 2000 pg/mL).
Nanoparticles with a diameter of 498 nm induced no or only a slight decrease in cellular viabil-
ity in the same study [59]. In addition metabolic activity was found to increase with increasing

nanoparticle diameter [59, 61].

All experiments mentioned above were carried out in presence of serum proteins. This is of great
importance as serum proteins contained in the cell medium may alter the influence of nanoparticles
onto cells. Drescher et al. found that the viability of fibroblasts after nanoparticle addition depends
strongly on the concentration of fetal calf serum (FCS) in the medium: the more FCS was present
(0-10%), the less toxic effect was observed for 38 nm particles [62]. Similar results are presented for
50 ng/mL 70, 200 and 500 nm sized particles which did not diminish cellular viability in presence of
proteins whereas viability was reduced by the 70 nm particles in absence of serum proteins. 200 and
500 nm sized particles had no effect on cellular viability [63]. A reason for the influence of serum
proteins might be protein induced agglomeration which increases the effective particle size exposed

to the cells [62]. Furthermore the protein shell could passivate the surface of the nanoparticles
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[62, 63]. Nevertheless, studies carried out in absence of serum proteins with particles between 7
and 300 nm in macrophages [64] and particles between 13 an 335 nm particles in endothelial cells
[68, 68] indicated a similar size and mass concentration dependency of cytotoxicity as observed in
presence of proteins. The authors further calculated the nanoparticle surface area presented to the
cells in both studies. They could show that the observed cytotoxicity is proportional to the surface
area. Besides its dependency on size, concentration and incubation time, the nanoparticle induced
decrease of metabolic activity was found to be dependent on the general metabolic activity of the
cells. By comparing the cytotoxicity induced by 10, 21 and 80 nm silica particles on different types
of fibroblasts and cancer derived epithelial cells a clear anticorrelation was observed between the
cellular doubling times and the cytotoxic impact of the particles. This means that cancer cells are

less sensitive to nanoparticle impact than healthy cells [67].

Permeability of the cell membrane - LDH assay

In many publications cellular viability is discussed together with the permeability of the cell mem-
brane. The latter is correlated to the release of lactate dehydrogenase (LDH) from the cytoplasm
into the medium and is a sign for membrane damage and hence cell death. Usually LDH release
increase is observed simultaneously to a decrease in cell viability [58, 59, 63, 67]. It was also found
to be correlated to an inhibition in cellular proliferation upon impact of 70 to 1000 nm nanoparticles

upon Langerhans cells or keratinocytes [33, 57].

Cell death

Some groups directly investigate cell death in response to nanoparticles. In HepG2 cells apoptosis
was observed after impact of 43 nm particles in a time and a concentration dependent manner (100
and 200 pg/mL) [65] and was found to be size dependent for 19 nm - 498 nm particles at a con-
centration of 100 pg/mL [59]. Similar results were obtained with HaCaT cells. Applying the same
dosages, smaller particles induced more apoptosis then bigger ones [61]. Hoet et al. and Bauer et al.
proved that necrosis is induced in endothelial cells after the impact of 14 - 104 nm as well as 30 nm
sized silica particles [22, 68]. Necrosis is rapid cell degradation accompanied by membrane damage
whereas apoptosis, the slow-acting form of cell death, is an energy-dependent sequence of events
[58]. In contrast to these findings, 100 pg/mL 300 and 1000 nm amorphous silica nanoparticles
induce apoptosis in macropage-like cells whereas the smaller 30 - 70 nm sized nanoparticles don’t
[60].

Reactive oxygen species (ROS)

The reduction in cellular viability or the appearance of apoptotic effects are often assigned to the
generation of reactive oxygen species (ROS). An extensive increase in ROS production can exceed
the capacity of the antioxidant mechanisms what might be leading to injury in lipids, proteins or
DNA [69]. Sun et al. found an increase in intracellular ROS level with increasing nanoparticle con-
centration (0 - 100 pg/mL) when applying 43 nm particles on HepG2 cells. Interestingly, a further
increase in concentration to 200 pg/mL lowered the ROS level. Nevertheless a rising apoptotic rate
and change in membrane potential was observed for the whole concentration interval. Therefore
they think that ROS production, in combination with other processes, might be the key factors for
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cytotoxicity in this case [65]. Another study reported on a size dependent increase in ROS level
which was observed when 100 pg/mL 19 to 498 nm sized amorphous silica particles were incubated
on HepG2 cells. The authors claim that the size dependency might be influenced by the bigger
surface area and surface reactivity of smaller compared to larger particles. However other processes
should also influence cellular viability in this case as the ROS level is only slightly changed by the

498 nm particles whereas clear apoptotic effects were observed for this particle size [59].

Alteration in the gene expression level

Yang et al. found a nanoparticle dependent alteration in the expression level of oxidative stress asso-
ciated proteins for 15 and 30 nm amoporphous silica particles in HaCaT cells. In addition they found
alterations in the gene expression level of cytosceleton-associated proteins, molecular chaperones,
energy metabolism-associated proteins and apoptosis as well as tumor-associated proteins. They
think that this alteration in protein expression level may indicate that the investigated nanoparticles
might promote tumorgenesis [61]. These findings are in agreement with other studies showing the
alteration in expression of apoptosis related factors [65] and an increase in inflammatory protein

secretion upon nanoparticle impact [64].

DNA damage, cellular morphology, cell cycle arrest, and hemolytic activity

In addition to the effects discussed before, nanoparticle impact was found to induce DNA damage
[33, 59], cellular morphology changes, like the appearance of multinucleated cells or irregular shapes
and cell cycle arrest [59, 61]. Furthermore hemolytic activity is described for silica nanoparticles in
dependency on nanoparticle size, concentration and surface structure. Amorphous silica nanopar-
ticles are reported to induce more membrane damage to red blood cells compared to mesoporous
silica nanoparticles. This effect probably comes from the fewer silanol groups present on the surface

of mesoporous in comparison amorphous silicas which can interact with the cells [70].

Procoagulatory response, cell migration and cell proliveration

A recent study on silica nanoparticle impact onto HUVEC cells showed that 310 nm sized SiO, nanopar-
ticles induce procoagulatory response after 24 h of particle incubation. The procoagulatory response
was monitored measuring the exocytosis of the von Willebrand factor, a protein associated with
blood clotting, and the subsequent formation of ultralarge fibers. Furthermore, it was shown that

the nanoparticles affect cell migration and proliferation after 16 h of incubation [68].

Localization of nanoparticles within the cells

In addition to the cytotoxic impact, the localization of nanoparticles within the cells was investigated
by electron microscopy and fluorescence imaging. In absence of serum proteins, non-agglomerated
38 nm particles were found in endosomal and lysosomal structures inside 3T3 cells as well as in
intracellular vesicles. No particles were located in the cytoplasm. In presence of media less particles
seem to be taken up, as probably only big aggregates are in contact with the cells [62]. In another
study cellular uptake of 70, 200 and 500 nm particles into HeLa cells was investigated. After 24h
of exposure all particle types were found to accumulate mostly in vesicular structures. No particles
could be found in mitochondria. The 70 nm were preferentially located in lysosomes compared to

the bigger nanoparticle species. Furthermore no particles were present in the nucleus [63]. This is

15



2 Nanoparticles

in contrast to another study claiming that 70 nm silica nanoparticles enter the nucleus of HaCaT
cells [33]. A study on 43 nm particles showed that these particles enter HepG2 cells via endocytosis
as particles were found to be wrapped in the different stages of endocytic vesicles like endosomes

and lysosomes. Additionally some of the particles were directly penetrating the cell membrane [65].

In conclusion, nanoparticle cytotoxicity seems to be dependent on nanoparticle size, incubation
time, concentration and cell type in vitro. The nanoparticles influence the cellular viability, the
membrane integrity and the ROS level of the cells. Furthermore they can damage DNA, change
protein expression patterns and arrest the cell cycle. Bigger sized nanoparticles were only found
within endosomal structures whereas small particles (43 and 70 nm) were localized within the cellular

nucleus and where shown to directly penetrate the membrane.

2.3 Methods for nanoparticle characterization

Nanoparticles are characterized by their size, morphology and surface charge. In the following
section, the techniques used to determine the size and morphology of the investigated nanoparticles
are presented. Furthermore, the term zeta potential, a value used to specify the particle’s surface

charge, is explained.

2.3.1 Size and morphology

Each nanoparticle type behaves differently in biological media, depending on its size and morphol-
ogy. Processes like particle diffusion and sedimentation are dependent on the nanoparticle size.
In addition, a combination of nanoparicle size and morphology might influences the probability of
nanoparticle’s uptake and the uptake pathway into cells. Throughout this work size and morphology
of the nanoparticles were determined by transmission electron microscopy or scanning electron mi-
croscopy. In addition, the hydrodynamic diameter of the nanoparticles was investigated by dynamic
light scattering (DLS).

Transmission electron microscopy and scanning electron microscopy

Electron microscopy uses the interaction of electron beams with the sample to obtain highly resolved
images. Due to the short wavelength of the electrons, electron microscopy can reach resolution
down to the atomic level. For obtaining an transmission electron (TEM) image, an electron beam
is generated by an electron gun and then guided onto the sample by magnetic lenses reaching
the sample in a parallel mode. In the bright field mode the image contrast is formed by electrons
absorbed or occluded by the sample. Thicker regions and regions with higher atomic numbers appear
dark in the image whereas empty spots and thin sample regions are bright. In scanning electron
microscopy (SEM) a focused electron beam is scanned across the sample. The signal of interest is
detected and the image is formed spot by spot. The topography of the sample can be assessed by

detecting the backscattered electrons or the secondary electrons released by the sample after impact
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of the primary electron beam. The intensity of these electrons is depending on the atomic number
of the atoms composing the investigated material. In secondary electron contrast mode resolutions
down to few nanometers can be reached. Both TEM and SEM have to be operated in vacuum as
the electrons would interact with air. Due to this restriction electron microscopy cannot be used to

investigate living objects [71].

Dynamic light scattering

Dynamic light scattering (DLS) is a non-invasive technique used to characterize particles in suspen-
sion. During the measurement, a beam of monochromatic light crosses the sample and the intensity
of light scattered by the particles is detected. The intensity of the scattered light is time dependent
due to brownian motion of the particles. This time dependency is used to determine the transla-
tional diffusion coefficient D which is converted into the hydrodynamic diameter (Rp) using the

Stokes-Einstein equation [72].

kT
- 6mnD

Ry (2.3.1)

7 represents the viscosity of the solvent, k is the Boltzmann constant and T the temperature of
the medium [73]. It is important to note that by DLS, the hydrodynamic diameter of a particle
is determined whereas TEM and SEM are used to measure the size of the particle without the

solvation shell.

2.3.2 Zeta potential

The surface charge of particles mediates a variety of factors governing nanoparticle-cell interaction.
Depending on their charge nanoparticles can attach to or are repelled by the negatively charged
cellular surface. Furthermore the interaction of nanoparticles with different sets of proteins is also
mediated by charge effects [74, 75]. The surface charge of particles is specified by their zeta potential.
The latter is the electric potential of the solid-liquid interface between the particle surface and the
surrounding fluid [76]. This solid-liquid interface is also called the slipping plane [77]. Tons around
the particle form an electrical double layer (see Figure 2.6.) The inner part of this double layer is
called the Stern layer, the outer part belongs to the diffuse layer. Ions within the Stern layer are
firmly attached to the particles. Ions in the diffuse layer are more loosely attached. Within this outer
region an additional boundary, the slipping plane, is defined. Ions between Stern layer and slipping
plane move with the particle whereas ions on the other side of the slipping plane do not follow a
particle’s movement [78]. This definition of the slipping plane is widely accepted. Nevertheless it’s
exact position cannot be determined [77].

When an electric field E'is applied across an electrolyte containing colloidal particles, the particles
start moving towards the oppositely charged electrode. For uniform and weak electric fields, the
linear relation between the steady state-electronic velocity of the particles v, and the applied electric

field can be used to calculate the electrophoretic mobility U, of the particles [77].
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Figure 2.6: Scheme of the electrical double layer surrounding a nanoparticles in solution. The negatively
charged particle is surrounded by firmly attached positively charged ions forming the Stern layer. The
electric potential at the Stern layer is called Stern Potential. Ions outside this inner layer are more loosely
attached and belong to the diffuse layer. Within this outer region an additional boundary, the slipping
plane, is defined. Ions between Stern layer and slipping plane move with the particle whereas ions on the
other side of the slipping plane do not follow a particle’s movement. The electric potential at the slipping
plane is called the zeta potential. This figure was adapted from [78].
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ve = U.E (2.3.2)
The zeta potential z can then be calculated applying the Henry equation [78].

_ 2ezf(ka)

U. 3

(2.3.3)

The Henry’s function f(ka) is equal to 1.5 for zeta potential measurements done in aqueous
solutions with moderate electrolyte concentrations. The electrophoretic mobility is dependent on
the dielectric constant € and the viscosity 7 of the medium as well as on the zeta potential [78].
The latter is dependent on the charge present on the surface of the particle, the pH of the system,
the electrolyte concentration of the solution, the type of electrolyte and the type of solvent. It is
obvious that the zeta potential is only well defined if all these parameters are well controlled and
fixed [77].
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3 Fluorescence techniques

Many techniques dealing with the analysis and investigation of single molecules or small functional
unities are based on fluorescence. Fluorescence is the spontaneous emission of light by a molecule in
an electronically excited state occurring to induce energetic relaxation. Usually, fluorescent marker
molecules are used to label the structure of interest. The behavior of the markers allows to draw
conclusions about the properties of the sample. Throughout this work we used several fluorescence
based methods to characterize the nanoparticles and to investigate their interaction with cells on
a single cell level. By fluorescence emission spectra and fluorescence anisotropy we differentiated
between dye molecules bound to the particle’s surface and dye molecules incorporated into the par-
ticle’s structure. Furthermore we used widefield fluorescence microscopy and confocal fluorescence
microscopy as well as confocal spinning disc microscopy to, e.g. estimate the flow velocities in a
microfluidic system, to characterize the uptake pathways of nanoparticles into cells or to quantify
the number of dye molecules bound to an individual nanoparticle. In the following sections the
molecular excitation and relaxation processes leading to the emission of photons and thereby to
fluorescence are described. Furthermore fluorescence quenching is defined and the used fluorescence
microscopy techniques are presented. In the last part fluorescence anisotropy, a technique which

can be used to probe the motility of the dye, is explained.

3.1 Molecular excitation and relaxation processes leading to

fluorescence

Fluorescence can occur when a molecule undergoes a cycle of excitation and emission processes.
The schematic representation of these processes is shown in the Jablonski diagram (see Figure 3.1).
Before excitation, molecules are in their electronic ground state. In most cases, the electronic
ground state is a singlet state, termed Syo. When the molecule is excited, e.g. by a light beam,
one of the electrons located in the highest occupied molecular orbital (HOMO) is promoted into an
energetically higher unoccupied orbital, retaining the orientation of it’s spin. The molecule hereby
reaches an excited electronic singlet state like S; or So. In each electronic state molecular vibrations
can be induced, leading to additional molecular energy levels which can be occupied by electrons.
The energy difference between the electronic ground state and the excited states of the molecule
determines which energies and thus which wavelengths are absorbed. The green arrows in Figure 3.1
show examples for possible electronic transitions from Sy into excited vibrational states of S1, and a
direct transition into So. The probability of such a transition is equal to the square of its transition

dipole moment. The latter represents the direction and magnitude of the charge distribution during
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the transition. An optimal excitation of a transition is reached when the electronic field vector of the
light and the transition dipole moment of the molecules are aligned parallel to each other [79, 80].
The absorption spectra of a molecule reflects its probability of photon absorption in dependency on
the wavelength [79]. The excited molecule has several possibilities for a subsequent de-excitation
back into it’s ground state. The relaxation can either occur radiationless or be accompanied by
the emission of light [80]. In aqueous environment, the dominant relaxation process is vibrational
relaxation. The molecule reaches its lowest vibrational state of its electronic state by transferring
the energy stored in the vibrational levels to the surrounding solvent molecules within femto to
picoseconds (see red arrow in Figure 3.1). Another possible way leading to de-excitation is internal
conversion. Like the vibrational relaxation, the internal conversion is radiationless. It occurs if the
energy difference between electronic states is very low and highly excited vibrational states of the
lower excited state overlap with the energy levels of the higher electronic state. As indicated by
the blue arrow in Figure 3.1, the molecule can then directly switch between the energy levels. By
both vibrational relaxation and internal conversion, the molecule usually reaches the the vibrational
ground state of the first excited state S; [79]. In good fluorophores, the relaxation from the first
excited state to the ground state is mediated by photon emission. This process is called fluorescence
and occurs within nanoseconds. The molecule is transferred to one of the excited vibrational states
of Sy (see Figure 3.1, purple arrows), from where it is de-excited into the ground state via vibrational
relaxation. As several excited vibrational states can be occupied after photon emission, fluorescence
light of various wavelengths is emitted. As the energy level structure of the electronic ground state
and the excited state is usually very similar, but energy is lost between excitation and emission
due to relaxation of the molecule into the ground state of the excited electronic state, absorption
and the emission spectra have mirror symmetry but are shifted in energy, the so called stokes shift
[80]. Similar to absorption processes, the probability of fluorescence emission is proportional to
the square of the transition dipole moment. Furthermore, the emitted photons are preferentially
polarized parallel to the transition dipole moment [79]. A parameter used to characterize the
fluorescence efficiency of a molecule is the quantum yield. It is equal to the number of photons
emitted as fluorescence divided by the total number of photons absorbed [79]. Good fluorophores

have quantum yields around 0.9 [80].

Another process following the excitation of a molecule is intersystem crossing. It is the radiation-
less transition from the S; state into vibrational energy levels of the triplet state T; which can occur
if the energy levels overlap (Figure 3.1, yellow arrow). During this transition one of the electrons
has to change it’s spin. As the angular momentum of an isolated system must remain constant, this
spin-flip is forbidden but may take place to some extend as few processes exist which can compensate
the change in angular momentum. Intersystem crossing is mostly followed by vibrational relaxation
whereby the molecule reaches the vibrational ground state of T;. De-excitation into So can be
either non-radiative or via emission of a photon. The latter is called phosphorescence (Figure 3.1,
gray arrow). As the relaxation back into Sy is accompanied by another forbidden spin flip, it often
takes up to ps until this transition occurs. Due to the long lifetime of the triplet state, triplet state

molecules are removed from the pool of excitable molecules. In addition they can easily undergo
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Figure 3.1: Jablonski diagram visualizing possible excitation and relaxation processes of a molecule. Dur-
ing absorption (green arrows), the molecule is transferred from the electronic ground state So into excited
electronic states (e.g. Si or S2) and the corresponding excited vibrational levels. The molecule can go back
into the vibrational ground state via vibrational relaxation (red arrow). Another possible way leading to
radiationless de-excitation is internal conversion (blue arrow). From the vibrational ground state of the ex-
cited state, the system relaxes back into excited vibrational states of So via photon emission (purple arrow).
This process is called fluorescence. Afterwards vibrational relaxation occurs until the system is back in the
fully de-excited state. From the S; state, the system can also undergo intersystem crossing (yellow arrow).
This process is forbidden and therefore only occurs in the minority of cases. The molecule is transferred into
the triplet state Ty from where it may relax back into Sg via phosphorescence (gray arrow). The Jablonski
diagram was adapted from [80].

photochemical reactions that cause photobleacing or phototoxicity. For these reasons, the transition
into the triplet state is not desired [79, 80].

3.2 Fluorescence quenching

The intensity decrease of fluorescence upon impact of an additional molecule is called quenching.
Two main quenching types are differentiated depending on their mechanism. During collisional
quenching, the excited-state of a fluorophor is deactivated upon collision between fluorophor and
quencher which is mediated by diffusion. The fluorophor is returned to its ground state without
emission of a photon or chemical alteration. In live-cell imaging it is used to distinguish whether
a particle has been taken up into the cell or whether it is present in the extracellular space. For
this, a membrane impermeable quencher that is added to a cell culture prevents the fluorescence of
nanoparticles in the extracellular space whereas particles taken up by the cell remain bright. The
second process is static quenching where the fluorophor and the quencher form a nonfluorescent
complex. Furthermore quenching can also occur by attenuation of emitted light by the fluorophor

itself or by an absorbing species. [81].
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3.3 Fluorescence anisotropy

The term anisotropy expresses a directional dependence of a property or a process. Fluorescence
anisotropy thereby describes the emission of fluorescent light with a preferred polarization. By
measuring the fluorescence anisotropy of a sample, the rotational diffusion of an fluorescent object
in the time gap between excitation and emission can be determined. When a randomly oriented
sample is illuminated by linearly polarized light, a subpopulation of molecules is excited having
their transition dipole moment aligned in the same or similar direction as the polarization of the
light. If no rotational diffusion occurs and the transition dipole moment of fluorescence has a similar
orientation as the transition dipole moment of the absorption, photons are preferentially emitted
with similar polarization as the excitation light. The sample is anisotropic. The fluorescence of
an isotropic sample is unpolarized, as the orientation of the fluorescence light is lost due to fast
rotational diffusion of the excited molecules between excitation and emission. The orientation of
the emitted light is detected by an polarization analyzer consisting of two polarization filters which
are orthogonal to each other. The light intensity is measured in parallel (/) or perpendicular (1) to
the polarization of excitation. Imagine an experimental setup with the excitation source along the x-
and the detector along the y-axis (see Figure 3.2). When the system is excited along the x-axis with
z-polarized light (I,), the emitted light will have x- (I,), y- (I,) and z- (I,) polarized components
when reaching the detector. The z component emitted by the fluorophor is equal to I measured by
the detector. The intensity of the second polarization which can pass the polarizer, I, is equal to
the light polarized along the x-axis I,. Light polarized in y-direction (I) is not measured directly.
However, as depolarization by rotational diffusion is a random process, I, is equal to I, as both
directions of depolarization have the same probability. The fluorescence anisotropy 7y is expressed
as the difference between light emitted in parallel and perpendicular direction compared to the
excitation light, normalized by the total emitted fluorescence intensity.
I -1 I, -1,

- — 3.3.1
[ Ty R SRy Sy (3:3.1)

rp can reach a maximum value of 0.4 for samples with a random distribution of molecules with
parallelly aligned excitation and transition dipole moments. This is not immediately apparent from
Equation 3.3.1 and needs further considerations. If a sample is excited with e.g. z-polarized light,
the probability for excitation P.,. is dependent on the angle © between the z-axis and the excitation

transition dipole moment of the individual molecule.

P..c(0)  cos?(O) (3.3.2)

This means that maximum excitation is reached when the transition dipole moment is exactly
parallel to the polarization vector of the light, hence when © is equal to 0° or 180°. Excitation
vanishes for © values of 90° or 270°. In a randomly oriented sample, the dipoles are distributed
homogeneously with respect to the exciting light. The population of molecules having a transition

moment with an angle in the range between © and © + d© is proportional to the surface area on
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O
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Figure 3.2: Schematic representation of a setup used to measure fluorescence anisotropy highlighting the
relations between I, I, as well as I, I, and I.. The scheme is adapted from [79]

a sphere and therefore equal to sin@d®. Hence, the fraction of molecules excited in a randomly
oriented sample by linearly polarized light enclosing an angle © between their transition dipole

moment and the polarization of the light can be calculated as following.

= Cos sin 3.
f(©)doe 20 ©do 3.3.3

In the next step, the average emission anisotropy of molecules contained in a randomly oriented
sample is calculated. The molecules have a parallelly aligned absorption and emission dipole. The
intensities /j and I, radiated from the sample are proportional to the square of the projection of

the transition dipole moment vector onto the observation axis.

1(©) =c cos® © (3.3.4)

I,(0,®) = sin? Osin’® (3.3.5)

O represents the angle between transition dipole moment and the z-axis, ® the angle which the
transition dipole moment encloses with the yz plane, projected onto the xy plane (see Figure 3.3). As
the excitation probability is only dependent on ©, the angle between the transition dipole moment
and the z-axis but independent on ®, we can simplify Equation 3.3.5 by using the average value

of sin? <I>:%. Using these relations, the fluorescence anisotropy depending on the angle © can be
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Transition moment

Figure 3.3: Scheme depicting the definitions of the angles © and ® which are used to calculate the
anisotropy of a molecule, depending on the orientation of it’s transition dipole moment. The scheme is
adapted from [79]

rewritten as

_Iy—I. 3cos?©—1
_Il|+2IJ__ 2

(3.3.6)

The maximal anisotropy for a randomly distributed sample 7 is now calculated by integrating
the product of the excited fraction of molecules f{®) and it’s average anisotropy 7(©), normalized

by the total excited molecule fraction, over all angles ©.

=0.4 (3.3.7)

The maximum anisotropy value for a randomly oriented sample with parallel excitation and
emission dipole moment without rotational diffusion is therefore equal to 0.4. If absorption and
emission dipole are tilted towards each other by an angle «, the following variation of 3.3.6 is

applies:

2, _
ro = 0.4 <3COSO‘1) (3.3.8)

If rotational diffusion occurs, the anisotropy value of the molecules is reduced, depending on the
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relative ratio between fluorescence lifetime 7 and the rotational correlation time p. If the correlation
time is much larger than the lifetime, the molecule does not move within excitation and emission and
high anisotropy values are reached. The shorter the correlation time in comparison to the excited
state lifetime, the more rotation takes place in the time span between excitation and emission

reducing the fluorescence polarization and the anisotropy values [79, 81].

3.4 Fluorescence microscopes

Since the first glass magnifiers and microscopes have been developed more than 500 years ago,
techniques for optical magnification have been improved and refined constantly [82]. Until today
a broad variety of microscopes has been developed giving fascinating insight into tiny structures.
Amongst them are fluorescence microscopes which are widely used for live-cell imaging applications.
The most common techniques, laser illuminated widefield- and confocal fluorescence microscopy
as well as spinning disk confocal microscopy are discussed below. A scheme of these microscopy

techniques is presented in Figure 3.4.

3.4.1 Widefield microcopy

The left panel of Figure 3.4 shows the typical beam path of a widefield setup where a sample region
of several micrometers in diameter is illuminated simultaneously. This is achieved by focusing the
excitation laser beam into the back focal plane of the objective. The emitted fluorescence light
is detected via the same objective in epi-fluorescence mode, separated by the excitation light via
a dichroic beam splitter and focused onto a CCD camera. The image of a point-like light source
shows a very distinct intensity distribution which is called the intensity point spread function,
PSF. This PSF has an airy diffraction pattern. The pattern is formed, as the light waves that
are emitted from a point source can not be focused into an infinitely small point by the objective.
They rather converge together and interfere near the image plane. This interference results in a
three-dimensional diffraction pattern. When an image is focused into the image plane of an optical
microscope, every point of the image is represented by such a point spread function [82]. The
maximal achievable resolution is defined by the Rayleigh criterium (see Equation 3.4.1). It states
that two point emitters with equal intensity can be resolved, when the first intensity maximum of

the first coincides with the first intensity minimum of the second point [83].

0.61\
2nA
“ = A (3.4.2)

The minimal resolvable distance between two point emitters in lateral ry and axial zy direction is
dependent on the wavelength A, the refraction index of the medium n and the numerical aperture

of the objective NA [84]. The numerical aperture NA is a parameter defining the resolving power
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Figure 3.4: Schematic representation of the beam paths of widefield microscopy (left), confocal microscopy
(middle) and spinning disk confocal microscopy (right). In the widefield microscopy setup, the exciting light
is focused into the back focal plane of the objective. A sample area of several micrometers in diameter is
illuminated simultaneously. During confocal imaging, the excitation beam is focused onto the sample, only
illuminating a diffraction limited spot. Out of focus fluorescence is suppressed by focusing the laser light
through a pinhole. To achieve a confocal image, the laser beam needs to be scanned over the sample. The
resulting long acquisition time per image can be reduced applying spinning disk microscopy. Several spots
of the sample are monitored simultaneously by focusing the laser light through an array of microlenses onto
an array of pinholes. In all microscopy techniques, fluorescence is separated from the exciting light by a
dichroic mirror before beeing captured by a detector.
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and the light efficiency of the objective. It is calculated as the product of the index of refraction of

the medium, and the sine of the semi aperture angle of focusing « [80, 83].

NA = nsina (3.4.3)

The axial resolution zy of the widefield microscopy given by the Rayleigh criterium should be used
with care. As by widefield illumination a thick layer of the of the sample is illuminated, not only
fluorescent dyes in the the focal plane but also above and below are excited. All these molecules will
emit fluorescent light and contribute to the signal [85]. For this reason most of the 3D information
of the image is lost and projected into the two dimensional widefield image.

During widefield microscopy, a lateral sample region with several micrometers in diameter is
excited simultaneously and many individual chromophores can be observed at a time. This allows
to record movies of the sample with time resolutions at near video rates [86]. The position of
individual chromophores or objects within a widefield image can be determined by fitting a Gaussian
function to the diffraction limited spots. It is thereby possible to gain time-resolved 2D trajectories

of individual molecules. If 3D information is needed, confocal microscopy is the method of choice.

3.4.2 Confocal microscopy and confocal spinning disk microscopy

In confocal fluorescence microscopy 3D resolution is achieved by suppressing fluorescence coming
from out of focus plane by confocal pinholes. Light from the focal area can pass through the pinhole
whereas light from other planes is blocked [83]. In the middle panel of Figure 3.4 a scheme of a
confocal setup is shown. The exciting laser beam is focused through a first pinhole onto the sample
exciting only a diffraction limited spot. The emitted fluorescence light is collected by the objective
and separated from the excitation light by a dichroic mirror. A second pinhole is placed “confocal”
to the first one effectively suppressing out of focus fluorescence. The fluorescence light is collected by
a point detector, e.g. an avalange photodiode. The incorporation of the two pinholes into the beam
path leads to an improvement of both the lateral and the axial resolution as the intensity of the
side lobes and the width of the PSF are reduced. Thus the resolution is dependent on the pinhole
size. For infinitely small pinholes, and the assumption of equal excitation and detection wavelengths

(Mexe = Aem) the axial resolution 7y and the lateral resolution z are calculated as follows

0.61\czc
ro = ————o2¢ (3.4.4)

V2N A

1 2nhege
= ° 3.4.5
T2 NA? (345)

where NA is the numerical aperture of the objective and n the refractive index of the medium [83].
By this configuration only one specific point of the sample is imaged at a time, allowing to count
the number of photons emitted by this distinct region and to obtain time dependent fluorescence
intensity trajectories with high temporal resolution. These intensity trajectories can be used to

calculate the number of dye molecules present in this distinct region (see Chapter 5.7). To obtain
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information about a larger sample area, a region needs to be scanned. This is either achieved by
moving the sample or by moving the laser beam. The latter is quicker and therefore preferred
[83]. Nevertheless, due to this scanning process, the time resolution of confocal microscopy is
much lower than time resolution in widefield microscopy taking about 1 to 2 seconds per frame
for one image plane [84] and several planes need to be monitored for a 3D representation of the
sample. The scanning speed of a classical confocal microscope is usually to slow to allow live-cell
imaging experiments as relevant events take place on shorter timescales than image acquisition.
The scanning speed can be greatly enhanced by multifocal imaging. The excitation beam is thereby
split into multiple foci and data of several confocal spots is collected simultaneously with a CCD
camera. One commercially available technique is Nipkow disk confocal microscopy (see right panel
in Figure 3.4). Here, the exciting laser light is simultaneously focused by several microlenses of the
collector disk through the pinholes of the Nipkow disk onto the sample. The resulting spot pattern
is scanned over the sample by spinning both disks. The fluorescence light is detected through the
pinhole disk and separated from the excitation light by a dichroic mirror. Images are recorded by a
CCD camera. With this setup, imaging speeds of 360 frames per second can be achieved allowing

for live-cell imaging applications [83, 85].

3.4.3 Experimental setups

In the following, the configurations of the microscopes used for the experiments presented in this

work are shown in detail.

Widefield microscopes

The experimental setup was based on a Nikon Eclipse TE 200 microscope. Two different lasers
were used throughout the experiments providing 633 nm (HeNe, Coherent) and 488 nm (Coherent
Saphire) excitation light. The laser lines were spatially overlayed via dichroic mirrors, coupled into
a multimode fiber (Amphenol, Wallingford, CT) to simplify the alignment and parallelized by a
camera lens (AF Nikkor 50mm, f = 45 mm). The area of excitation was adapted to the area of
detection by a rectangular pinhole. The laser lines were focused into the back focal plane of the
60x Nikon Plan APO water immersion objective by an additional lens (f = 200 mm). The emitted
light was collected by the objective and separated from the excitation light by a trichroic mirror.
The light was focused by a tube lens (f = 160 nm) and a telescope composed of a two lenses with
150 mm and 135 mm focal length was used to reduce the image by a factor of 1.1. The fluorescence
signal was split by a dichroic mirror (separation at 640 nm) in two separate paths. In both channels,
the fluorescence signal was separated from background fluorescence by bandpass filters (575/80 nm
for A < 640 nm, 720/150 nm for A > 640 nm). Both emission signals were then detected by one
half of the EM-CCD camera chip (iXon DV884, Andor Technology, Belfast, UK). In addition, a
second widefield setup based on a Nikon Eclipse Ti microscope was used. The main difference to
the setup described above ist that the fluorescence light is imaged by two separate EMCCD cameras

depending on the wavelength. Therefore a bigger region of interest can be monitored at a time.
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Confocal microscope

Confocal fluorescence microscopy and single photon counting was performed with a ZEISS LSM
410 microscope. The sample was excited with circular polarized 532 nm laser light (Solitron DLTS
200). High spatial resolution and detection efficiency were achieved with a high-numerical aperture
oil-immersion objective (Zeiss 63x, oil). The fluorescence was separated from the excitation light by
a LP 535 dichroic mirror and an emission filter (BP 675/250) and detected as a function of time by
an avalanche photodiode (APD, EG&G SPCM-AY 141).

Confocal spinning disk microscope

The confocal spinning disk microscope (Andor technology) was based on a Nikon Eclipse TE 2000-
E microscope in combination with a Yokogawa Spinning Disc unit (CSU 10). The samples were
placed on a piezo-stage (NanoScanZ, Prior Scientific) enabling z-stacking. For illumination, a
488 nm (Coherent Sapphire diode laser) and a 635 nm (Coherent Cube diode laser) laser were
used. The fluorescence light was separated from the excitation light by a quatrochroic mirror (Di01-
T405/488/568/647, Semrock) and a cleanup filter (NF01-405/488/561/635, Semrock). It was further
guided into an OptoSplit II filter cube unit (Cairn Research LTd.) and split in two channels by a
LP 593 dichroic mirror (AHF BS 593). Residual background fluorescence was removed by a 525/100
and a 730/140 filter respectively. Image sequences were captured with an electron multiplier charge
coupled device camera (iXon DV887ECCS-BV, Andor Technology, Belfast, UK) whereby the two
emission paths were focused on one half of the camera chip each. Several planes of the cells were
imaged with a spacing of 166 nm and a detection time of 300 ms per plane. In addition a confocal
spinning disk microscope (Zeiss) was used. It is similar to the one described above but was equipped
with the spinning disc unit (CSU-X1), and two electron multiplier charge coupled device cameras

(Evolve 512, Photometrics, USA), one for each emission path.
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4 Cellular internalization pathways

The cell membrane is the gate between the intracellular and the extracellular space. All substances
that are necessary for the cellular metabolism must be transported across this barrier. The cell
membrane comprises specialized pumps and channels which enable the uptake of small molecules
like amino acids, sugars or ions. Macromolecules, like proteins or nanoparticles are transported
into the cell by endocytic pathways [87]. During endocytosis, membrane-bound vesicles are formed
by invagination or by extrusion of the cell membrane enclosing the cargo. Then, these vesicles
are released from the membrane into the cytoplasm and transported to their intracellular des-
tination [88]. Endocytosis processes can be subdivided into two main classes, phagocytosis and
pinocytosis. Phagocytosis is responsible for the uptake of large particles like e.g. bacteria and is
typically restricted to specialized mammalian cells, whereas pinocytosis is used for the uptake of
fluids as well as solutes and occurs in all cell types [87]. A schematic representation of all endocytosis

processes can be found in Figure 4.1.

4.1 Phagocytosis

Phagocytosis is primarily used by specialized cells like macrophages, monocytes and neurophils
and serves to internalize large particles such as bacteria, dead cells or arterial deposits. During
phagocytosis actin is assembled at the endocytosis cite and cup-like membrane extrusions are formed

that zipper up around the cargo to be engulfed [87, 88].

4.2 Pinocytosis

Extracellular fluids and solutes are taken up via different pinocytosis processes. Compounds can
either be taken up directly from the fluid, attach to the membrane via unspecific binding (adsorp-
tive pinocytosis) or be captured by specific high-affinity receptors (receptor-mediated endocyto-
sis). Pinocytosis can be further subdivided into macropinocytosis, clathrin-mediated endocytosis,

caveolae-mediated endocytosis and clathrin- and caveolae- independent endocytosis [87].

4.2.1 Macropinocytosis

Large amounts of fluids and growth factors are internalized via macropinocytosis [88]. After the ac-
tivation of receptor tyrosin kinases like the epidermal growth factor receptor or the platelet derived
growth factor receptor the actin polymerization at the inner side of the cell membrane increases

resulting in an actin-mediated surface-ruffling. The newly formed actin branches grow and lead
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Figure 4.1: Cellular uptake pathways can be divided into two major groups: phagocytosis and pinocytosis.
Whereas phagocytosis is restricted to specialized cells, pinocytosis can be found in most cell types. Pinocy-
tosis includes several uptake processes: macropinocytosis, clathrin- and caveolin-mediated endocytosis as
well as clathrin- and caveolin-independent processes. The image is taken from [87]

to plasma membrane extrusions. These extrusions collapse onto and fuse with the plasma mem-
brane encapsulating a large volume of extracellular fluid. Further processing of the macropinosomes
depends on the cell type. They are either transported towards the late endosomal or the lyso-
somal system, or they fuse back with the plasma membrane [89]. Several functions are fulfilled
by macropinocytosis including the down regulation of activated signaling molecules or the antigen

representation by the immune system [87, 89].

4.2.2 Clathrin-mediated endocytosis

Clathrin-mediated endocytosis occurs in all mammalian cells [87]. It is crucial for many cellular
processes like intercellular communication or the regulation of signaling receptors [90, 91]. By
controlling the levels of surface signaling receptors it modulates signal transduction and mediates the
rapid clearance and downregulation of activated signaling receptors. Furthermore clathrin-mediated
endocytosis is responsible for the continuous uptake of essential nutrients [87]. The formation of
clathrin-coated endosomes starts with clathrin nucleation which is coordinated by adapter and
accessory proteins. This nucleation takes place at specialized internalization sites of the plasma
membrane. The clathrin polymerizes into curved lattices and thereby stabilizes the deformation of
the attached membrane. The membrane scission protein dynamin forms a helical polymer around
the neck of the vesicle and mediates its release from the plasma membrane. The clathrin basket

detaches from the free vesicle and its components are recycled [92].

4.2.3 Caveolin-mediated endocytosis

Caveolae are flask-shaped plasma membrane invaginations with sizes between 50-100 nm [87, 93, 94]
which form relatively immobile functional units at the cell surface [93]. Shape and structure of

caveosomes are induced by the dimeric protein caveolin which forms a caveolin coat on the surface
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of the membrane invaginations. It is embedded into the inner leaflet of the plasma membrane [87, 92].
During caveolin-mediated endocytosis, caveolae bud from the cell membrane. After their release,
they can fuse with the caveosome or with the early endosome and the caveolar unit can be recycled
back to the plasma membrane [93]. Caveolae are very common in specific cell types like smooth
muscle cells, fibroblasts, endothelial cells and adipocytes [93, 95]. Depending on the cell type,
caveolin-mediated endocytosis is a highly regulated event and occurs only after a specific stimulus
[96]. The transported cargo is probably also cell type dependent and includes lipids, proteins and
pathogens [88]. In addition to endocytosis, caveolae can play a role in transcytosis and cellular

signaling where they act as signaling platforms [93, 97, 98].

4.2.4 Clathrin- and caveolin-independent processes

Clathrin- and caveolin independent processes include a variety of endocytic mechanisms which are
based on several different substitutes [92]. A detailed description of all these processes would exceed
the scope of this work. For details about these endocytic pathways please refer to corresponding
reviews [88, 92, 94, 99].

4.3 The role of the actin and tubulin networks

The role of actin filaments in endocytic pathway of mammals is still discussed controversially. De-
spite the fact that several studies investigated the role of actin in endocytosis, it’s function is not
revealed yet. There are several different ways how actin might influence endocytic processes: spatial
organization of the endocytic machinery, deformation and invagination of plasma membrane, disso-
lution of cortical actin barrier, force generation during or after fission reaction, vesicle movement
into the cytoplasm or spatial organization e.g. marking of endocytosis hot spots [100]. Actin seems
to play a crucial role in clathrin mediated and caveolin dependent processes [92]. It was shown that
actin is recruited to clathrin-coated structure formation spots in 3T3 cells and is released as soon
as the clathrin coated structures move into the cytosol [101]. Furthermore actin polymerizes on
at least a subset of clathrin-coated pits assembled at the plasma membrane in cultured fibroblasts
[102]. Nevertheless, clathrin coated vesicle formation was also found to be independent on actin in
mammalian cells [103]. Actin seems to be involved in phagocytosis, macropinocytosis [88, 92, 94]
as well as in several other clathrin and caveolin independent processes [88, 92, 94, 104, 105]. In
addition it is possible that actin forms endocytic hot spots since it might serve as anchor for scaffold
assembly. During the further progress of the endocytosis event it might propel nascent endocytic
vesicles through the dense cytoskeletal apparatus via actin-comet tails [87].

Receptor mediated endocytosis is usually unaffected by microtubule depolymerization. There-
fore microtubule seem not to be necessary for in cargo uptake [106]. It is rather involved in the
subsequent vesicle transport. Long distance transport of cargo usually occurs in a directed way
along microtubule tracks and is mediated by motor proteins [99, 104, 107, 108]. However, older
publications indicate that microtubule might sometimes play a role in fluid-phase uptake which is

slowed down after microtubule depolymerization [109-111].
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5 Synthesis and characterization of SiO,

nanoparticles

For nanoparticle risk assessment studies via live-cell imaging, the properties of the used nanoparticles
are very critical. The nanoparticles should be as similar as possible to commercially applied species
but should be detectable via fluorescence microscopy methods. It is of major importance, that
the dye used for labeling the particles does not interact with the cells or dissolve in the cellular
environment as this could lead to an artificial cytotoxic effect. In principle, it is possible to label
particles either at their surface or in their core. Surface labeling has the advantage, that the dye
is accessible by the solvent enabling e.g. quenching experiments, but the dye is also accessible for
the cell and might interact with cellular structures. If the particle has a fluorescent core and an
unlabeled shell, this interaction is prevented.

We chose silica nanoparticles, as they are commonly applied in industry and the basic synthesis
procedures are well known. The particles were surface- or core-labeled with the dye perylene.
All particles within this work, were synthesized and optimized by Dr. R. Herrmann (AK Prof.
Reller, University of Augsburg), if not stated differently. Characterization of the particles was done
in Munich and Augsburg in a close cooperation and with constant feedback to improve particle
synthesis. In the following section, which is based on and adopted from the publication "Perylene-
labeled Silica Nanoparticles: Synthesis and Characterization of Three Novel Silica Nanoparticle
Species for Live-Cell Imaging" published in Small [4], the synthesis and characterization of these

systems is described.

5.1 Synthesis of perylene labeled Silica nanoparticles

We chose two perylene-based fluorescent dyes (see Figure 5.1) to label the silica particles as perylene
is known for its good photophysical properties, high photochemical stability and outstanding fluores-
cence quantum yield [112, 113]. The high photostability of perylene is very useful as potobleaching
limits the observation time in microscopy [114, 115]. The monofuctional perylene derivative (MPD)
(Figure 5.1, top) was prepared from a known precursor [116-118] by reaction with aminopropyltri-
ethoxysilane, while the bifunctionalized perylene derivative (BPD) (Figure 5.1, bottom) is a known
perylene species [119-121].

For the preparation of MPD labeled SiOs nanoparticles (MPD-SiOs) and BPD labeled nanoparti-
cles (BPD-Si02) we used a modification of the well-established Stéber method [122]. This method is
based on the slow hydrolysis of ethoxysilane groups of the silica precursor tetraethoxysilane (TEOS)
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(Et0);Si

Figure 5.1: Monofunctionalized perylene derivative, MPD (top) and bifunctionalized perylene derivative,
BPD (bottom) which were used for silica-nanoparticle labeling.

in presence of ethanol. During this process covalent Si-O-Si bonds are formed between the pre-
cursor molecules. This interconnection of the precursor molecules finally leads to the formation of
silica nanoparticles. As MPD provides one and BPD two propyltriethoxysilane linkers, they can
be attached covalently to the silica network during Stober synthesis. The dye is directly added at
the beginning of the reaction. Since its reactivity towards hydrolysis is considerably lower than
that of TEOS the dye molecules are preferentially attached to the surface of the already formed
nanoparticles. When MPD is used, isolated silica nanoparticles which are morphologically similar
to unlabeled silica nanoparticles are obtained, while BPD leads to a network of connected silica
nanoparticles when employed in higher concentrations as can be seen in TEM images (Figure 5.2).

For further details about the synthesis procedure please see the corresponding publication [4].

A higher amount of reactive dye in the synthesis generally leads to more dye molecules per
nanoparticle. The quantification of the number of dye molecules per nanoparticles is a challenging
task and will be discussed in Section 5.7. By changing the amount of ammonia and water, the size

of the particles can be influenced. The final particle sizes range from 15 to 500 nm.

In addition to MPD-SiOs and BPD-SiO,, silica-nanoparticles with a fluorescent silica core and
a non fluorescent silica shell (core-shell nanoparticles) were prepared. The fluorescent silica core
is formed by incorporation of BPD into the silica network via cocondensation of BPD, diethoxy-
dimethylsilane and trimethoxymethylsilane in a micelle [123-127]. A thin silica shell is subsequently
added by introducing TEOS into the micelles in order to prevent aggregation. The resulting fluores-
cent nanoparticles are coated with a thicker silica shell, again using a modified Stober method. The
nanoparticles have an average size of 30-100 nm, where 10-30 nm account for the dye-containing

silica core.
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Figure 5.2: TEM images of different SiOz-nanoparticle species. The addition of the monofunctionalized
dye MPD during Stober synthesis leads to a) nicely shaped, homogeneous spheres (MPD-SiO2), which
are comparable to b) unlabeled SiO2 nanoparticles, whereas the addition of the bifunctionalized derivative
BPD results in the formation of ¢) a nanoparticle network (BPD-SiO3). d) Nanoparticles with perylene-
containing core and silica shell (core-shell nanoparticles) have been synthesized via micelles. Please note the
different scale bars.
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Figure 5.3: a) Background-corrected widefield fluorescence image and b) TEM images of the same sample
region of MPD-SiO2 nanoparticles, which are dispersed on a SigN4 membrane. ¢) Overlay of the widefield
fluorescence image and the TEM images. The correlation between nanoparticles and fluorescence is clearly
visible and proves that the dye has attached to the nanoparticles.

5.2 Transmission electron microscopy analysis

The size and morphology of different types of silica nanoparticles was determined by transmission
electron microscopy (TEM). TEM images were obtained by a JEM 2011 (JEOL, Tokyo, Japan)
and a Titan (FEI, Eindhoven, Netherlands) transmission electron microscope respectively. The
nanoparticle dispersion was diluted with EtOH or MeOH and applied onto a carbon coated cop-
per grid (Plano, Formvar/coal-film on 200 mesh-net). Nanoparticle sizes were determined from
TEM pictures by the ImageJ software (http://rsb.info.nih.gov/ij/). Figure 5.2 a shows MPD-SiO4
nanoparticles with an average diameter of 80 nm. Typically, MPD-SiO5 nanoparticles are homo-
geneous spheres with a narrow size distribution. They do not show aggregation. The morphology
of the MPD-silica nanoparticles is similar to the morphology of unlabeled SiOs nanoparticles (Fig-
ure 5.2 b). The average diameter of the depicted, unlabeled nanoparticles is 70 nm. In the case of
the BPD-SiO5 nanoparticles, the presence of the bifunctionalized dye has a strong influence on the
morphology of the nanoparticles. The corresponding TEM images (e.g. Figure 5.2 c) reveal that
the nanoparticles are linked by necks. This interconnection, caused by the bifunctionalized dye,
leads to the formation of a nanoparticle network. The nanoparticles within this structure have an
average diameter of 18 nm and a slightly elongated shape. Figure 5.2 d) shows a TEM image of the
core-shell nanoparticles. The core of the nanoparticles contains carbon atoms which have a lower
atomic number than the silicon atoms of the shell. Therefore the core appears brighter than the

shell and both structures are clearly distinguishable.

5.3 Overlay of TEM and fluorescence widefield images

After examining that the labeling with MPD has no influence on the morphology of the MPD-SiO9
nanoparticles compared to the unlabeled nanoparticles the question still remained whether MPD
has attached to the silica nanoparticles or if a separate fluorescent species consisting of pure perylene

agglomerates has formed during synthesis. If the perylene molecules had attached to the nanopar-
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ticles we expect a spatial correlation between the nanoparticles and the fluorescence signal. This
correlation is shown by superimposing TEM images and widefield fluorescence images of the same
region of a dried MPD-SiO4 sample (Figure 5.3).

To prepare the sample, the MPD-SiOs nanoparticles were dispersed in methanol. Fluorescent
polymer beads (175 £ 5 nm, Invitrogen; Karlsruhe, Germany) were added as spatial markers as they
are visible both in widefield and TEM microscopy and therefore enable the recognition of the same
sample region by both techniques. The suspension was transferred onto an optical transparent 25 nm
thick SizN4 membrane (Plano) which is suitable as sample carrier for widefield fluorescence imaging
and TEM imaging. After air drying, the membrane was mounted onto the widefield fluorescence
microscope. Fluorescence images of the perylene species and the fluorescent polymers beads were
taken by alternated excitation of the sample with 633 nm and 488 nm laser light respectively. The
fluorescence was collected via a 60x Nikon Plan APO water immersion objective in epifluorescence
mode. The consecutive illumination together with separation of fluorescence emission below and
above 645 nm in separate detection channels allowed distinguishing the fluorescence signal of the
MPD-SiO2 nanoparticles and the fluorescent polymer beads. The images were captured with an
electron multiplier charge coupled device camera (iXon DV884, Andor Technology, Belfast, UK).
After fluorescence imaging, the membrane was air-dried and transferred to the TEM (JEM 2011).
The region examined by fluorescence microscopy was localized via the polymer beads. As the
resolution of TEM images is approximately four orders of magnitude better than the resolution of
fluorescence widefield images, a region of interest within the whole fluorescence image was chosen
(Figure 5.3 a) and multiple, partly overlapping TEM images were acquired within this region. The
single TEM images were combined and a map of the region was generated (Figure 5.3 b) utilizing
the CorelDraw software (Corel Cooperation). The superposition of the fluorescence images and
the TEM map reveals the correlation between nanoparticles and fluorescent dye (Figure 5.3 c).
Regions with nanoparticles clearly show fluorescence signals. The fluorescence intensity directly
correlates with the amount of nanoparticles visible, whereas regions without nanoparticles show no
fluorescence. Regions with very high fluorescence intensities were not mapped by TEM due to the
high number of nanoparticles in these regions.

These measurements show that the MPD has attached to or incorporated into the silica nanopar-

ticles.

5.4 Fluorescence emission spectra

Information about the fluorescence characteristics of the silica nanoparticles and the free dyes was
obtained by looking at their fluorescence emission spectra. As shown in Figure 5.4, the emission
spectra of the free dyes and the nanoparticles have the same characteristic shape whereas the
fluorescence maxima are dependent on the solvent and/or the nanoparticle type. The solvents were
chosen according to solubility. The reactive perylene dyes MPD and BPD are soluble in ethanol
and methanol but not in pure water. Therefore the spectra of MPD and BPD were measured in
methanol and a mixture of methanol:water = 2:1. As illustrated in Figure 5.4 a) (MPD) and 5.4 b)
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Figure 5.4: Normalized fluorescence spectra of the functionalized dyes a) MPD and b) BPD and of the syn-
thesized nanoparticles ¢) MPD-SiO2 and d) BPD-SiO2, as well as e) core-shell nanoparticles, resulting from
excitation with 488 nm. The spectra were measured in water, methanol, or mixtures of both, respectively.
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5.5 Fluorescence anisotropy

(BPD) the fluorescence maximum responds to solvent polarity. With increasing solvent polarity
from methanol to methanol:water = 2:1 the fluorescence maxima shift from 537 nm to 541 nm
(MPD) and from 535 nm to 539 nm (BPD) respectively. This solvent polarity dependent shift to
higher wavelengths is caused by the higher stabilization of the S1 excited state compared to the SO
ground state in polar solvents. It shows that perylene has a stronger dipolar moment in the excited
state than in the ground state, resulting in the decrease in energy of S1.

Unlike the free dyes, the labeled nanoparticles can be dispersed in pure water leading to a fluores-
cent suspension. This is another proof that the dye molecules have attached to the nanoparticles.
The solubility of nanoparticles in water or aqueous solutions like cell media is an important require-
ment for live-cell imaging as organic solvents and alcohol are toxic for cells. The fluorescence spectra
of MPD-SiO9 and BPD-SiO; were measured in methanol:water = 1:1 and water. The attachment
of MPD or BPD to the nanoparticles does not change the shape of the fluorescence emission bands
of the dyes (Figures 5.4 ¢ and 5.4 d). Similar to the free dye in solution, the increase of solvent
polarity leads to a fluorescence maximum shift to longer wavelengths. MPD-SiO4 shifts from 550 nm
to 554 nm and BPD-SiOy from 539 nm to 550 nm. This strongly indicates that the dye molecules
of MPD-/BPD-SiO; are in contact with the solvent and therefore mainly located at the surface of
the particles.

The core-shell nanoparticles behave differently. Compared to all spectra shown above, the fluores-
cence emission spectra of perylene-core nanoparticles is shifted approx. 20 nm to shorter wavelengths
in water and methanol:water = 1:1. Note that no solvent dependent shift is present in the spectra
of the core-shell nanoparticles (Figure 5.4 e). This leads to the conclusion that the dyes are located
inside the core of the nanoparticle and therefore shielded from the solvent by the silica shell. Under
these conditions the local environment of the perylene molecules consists mainly of silica and is
therefore different from the aqueous environment of MPD-/BPD-SiO5 . This results in the 20 nm

hypsochromic shift of the fluorescence maxima described above.

5.5 Fluorescence anisotropy

To confirm the localization of the dye inside or on the surface of the nanoparticle, we studied the
ability of the dye to rotate in solution. Dye molecules that are incorporated into the structure
of the nanoparticle are expected to be less flexible than dye molecules that are attached to the
surface of the nanoparticle via a linker. The rotation of dye molecules is linked to an angular
displacement of their absorption and emission dipole moments which lie along specific directions
within their structure. This leads to a directional dependence of the polarization of the fluorescence,
the fluorescence anisotropy. To probe the fluorescence anisotropy, the sample is excited with linearly
polarized light. The fraction of molecules within the sample which happen to have their transition
dipole moment aligned in parallel to the electric field vector of the light is excited preferentially
resulting in a partially oriented excited state population. During the timeframe between excitation
and subsequent emission of light, the dye molecules can rotate and the excited state population

therefore partially looses its parallel alignment. The intensity of the emitted light is measured in
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Figure 5.5: Fluorescence anisotropy data of BPD, as an example for a free dye, and of the various la-
beled nanoparticles depending on solvent polarity. The anisotropy values of the unbound perylene dye
BPD (squares), BPD-SiO; (triangles), MPD-SiO (circles), and core-shell nanoparticles (stars) in different
solvents are shown (see legend).
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5.5 Fluorescence anisotropy

parallel and in perpendicular orientation with respect to the polarization of the excitation light.
The normalized difference between these intensities is called the anisotropy r (see equation 3.3.1)

and mirrors the flexibility of the dye. For details please see Section 3.3.

The lowest anisotropy to be expected of the dyes was estimated by measuring the anisotropy of
free BPD as an example for free perylene. According to solubility we determined the anisotropy in
varying methanol:water mixtures with increasing polarity; ranging from pure methanol to
methanol:water = 3:2. The resulting anisotropy values of BPD are below 0.05 (Figure 5.5, squares)
in all applied solvents. These values are typical for the free motion of dye molecules in solution.
Nevertheless the anisotropy of BPD fluorescence increases with increasing solvent polarity. The
latter is accompanied by an increase in solvent viscosity, explaining the gradually diminished mobility
of BPD.

The anisotropy values of BPD-SiOs nanoparticles (Figure 5.5, triangles), MPD-SiO5 nanoparticles
(Figure 5.5, circles) and the core-shell nanoparticles (Figure 5.5, stars) were determined in water
and methanol:water = 1:1. All nanoparticles show anisotropy values above 0.36 when dissolved in
water (filled symbols). This indicates that the dye molecules are rather immobile. As perylene is
insoluble in water we think that the dye is sticking tightly to the surface of the nanoparticles leading

to a comparably slow movement.

The anisotropy values change drastically when the nanoparticles are dissolved in a 1:1 mixture
of methanol and water. The anisotropy of BPD-SiO; nanoparticle fluorescence decreases strongly
to a value of 0.25 (Figure 5.5, half filled triangle) in response to the solvent polarity variation and
the thereby increased solubility of perylene. We think this strong drop of anisotropy can only be
explained if BPD is mainly located on the surface on the nanoparticles and has eventually formed dye
chains by condensation of several BPD molecules. The movement of these chains is less restricted
by the attachment to the surface of the nanoparticle than are single dye molecules. Thus the
fluorescence anisotropy of the BPD-SiO5 nanoparticles responds strongly to the improved perylene

solubility.

In the case of MPD-SiOy nanoparticles (Figure 5.5, circles), the anisotropy values are less af-
fected by the water to methanol:water = 1:1 solvent change than BPD-SiO,. As MPD has only
one reactive site the formation of dye chains is impossible. Therefore all MPD molecules are at-
tached to the nanoparticles via a very short linker which inhibits strong movements of the dye
molecules. The decrease of the fluorescence anisotropy is not very pronounced but it is still twice
as much as the corresponding fluorescence anisotropy decrease of the core-shell nanoparticles (Fig-
ure 5.5, stars). Therefore we think that the MPD molecules are mainly located on the surface of
the MPD-SiOs nanoparticles.

Concerning the core-shell nanoparticles (Figure 5.5, stars), the influence of the solvent change
from water to methanol:water = 1:1 is even less than for MPD-SiO5 nanoparticles. This supports

the thesis that the dye molecules are located inside the nanoparticle.
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5.6 Cellular uptake

To prove that the nanoparticles can be localized inside cells we incubated HeLa cells with 310 nm
sized MPD-SiO2 nanoparticles and vizualized the nanoparticle uptake by confocal microscopy.

For these experiments, HeLa cells were grown in Dulbecco’s modified Eagle’s medium (DMEM,;
Gibco, Karlsruhe, Germany) supplemented with 10% fetal calf serum (FCS) at 37°C in 5% COs
humidified atmosphere. The cells were seeded 48 or 24 h before imaging on collagen A or polylysine
L-coated Lab Tek-chambered cover glass (Nunc, Rochester, NY, USA) in a density of 1.0- 10* or
2.0- 10* cells/well respectively. Before the imaging, the cells were transferred to CO-independent
medium (Invitrogen; Karlsruhe, Germany) with 10% FCS. The cells were incubated with 108 pg/mL
nanoparticles for 4.5 h. Afterwards, the membrane was stained with CellMask’™ Deep Red (In-
vitrogen; Karlsruhe, Germany). Imaging was performed on a spinning disk confocal fluorescence
microscope (Nikon Eclipse TE 2000-E) which was equipped with a Nikon Apo TIRF 100x/1.49
oil immersion objective. Samples were illuminated with laser light alternating between 488 nm and
633 nm for 300 ms each, exciting perylene and the cell membrane stain respectively. Image sequences
were captured with an electron multiplier charge coupled device camera (iXon DV887ECCS-BV,
Andor Technology, Belfast, UK). Several planes of the cells were imaged with a spacing of 166 nm
and a detection time of 300 ms per plane.

Figure 5.6 b shows one exemplary confocal cross section (xy) through a HeLa cell and the recon-
structed xz and yz profiles along the white lines. The nanoparticles are depicted in green, magenta
represents the cellular membrane. The images show that most nanoparticles are localized within
the boundaries of the membrane and hence have been taken up.

In addition, a differential interference contrast (DIC) image (Figure 5.6 a) of the cell was recorded
which shows the cellular boundaries and the nucleus of the cell, both highlighted as white lines.
Figure 5.6 c represents the overlay of the DIC image and the confocal cross section. The outer
cellular boundaries that are visible in the DIC image, represented by the outer white line, and in
the confocal cross section, shown as magenta oval, are not identical. The DIC image shows the
boundaries of the cell at the level of the coverslip, the confocal cross section the magenta stained
cell membrane about 2.7 pm above the coverslip. As no fluorescence signal is present inside the
circle representing the nucleus, we conclude that no silica nanoparticles have been taken up into the

nucleus.

5.7 Number of dye molecules per nanoparticle

The MPD-SiO5 nanoparticles and the core-shell nanoparticles will serve as fluorescent tracers for
nanoparticle cytotoxicity studies. To ensure that the interaction between nanoparticle and cell and
not the interaction between the dye and the cell are investigated, it is very important that the dye
is invisible to the cell. Therefore the core-shell nanoparticles which have the dye enclosed by a silica
layer provide optimal conditions. But also the MPD-SiO5 nanoparticles are well suitable for live-cell

imaging if the fraction of dye covered surface (ca. 24 A® per dye molecule; DF'T calculations PBEO
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Figure 5.6: a) Differential interference contrast (DIC) image of a HeLa cell. The cellular boundaries and
the nucleus are depicted as white lines. b) Fluorescent confocal cross section (xy) through the HeLa cell
and the corresponding xz and yz profiles along the white lines in xy. The cellular membrane is shown in
magenta and the nanoparticles are depicted in green. As the nanoparticles are localized within the cellular
boundaries, they have been taken up by the cells. ¢) An overlay of the DIC image and the confocal cross
section reveals that the nanoparticles are not localized within the nucleus.
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number of exam- | diameter [nm] | o (gigmeter) M| | average number of | o (numberofdyes/NP)
ined particles dye molecules/NP

18 81 10 1.3 0.5

18 129 12 1.0 0.0

28 152 17 1.4 0.6

Table 5.1: Three sizes of MPD-SiO2 nanoparticles (NPs) and the amount of dye molecules attached to
each of the three MPD-SiO2 nanoparticle types.

/6-31G**) is negligible in comparison to uncovered surface. This is true for nanoparticles with a
diameter exceeding 90 nm which carry less than 1000 surface bound perylene molecules as these
nanoparticles have less than 1% of their silica surface covered by perylene.

For low dye concentrations, the content of perylene dye molecules per nanoparticle can be deter-
mined by confocal microscopy and single molecule spectroscopy. In the following, the quantification
of the amount of dye molecules per nanoparticles for three different types of MPD-SiOs nanoparticles
with very low labeling density is described. In addition to the number of dyes this evaluation allows
us to see whether the nanoparticles are homogeneously labeled. To prepare the sample, an aqueous
suspension of MPD-SiO» nanoparticles is sonicated and spincoated onto a coverslip. The latter is
placed on the confocal microscope and the position of the nanoparticles is determined by scanning
a part of the sample very quickly (Figure 5.7 a). Afterwards single MPD-SiOy nanoparticles are
excited continuously and the emitted photons are counted by an avalanche photo diode. The excited
dye molecules bleach one after the other leading to a stepwise decrease of emitted photons. The
number of steps is equal to the amount of dye molecules inside the confocal volume. If only one
molecule is present the fluorescence bleaches in one step (Figure 5.7 b), two dye molecules lead to a
two step decrease in fluorescence intensity (Figure 5.7 ¢). In addition, as indicated in Figure 5.7 b,
the one-step bleaching curve shows two blinking events which is a typical behavior of single dye
molecules. All three types of MPD-SiO5 nanoparticles were homogeneously functionalized with one
to two perylene molecules each (see table 5.1).

This technique is only applicable for very low dye concentrations, as for higher concentrations
the stepwise bleaching converts into an exponential decay curve preventing manual counting of
bleaching events. In order to estimate the number of dye molecules per nanoparticle for higher
labeling density, we correlated the number of photons emitted by the particles within the first
microseconds to the number of dye molecules counted during stepwise bleaching experiments. To
obtain a correlation between the number of emitted photons and the amount of dye, we used data
from 5 different nanoparticle species with low dye concentrations (see Figure 5.8 a). Following the
stepwise bleaching curves, three particle species had an average number of 1.3 or 1.4 dye molecules
attached to their surface, for the other two we counted an average number of 5.3 and 5.5 dye
molecules per particle.

To test this method, three further nanoparticle species were synthesized. Based on the results for
low dye concentrations, these particles were aimed on having 10 dye molecules per particle attached

to their surface. The number of emitted photons was determined within the first microseconds
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Figure 5.7: a) Confocal fluorescence image of SiO2 nanoparticles labeled with monofunctionalized perylene
and typical fluorescence intensity trajectories of nanoparticles that were labeled with b) one dye and c) two
dyes.

of fluorescence emission for at least 58 nanoparticles of each type. The mean number of emitted
photons was used to calculate the mean number of dye molecules per particle based on the previously
obtained correlation. The mean values and the corresponding standard deviations are depicted in
Table 5.2, the corresponding graph in Figure 5.8 b. The number of dye molecules attached to the
three particle species increases with particle size. The two smaller nanoparticle types with diameters
of 109 nm and 126 nm have 17.0 £ 9.3 and 23.7 £ 13.4 dye molecules attached to their surface
each. Taking into account the broad standard deviation, these values are quite close to the 10
dye molecules per nanoparticle aimed for during synthesis. The biggest nanoparticle type seems to
carry 72 + 32.3 dye molecules per nanoparticle thereby clearly exceeding the aim of 10 molecules
per particle. The increase in dye number with increasing size is very reasonable as the labeling
density per nm? stays rather constant for all three particle types. At the used labeling conditions

0.46 - 0.48 dye molecules attached per 1000 nm? surface area to each nanoparticle.

Nevertheless this method for determining the dye number on the nanoparticle’s surface has to be
used with caution. Already the data used for calculating the regression line (Figure 5.8 a) contains
several uncertainties. The determination of dye densities of around 1-3 dye per nanoparticle is quite
reliable as the steps are clearly visible in most cases. If more dyes are attached to the nanoparticle’s
surface, the steps become more and more hidden and hard to count. Only a minority of bleaching
curves allows to estimate the number of dyes on each particle. This bears the risk that the number
of dye molecules is underestimated as lower numbers are counted with a higher probability than
higher ones. Furthermore the intensity obtained for each particle which is correlated to the number
of dyes per nanoparticle surface is broadly distributed as is reflected by the standard deviation.
Reasons for this might be heterogeneities in the labeling efficiency but most likely they result from
measurement conditions. During measurement, the focus and xy position of each particle is set
manually. Therefore an equal excitation for all nanoparticles cannot be guaranteed. Furthermore
the correlation calculated from data representing a labeling density of 1 to 5 dye molecules is used to

extrapolate much higher numbers of dye molecules per nanoparticle. Such an extrapolation should
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®  NPs with known No. of dye molecules per NP ®  NPs with known No. of dye molecules per NP
250+ Regression line 3000+ Regression line
c ®  Nanoparticles to be estimated
=25.3413*N
2004 25004
e € 2000
E 150 §
MPD-SiO,-222
=3 = 1500 '
2 2
S 100 5
8 8 1000
50 i 500 MPD-Si0,-126
T Z MPD-SiO,-109
0 T T T 1 0 - T T T T T 1
0 2 4 6 8 0 20 40 60 80 100 120
No. of dye molecules per NP (N) No. of dye molecules per NP (N)

a) b)

Figure 5.8: Linear regression used to determine the number of dye molecules attached to the surface of
each nanoparticle for three different SiO2 nanoparticle species with different sizes. a) The regression line
was calculated by correlating the intensity of 5 nanoparticle types to the number of dye molecules on their
surface. b) The number of dye molecules per nanoparticles for the three unknown particle types was then
estimated using their fluorescence intensity and the parameters from the regression line.

in general be avoided. For the reasons mentioned, this technique to calculate the number of dye
molecules per nanoparticle surface was not further applied throughout the work. Other methods to

determine the nanoparticle-labeling densities are currently under development.

NP name MDP-SiO2-109 | MDP-SiO2-126 | MDP-Si05-222
NP diameter [nm] 109 126 222

No. of NPs 64 58 67

Mean no. of emitted photons/NP [kHz] | 431.5 599.7 1824.5

O (no. of emitted photons/N P) [kHZ] 235.0 340.8 817.9

No. of dye/NP 17.0 23.7 72.0

O (number of dyes/NP) 9.3 13.4 32.3

No. of dye/ 1000nm? surface area 0.46 0.48 0.47

Table 5.2: Data obtained from three types of MPD-SiO2 nanoparticles (NPs) with different sizes which
were aimed on having 10 dye molecules attached to each nanoparticle. Their labeling density was estimated
by determination of their fluorescence intensity within the first pseconds after excitation showing that they
carried approximately 17, 23.7 and 72 dye molecules on their surface.
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Dye Size [nm] | Name

- 304 Si02-304
monofuctionalized Perylene | 310 MPD-5i05-310
bifuctionalized Perylene 18(%) BPD-SiO2
Atto488 89 Att0488-5102-89
Cy3 80 Cy3-5i0,-80

Table 5.3: Nanoparticle species used in the experiments throughout this work.
(*) average diameter of particles within the network

5.8 Terminology of the particles used in this work

Besides the described MPD-SiOs nanoparticles, unlabeled amorphous silica particles, amorphous
silica nanoparticles labeled with Atto488 and mesoporous silica nanoparticles labeled with Cy3 were
investigated in the following experiments. The unlabeled and Atto488 labeled nanoparticles were
synthesized similar to MPD-SiO5. Details about the synthesis of the Cy3 labeled species can be
found in Section 6.2. Throughout this work, the nanoparticles are termed applying the following

scheme: Dye-SiOg-size[um]. An overview about the used particle species can be found in Table 5.3.

5.9 Summary and conclusions

We have demonstrated the syntheses of two different types of perylene labeled SiOs nanoparticles
and of a fluorescent SiOs nanoparticle network. Silica nanoparticles with perylene dye linked to
the surface (MPD-SiOs) result from Stober synthesis in presence of the monofunctionalized pery-
lene derivative MPD. The addition of the bifunctionalized perylene derivative BPD during Stober
synthesis leads to the formation of a silica nanoparticle network (BPD-SiO5). Nanoparticles with
a perylene core and silica shell (core-shell nanoparticles) were obtained by performing the reaction
in a micelle. The attachment of MPD to the nanoparticles was shown by transmission electron
microscopy and an overlay of fluorescence and TEM images. As the nanoparticles will be used
as tracers for live-cell imaging measurements it is crucial to know the location of the dye. We
distinguish between dye molecules that are located on the surface of the nanoparticles and dye
molecules that are located inside the core. The latter are invisible for the cell, and nanoparticles
with dye cores are therefore optimally suited for nanoparticle toxicity essays. The dye molecules of
the core-shell nanoparticles fulfill these requirements whereas the dye molecules of MPD-SiO5 and
BPD-SiOs are located on the surface of the nanoparticles as was shown by fluorescence spectroscopy
and fluorescence anisotropy measurements. However, as the MPD-SiO5 nanoparticles have only a
low fraction of their surface covered by dye molecules, they are also suitable as tracers for live-cell
imaging. In order to prove that the MPD-SiO2 nanoparticles are homogeneously labeled we deter-
mined the amount of dye molecules per nanoparticle by confocal microscopy combined with single
molecule spectroscopy. We proved for three types of MPD-SiO5 nanoparticles with different sizes

that they were homogeneously labeled with one to two dye molecules each. Since the nanoparticles

o1
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are designed for live-cell imaging, we showed that MPD-SiO5 nanoparticles are taken up by HeLa
cells. After 4.5 h of incubation they were located inside the cellular boundaries but not inside the
nucleus.

Having in hand the technique for preparing labeled silica nanoparticles and especially nanopar-
ticles with a fluorescent core encapsulated in a shell of silica, we plan to extend this synthetic
principle to other technically important nanoparticle materials, such as titanium dioxide, zinc oxide
and cerium dioxide. An additional interesting option is the further improvement of the fluorescence
behavior by the control of the internal structure and morphology of the core-shell nanoparticles
[128].
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The quantification of nanoparticles inside the cytosol gives important information about the amount
of nanoparticles that interacts with each individual cell. From the perspective of a concentration-
dependent cytotoxicity assessment this information is very useful as nanoparticle number and the
resulting cytotoxic effects can be directly correlated. A variety of methods are available to quan-
tify nanoparticle uptake, which are designed for different requirements. These methods include
fluorescence-based techniques like confocal microscopy, flow cytometry or quenching. But also elec-
tron microscopy, stereology, radioactive tracers, magnetic nanoparticles in combination with magnet
resonance imaging, mass spectrometry or field flow fractionation can be used to quantify nanopar-
ticle uptake [129]. The most common method is probably flow cytometry, where the total intensity
of single cells or their light scattering behavior are correlated to particle uptake [130-132]. This
method provides very good statistics as huge numbers of cells are evaluated in each experiment.
However, this method has some limitation. Particle numbers are usually expressed in a relative and
not in an absolute way. Moreover, the localization of the particles within the cell cannot be ac-
cessed directly. Another suitable fluorescence microscopy-based method to determine nanoparticle
uptake are quenching experiments [133, 134]. They are carried out on a single-cell level and provide
direct insight on cellular processes and nanoparticle localization. The nanoparticles are visible as
individual spots and can be counted to get a rough estimation about their quantity provided that
agglomeration is negligible. As quenching experiments are done on individual cells, they are very
time consuming and are therefore not suitable for routine measurements. Both flow cytometry and
quenching have their strengths and are very useful for specialized questions. It is of great interest
to combine their advantages of giving direct insight into nanoparticle-cell interactions with the as-
sessment of good statistics. This is a challenging task as a large number of single-cell images must
be evaluated in detail allowing only a minor effort per image to gain statistically relevant results
with a reasonable expenditure of time. Automated digital image routines are an excellent option to
enable that. The application of digital methods to biological research, especially cellular imaging,
has increased steeply in the recent years [135-138]. Advances in this field have made it easier to ob-
tain reliable software and analytical tools for varying purposes. One example of an image processing
and analysis program is the freely available and widely used ImageJ software [139]. A commercially
available technique dealing with fluorescence microscopy of cells and computer vision techniques is
known as high-content analysis. Largely used by pharmaceutical industry and research, the high-
content analysis has become an essential tool in image-based cell assays intended for drug discovery
[140, 141]. Nevertheless these methods have been developed for two-dimensional images and are
usually not capable of processing three-dimensional representations of cells [142]. We developed a

digital method to quantify the uptake of nanoparticles into cells, the Nano_In_ Cell_3D Imagel
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macro. This macro is able to semi-automatically process stacks of confocal cross-sections of indi-
vidual cells. It thereby quantifies the number of nanoparticles inside the cell and within the cell
membrane region. In addition, Nano_ In_ Cell_ 3D provides an automatic segmentation of the cell,
a routine to quantify nanoparticles in cell-free regions and a possibility to analyze the fluorescence
intensity of individual nanoparticles. The macro was developed together with Adriano A. Torrano
during his master thesis. It is presented in the following chapter which is adapted from and based
on the publication “A fast analysis method to quantify nanoparticle uptake on a single cell level”

[5] which was recently submitted to Nanomedicine.

6.1 The Nano_In_Cell_3D ImagelJ macro

Nano_In_Cell 3D is designed to investigate the uptake of nanoparticles into cells by processing
stacks of cellular cross-sections obtained by confocal fluorescence microscopy. In order to auto-
matically detect the particles and the cellular boundaries, both structures have to be labeled with
spectrally separable fluorescent dyes. After image acquisition, the image of the nanoparticles and
the image of the cell have to be separated so that they can be processed by Nano_ In_ Cell 3D. Thus
our image analysis routine executes series of ImageJ commands to process confocal images acquired
in two separate fluorescent channels during single-cell uptake experiments (available for download
at http://imagejdocu.tudor.lu/doku.php?id=macro:nano_in_cell 3d). This digital method works
by using the image of the plasma membrane to segment the cell in order to define regions of in-
terest (ROI) inside the cell and in an enlarged membrane region (e-membrane). The defined ROI
are employed to delineate the regions in which nanoparticles will be classified and counted. Al-
though devised for quantifying the incorporation of nanoparticles by cells, it should be noted that
this method can in principle also be applied for studying the uptake of other fluorescent objects
of interest (e.g. virus, molecules and proteins). In the following, the Nano_1In_ Cell_3D macro is
described in detail. At the beginning of the digital evaluation, the user is guided through easy-to-
follow dialog boxes and is required to select the image files, choose a directory for results and enter
the parameters for analysis. After this initial step, semi-automatic segmentation and quantifying

processes take place.

6.1.1 Three-dimensional reconstruction of the cellular ROI

The spatial position of the cell is determined by processing the confocal stacks representing the
cellular membrane (Figure 6.1 a). The segmentation starts by smoothing the image with a Gaussian
filter and is followed by an automatic threshold selection (IJ__ Isodata [139]). The thresholded image
is then converted into a binary image - the mask of the cell membrane (Figure 6.1 b). After this,
the user is requested to verify the image stack and enter the first and the last slices constraining
the cell along the z-direction. Only the chosen substack will be evaluated. At this point, to allow
the evaluation of a variety of cell shapes, two independent segmentation strategies (S1 and S2) are
applied. The segmentation path S1 uses the cell membrane position within the top plane of the

stack as a seed. This seed is used to track down the mask through the stack. Slice after slice,
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Figure 6.1: Nano_In_Cell 3D processing overview. a) Representative confocal cross-section image of a
HeLa cell plasma membrane stained with CellMask™® Deep Red. b) The image of panel a is transformed
into a white mask. c¢) Further segmentation processes form the final mask of the cell. d) Afterwards its
outer border is shrunk to define the enlarged membrane region (e-membrane, in red) and the region inside
the cell (in white). The procedure occurs throughout the image stack, leading to a 3D reconstruction
of the system. e) E-membrane outlines (in yellow) are employed to segment the image of the fluorescent
nanoparticles. f) Merged image with orthogonal views along the yellow lines displaying the entire stack. The
cell plasma membrane appears in magenta while the e-membrane outlines are shown in yellow. Nanoparticles
are assigned to three different regions: inside the cell (in green), outside the cell (in gray) and within the
e-membrane (in cyan). 55
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the mask of the stained membrane is transformed into the mask of the whole cell by filling closed
patterns with white pixels and clearing the outside of the patterns (Figure 6.1 ¢). The segmentation
path S2 uses the same processes as S1, but before filling the closed patterns with white pixels, the
image of every individual slice is copied and then pasted over the following slice. Now, the user has
to choose which of the segmentation strategies represents the cellular boundaries in a better way.
Therefore the outlines of the masks from S1 and S2 are each superimposed on the image stack of
the cell and displayed. The outlines of the chosen mask form the outer cellular ROI (Outer-ROI). In
a subsequent step, the Outer-ROI is shrunk by a given distance (see Section 6.1.2), generating the
Inner-ROI. The e-membrane is defined as the region between Inner- and Outer-ROI. The criteria to
choose the thickness of the e-membrane correctly are given in Section 6.2. As shown in Figure 6.1 d,
three distinct regions are achieved: inside the cell (in white), outside the cell (in black) and the
e-membrane (in red). The classification of the nanoparticles within the cell can be visualized by

color coding the confocal images (see Figure 6.1 f).

6.1.2 Input of analysis parameters

The possibility of adapting the analysis parameters according to experimental conditions increases
the flexibility of this method. The following parameters have to be set by the user and are saved in
a final report:

Background to be subtracted: This parameter is used to correct for the background present
in each image. The intensity value of each pixel in the stack representing the nanoparticles is sub-
tracted by the entered value. If no subtraction is needed (e.g. background was removed by another
method), this parameter should be set to zero.

Integrated density per nanoparticle (IntDens_NP): The IntDens per nanoparticle (Int-
Dens_NP) represents the mean fluorescence intensity of individual nanoparticles. It can be ob-
tained by running the auxiliary routine Individual NPs, described below. The IntDens NP is
needed to calculate the absolute number of nanoparticles. For that, the total integrated density
(Total _IntDens) which was assigned to specific regions during evaluation is compared to the Int-
Dens NP giving an estimation of the local population of nanoparticles. More details on the calcu-
lation are given in the next section.

Threshold for nanoparticles: Only pixels with intensity values exceeding this threshold will be
assigned as nanoparticles and thus analyzed. When correctly thresholded, the bright spots associ-
ated with the fluorescent objects form clusters of adjacent pixels and only these pixels are evaluated.
This choice is fundamental for the whole analysis process as it has major influence on the results. If
the threshold is set too low, artifacts like the background noise and cellular autofluorescence might
be counted as nanoparticles. On the other hand, if it is set too high, dimmer particles will not be
considered.

Enlarged cell membrane width: This parameter defines the distance w between the Inner- and
the Outer-ROLI. It is thereby equal to the width of the region between the intra- and the extracellular
environments, the e-membrane.

xy-scale: Digital image lateral scale in nm per pixel.
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6.1 The Nano_In_ Cell 3D ImageJ macro

Figure 6.2: The cellular ROI are applied to segment the image of the nanoparticles. a) Segmentation mask
of the cell (white) with Outer- and Inner-ROI in cyan and red, respectively. b) Background-corrected image
of the nanoparticles with pixel intensities calibration bar. ¢) NPs-whole (cell) image is obtained by applying
Outer-ROI to the image of the nanoparticles, of panel b. All pixels outside that region are cleared. d) NPs-
e-membrane is obtained from NPs-whole with subsequent use of the Inner-ROI. e) NPs-inside, conversely,
applies the Inner-ROI to erase the pixels lying outside of it. Scale bar = 10 pm

z-scale or Interslice distance: Vertical scale of the digital images in nm per pixel. This value is
given by the distance between two adjacent confocal optical sections; every cross-section builds up
one slice with one pixel in height forming volumetric pixels or voxels. To ensure that the whole cell
is sampled, images should be acquired following the Nyquist criterium [83].

With all parameters entered, the next steps are completely automatic.

6.1.3 Nanoparticles assignment to different regions according to cell position

The above defined Outer- and Inner-ROI (Figure 6.2 a) are used to segment the image of the
nanoparticles (Figure 6.2 b) and create three new images: NPs-whole (cell), NPs-e-membrane and
NPs-inside. The image NPs-whole (Figure 6.2 ¢) is obtained by applying the Outer-ROI to the
original image of the nanoparticles (Figure 6.2 b); the intensity values of the pixels outside that
region are turned into zero. NPs-e-membrane (Figure 6.2 d) is obtained with subsequent application
of the Inner-ROI. This time the pixels inside the selection are cleared and only the e-membrane is
preserved. To achieve the image NPs-inside (Figure 6.2 €), the Inner-ROI is employed to erase the

pixels that are outside of it.

6.1.4 Analysis of nanoparticles and results

During this processing step, NPs-whole, NPs-e-membrane and NPs-inside images are analyzed ac-
cording to the pre-set conditions. We thereby use the fact that during the image acquisition, the
photons that are collected at each pixel (e.g. by a charged-coupled device) are converted into pixel

intensities (PI). Each 16-bit pixel carries an intensity value that ranges from 0 to 65535 and these
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6 Image analysis by Nano In_Cell 3D

values are correlated to the number of fluorophores present at the scanned volume [143]. Thus
we assume that the sum of all PI (integrated density or IntDens) in a region is proportional to
the amount of nanoparticles in that region. Nano In_Cell 3D thereby does not count individual
nanoparticles by simple counting of bright spots, but accesses the number of particles indirectly by
integrating their fluorescence intensities. During processing, pertinent data as Area (in pixels), PI
and IntDens are systematically extracted from the images. The IntDens of a group of m thresholded

pixels is calculated as follows,

m

IntDens; = Z(Pl)k (6.1.1)

k=1
where each pixel is indexed by the letter k. This therefore corresponds to the IntDens of one spot
in one image slice. The Total IntDens of a region R (WHOLE CELL, EEMEMBRANE, INSIDE)

is defined as the sum over all spots, in all stacks, of all IntDens values belonging to that region:

n

(Total_IntDens)r = Z(IntDensi)R (6.1.2)

i=1
where 7 indexes all measurements arising from nanoparticles appearing in the entire image stack
and n is the total number of measurements. From these results, the number of nanoparticles (#

NPs) in each region R is achieved by simple arithmetic division:

(Total__IntDens)r

(#NPs)r = IntDens NP

(6.1.3)

where IntDens NP stands for the IntDens attributed to one nanoparticle (see Section 6.1.2).
As Nano_In_Cell_3D does not count the number of individual spots, but integrates over the
intensity assigned to the particles, it is able to correctly assess the quantity of nanoparticles, even
if they are lying directly above each other or if they are agglomerated. We thereby assume that the
self-quenching in particle agglomerates is negligible. The sampled volume of each cellular region R
is calculated in volumetric pixels (voxels) and then converted to pm? according to the pre-set xy-
and z-scales. The concentration of nanoparticles (Concentration) within each region is obtained by
dividing the number of nanoparticles by the respective sampled volume,

(#NPs)r

(Concentration)r = Volume) (6.1.4)

The total number of nanoparticles interacting with each cell is equal to the sum of nanoparticles
in the e-membrane and inside the cell. This total number is then compared to the number of

internalized particles to deliver the fraction of nanoparticle uptake, calculated by

(#NPs)insiDE
(#NPs)insipE + (#NPs)p_MEMBRANE

Fraction_of__NP_Uptake(%) = < ) -100  (6.1.5)

After the calculation, four-color images of the entire stack are created by color coding the nanopar-
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6.2 Setting of parameters and validation of Nano_In_Cell 3D

ticles according to their assigned cellular location (see Figure 6.1 f), allowing the direct 3D visu-
alization of the analyzed system (Figure 6.6). Finally, a text file is created containing a report
documenting the input parameters and the results. In addition, the main processed images and

results tables are saved.

6.1.5 Auxiliary routines

Additionally to the main routine, the algorithm is structured to run three other auxiliary routines:
Outside_ Region, Individual NPs and Segmentation. The selection is done at the very first pro-
cessing step via a check box window. The auxiliary routines are briefly described below.
Outside__Region routine: This routine was designed to investigate the concentration of nanopar-
ticles in cell-free regions. This information is relevant for uptake kinetics studies because the amount
of particles available for the cells may vary with time due to sedimentation and diffusion of particles
in the cell medium. Valuable information, as e.g. the nanoparticles deposition rate, can be assessed
by employing this method.

Individual__NPs routine: This routine was devised to obtain the IntDens NP. This key param-
eter is used to quantify the number of particles in an image by simply dividing the Total IntDens in
that region by IntDens NP (see Equation 6.1.1). The user is asked to select the objects of interest
in the image of the nanoparticles and add them to ImageJ ROI Manager. One after the other, the
selected nanoparticles are measured and saved in a result table. In the end, a report of results shows
the IntDens NP of all evaluated objects in a row. This data can be easily transferred to another
program of choice in order to e.g. perform a statistical treatment. An example of how to calculate
the mean IntDens NP correctly can be found in the Section 6.2.

Segmentation routine: This routine is intended to be used when only the segmentation of images,

without analyzing the nanoparticles, is desired.

6.2 Setting of parameters and validation of Nano_lIn_Cell_3D

With the aim of validating the new procedure, Nano_In_ Cell 3D was used to determine the num-
ber of 80nm (DLS) quenchable colloidal mesoporous silica nanoparticles labeled with Cy3 (Cy3-SiO,-
80) [144] interacting with HeLa cells in two-channel spinning disk confocal images. Initially, con-
trol experiments were employed to set the threshold for nanoparticles, the IntDens NP and the
e-membrane width. Subsequently, the nanoparticles taken up by individual cells were quantified
within different incubation times. These results were then used to assess the fraction of internalized
Cy3-Si0,-80. Finally, the outcomes were compared with those obtained via quenching experiments
conducted in parallel. The quenchable mesoporous nanoparticles used for these experiments were
synthesized by Christian Argyo (AK, Prof. T. Bein, LMU Miinchen). First, the nanoparticles were
prepared as described in [144]. Afterwards, the mesoporous nanoparticles were functionalized at
their periphery with aminopropyl- and PEG-groups through co-condensation, followed by grafting
the dye Cy3 NHS ester. The dye labeling was carried out with an ethanolic suspension of the parti-
cles having a concentration of 1 mg/mL by adding 14.2 uL of dye Cy3 NHS ester solution (2 mg/mL
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6 Image analysis by Nano In_Cell 3D

in DMF). The reaction solution was stirred for 1 h at room temperature in the dark, then the
Cy3-Si0,-80 particles were collected by centrifugation (14000 rpm for 5 min), washed three times

with ethanol, and finally redispersed in water to a final concentration of 0.5 mg/mL.

6.2.1 Threshold and intensity of individual nanoparticles

The IntDens NP and the threshold were acquired by evaluating nanoparticles that were lying
in cell-free regions on the coverslide applying the auxiliary routine Individual NPs. During this
routine, the regions of interests are drawn around the individual nanoparticles by hand and are
added to the ROI-Manager of ImagelJ. In a subsequent step, the slices where the particles are visible
are selected. After setting the background value and the range of thresholds to be evaluated, each
individual nanoparticle is analyzed. To gain the mean value of nanoparticle intensity, the values
of the individual nanoparticles were assigned to an intensity region and counted. The number
of nanoparticle intensities in each intensity region were plotted, giving a histogram of intensity
distributions. The distribution of IntDens was fitted to a log-normal function [145]. These steps
were done for each threshold. We analyzed 322 individuals nanoparticles for a threshold range of
100 - 1400 PI. Figure 6.3 shows the intensity distributions for the nanoparticles at a threshold of
400, 700 and 1000 PIL

The relation between the IntDens NP and the threshold is well represented by an exponential
decay curve (Figure 6.4 a, black curve). In order to prove that the proper number of nanoparticles
is counted by using the calculated IntDens NP values, we analyzed a cell-free region with nanopar-
ticles by the auxiliary routine Outside Region. This routine calculates the Total IntDens within a
given region of interest. To obtain the number of nanoparticles, this Total IntDens is divided by
the IntDens NP. The Total IntDens is also threshold dependent and follows a similar exponential
decay curve as the IntDens NP. Both, the threshold dependency of the IntDens NP and of the
Total_IntDens are shown in Figure 6.4 a. This has the effect that even though the IntDens NP, is
strongly influenced by the threshold, the number of nanoparticles counted within a proper threshold
range is constant. In Figure 6.4 b, the threshold dependency of the calculated nanoparticle number
is shown. The number of nanoparticles decreases for increasing thresholds (100 - 400 PI) before
reaching a constant value. The strong threshold dependency is due to background noise that is
considered as particles when the threshold is to low. This is clearly visible from the left inset in
Figure 6.4 b. The counted particle number therefore exceeds the real number. For thresholds from
400 to 1200 PI the nanoparticle number stays constant and nanoparticles are counted correctly.
For higher thresholds, some particles are not considered any more (see Figure 6.4 b, white arrow
at right inset). For this reason a threshold between 400 and 1200 PI should be chosen for further
evaluation. Another aspect to be considered for threshold selection is the autofluorescence of the
cells. The cellular autofluorescence could increase the number of particles counted if the autofluo-
rorescence is wrongly considered as nanoparticle signal. Therefore we imaged and evaluated stained
cells which were not incubated with nanoparticles as control experiment. The threshold dependent
results of 7 individual HeLa cells are shown in Figure 6.5.

The number of nanoparticles that was wrongly counted in the empty cells was considerable high
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Figure 6.3: IntDens distribution of more than 300 individual particles thresholded at a) 400 PI, b) 700 PI

and c) 1000 PI. The data was fitted to a log-normal function so as to obtain the IntDens NP.
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Figure 6.4: a) IntDens NP (black) and Total IntDens within a given ROI (gray) as a function of the
threshold. The IntDens_ NP is strongly influenced by the threshold, even though the number of nanoparti-
cles counted within a proper threshold range is constant as both curves have a similar threshold dependency.
b) Threshold-dependent number of Cy3-SiO,-80 nanoparticles (NPs) in a representative cell-free region. All
insets show the same NPs image but at different thresholds. Some nanoparticles are marked with ellipses in
cyan to help visualize the threshold influence. The number of nanoparticles was found to be approximately
constant within the range of thresholds between 500 and 1100 PI (central inset), but dropped for values
above 1200 PI because of vanishing nanoparticles (e.g. right inset, white arrow) and strongly increased for
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thresholds below 400 PI because of background noise intrusion (left inset).
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Figure 6.5: a) Single-cell experiments without Cy3-SiO,-80 nanoparticles were used as blank assays to
evaluate the cellular autofluorescence (AF). When the threshold was set at low values, the results show that
HeLa cells’” AF was mistaken by nanoparticles.

for thresholds below 500 PI whereas above 600 PI less then 5 nanoparticles were counted. Finally,
combining the results of both experiments, a threshold of 700 PI and a IntDens NP of 118766 PI
were selected for the following experiments.

In order to show that this procedure can also be applied to other types of nanoparticles with
different sizes and labels, we evaluated two additional particle species. We chose amorphous silica
nanoparticles with sizes of 310 nm (MPD-Si03-310) and 89 nm (Att0488-Si05-89) (TEM), labeled
with perylene or Atto488, respectively. MPD-Si05-310 were synthesized as described before (see
Chapter 5.1, [4]). For the synthesis of the Att0488-Si02-89 nanoparticles, the same instructions
were used and adapted.

Figure 6.6 a shows the threshold dependency of the IntDens_ NP for both particle types. Similar to
the results for the Cy3-SiO,-80 nanoparticles, the IntDens_ NP decays exponentially with increasing
thresholds. First nanoparticles started being lost during evaluation for thresholds exceeding 700 PI
(MPD-Si05-310) and 1100 PI (Att0488-Si05-89), providing an upper limit for the threshold range
to be investigated. In a subsequent step we calculated the absolute nanoparticle number lying in
a given region on the cover slide and assessed its threshold dependency (see Figure 6.6 b). As
for the Cy3-Si0,-80, the number calculated for the Atto488-Si02-89 particles decreased for lower
thresholds from 100 to 400 PI and was followed by a constant nanoparticle number for thresholds
between 400 and 1100 PI. Interestingly, the number of nanoparticles obtained from evaluating the
MPD-Si0O5-310 particles was rather constant throughout the whole threshold range. The observed
differences probably originate from different noise levels present in the images (see insets). The

higher the fluctuations in the background, the more noise is falsely counted as nanoparticles. The
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Figure 6.6: Threshold and IntDens NP for 310 nm (MPD-SiO2-310) and 89 nm (Att0488-SiO2-89 ) amor-
phous SiO2 nanoparticles. a) Threshold dependency of the IntDens NP fitted to an exponential decay curve.
b) Threshold-dependent number of nanoparticless in a representative cell-free region. The insets show im-
ages of both nanoparticle types at different thresholds. For the Atto488-SiO2-89 particles, the number
of nanoparticles was found to be approximately constant within the range of thresholds between 500 and
1100 PI (middle and right upper inset) and strongly increased for thresholds below 400 PI because of back-
ground noise intrusion (left upper inset). The number of MPD-Si02-310 nanoparticles remained roughly
constant for the whole threshold range. c¢) 3D representation of a HeLa cell incubated with MPD-SiOo-
310 nanoparticles for 1 h after evaluation with Nano_In_ Cell 3D. Cellular boundaries were reconstructed
by the enlarged membrane region (e-membrane) and are shown in magenta. The analyzed nanoparticles are
color-coded in green if located inside the cell and in cyan if assigned to the e-membrane; nanoparticles lying
outside the cell volume are displayed in gray. Scale bars = 4 npm
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Figure 6.7: a) Confocal cross-section of two HeLa cells before and after quenching. The images were
evaluated with Nano_In_ Cell_3D applying different e-membrane widths. left: Cell evaluated with a
e-membrane thickness of 8 px (I pm) and 10 px (1.26 pm). The nanoparticle indicated by the lower
white arrow is present in the plasma membrane or in the extracellular space and therefore quenched. It is
correctly assigned to the e-membrane region by the macro applying both e-membrane widths. The upper
white arrow shows a nanoparticle which remains fluorescent after quenching and is thus localized within the
cytoplasm or in the e-membrane region. It is assigned to the cell membrane region in both cases. right:
Cell evaluated with e-membrane thicknesses of 10 px (1.26 pm) and 12 px (1.51 pm). All arrows indicate
nanoparticles that are quenched and have therefore not been taken up into the cell. The upper most particle
is correctly assigned to the membrane region for both e-membrane thicknesses whereas the middle particle
is only correctly assigned applying a e-membrane thickness of 12 px. For the lowest particle, the optimal
e-membrane thickness would be even broader as it is assigned to the cytoplasm in both cases. This show
that already within one individual cell an optimal e-membrane width doesn’t exist and thus the best possible
thickness has to be determined.

background and noise mainly result from nanoparticles diffusing in the cell medium that are not
attached to the cover slide. As the 310 nm MPD-SiO5-310 particles are sedimenting faster than
the 89 nm Atto488-Si02-89 particles or the 80 nm Cy3-Si0,-80 particles, the 310 nm particles
have probably mainly settled on the cover slide whereas the smaller particles are still diffusing in
solution. This clearly shows that each nanoparticle type may behave differently and therefore the
threshold has to be determined for each nanoparticle type individually. For the two particles species
shown, we propose a threshold between 400 - 1100 PI (Atto488-Si02-89 nanoparticles) and 200 -
600 PI (MPD-SiO2-310 nanoparticles), depending on the autofluorescence of the cells. In additional
experiments we were able to show that both particle types were internalized by HeLa cells. The 3D
representation of a HeLa cell incubated for 1 h with the MPD-SiO5-310 nanoparticles is shown in
Figure 6.6 c.
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6.2.2 E-membrane width

In a next step, the e-membrane width (w) has to be determined. The e-membrane width defines
the thickness of the transition region between the extracellular and the intracellular spaces. As the
Outer-ROI is defined by the fluorescence signal of the membrane staining, only the Inner-ROI can be
changed. To determine the best value for w, we incubated HeLa cells with the quenchable Cy3-SiO,-
80 nanoparticles. We then stained the cell membrane and acquired stacks of confocal cross-sections
of a single cell. Immediately after stacking, the nanoparticle fluorescence was quenched by the
addition of trypan blue and another stack of the same cell was acquired. The images before and
after quenching were processed by Nano_In_ Cell 3D applying a variety of different e-membrane
thicknesses and compared. The e-membrane thickness was chosen in a way that nanoparticles in
the intracellular space were never quenched, nanoparticles assigned to the extracellular space were
always quenched and particles in the e-membrane region, the transition region, were quenched or
not. Figure 6.7 shows two cells before and after quenching for two e-membrane thicknesses each.
The left cell was evaluated with an e-membrane thickness of 8 px (1 pm) and 10 px (1.26 pm). The
lower white arrow indicates a nanoparticle which is quenched and therefore present in the plasma
membrane or in the extracellular space. Using an e-membrane width of 10 px, the nanoparticle
is clearly assigned to the e-membrane region by the macro. This is also true for 8 px but the
nanoparticle touches the border of the Inner-ROI. The upper white arrow indicates a nanoparticle
which is not quenched and therefore is located within the cytoplasm or in the e-membrane region.
For both e-membrane thicknesses, it is assigned to the e-membrane region. The second cell on the
right hand side is shown with e-membrane regions of 10 px (1.26 nm) and 12 px (1.51 pm) thickness.
All arrows indicate nanoparticles that are quenched and have therefore not been taken up into the
cell. The upper most particle was well assigned to the e-membrane region for both 10 px and 12 px
e-membrane thicknesses. The middle particle is only correctly assigned using a 12 px e-membrane.
For the lowest particle, even a higher e-membrane width value has to be considered. This shows
that even for one individual cell an optimal e-membrane value does not exist. Therefore the best
possible thickness has to be determined. By comparing several cells, we found that the optimal
e-membrane thicknesses varied from 9 to 12 px in most cases. We therefore decided to use 11 px as

this allowed us to describe most cells in a reasonable way.

6.2.3 Absolute number of nanoparticles

Having determined the threshold for nanoparticles, the IntDens NP and the e-membrane width,
the uptake of Cy3-Si0,-80 nanoparticles into HeLa cells was investigated. HeLa cells were grown
in Dulbecco’s modified Eagle’s medium (DMEM; Gibco, Karlsruhe, Germany) supplemented with
10% fetal calf serum (FCS), in 5% CO2 humidified atmosphere at 37 °C. They were seeded 48 or
24 h before imaging on collagen A Lab-Tek-chambered cover glass (Nunc, Rochester, NY, USA) in
a density of 1.0- 10% or 2.0- 10* cells/well, respectively.

HeLa cells were incubated within the time range of 1 to 6 hours with the Cy3-Si0,-80 nanoparticles

at a final concentration of 0.12-0.18 mg/mL in COs-independent medium (Invitrogen; Karlsruhe,
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Figure 6.8: Number of Cy3-SiO,-80 nanoparticles counted inside the cell (dark blue) and in the e-
membrane region (light blue) for individual HeLa cells sorted by incubation time. The total height of
the bar is equal to the number of particles in contact with each individual cell. With longer incubation
times, the fraction of particles in the e-membrane region decreases in comparison to the number of particles
which have been taken up into the cells.

Integrated Density per nanoparticle | 118666 */ 1.8 PI
Threshold for nanoparticles 700 PI

Enlarged Membrane Region Width | 11 pixels
XY-scale 126.1 nm/pixel
Z-scale or Interslice distance 166.0 nm/pixel

Table 6.1: Applied parameters for the measurement and evaluation of Cy3-5i0,-80 uptake by the
Nano_In_ Cell_3D ImageJ macro.

Germany) with 10% FCS and placed on a heated plate (37 °C). After nanoparticle incubation, the
cell membrane was stained with CellMask”® (Invitrogen; Karlsruhe, Germany) and the medium was
renewed. Imaging was performed on a spinning disk confocal fluorescence microscope based on Nikon
Eclipse TE 2000-E equipped with a Nikon Apo TIRF 100x/1.49 oil immersion objective. Specimens
were illuminated with laser light alternating between 488 nm and 633 nm for 300 ms each, exciting
Cy3 and the cell membrane stain, respectively. Image sequences were captured with an electron
multiplier charge-coupled device camera (iXon DV887ECCS-BV, Andor Technology, Belfast, UK).
Single cells were imaged throughout z-direction with an interslice distance of 166 nm. The spinning
disk microscopy images were evaluated by Nano_In_ Cell_3D applying the parameters obtained
following the description above. The parameters are sumarized in Table 6.1.

More than 70 cells were imaged and then analyzed by the novel digital method Nano_ In_ Cell_3D.
The absolute number of Cy3-SiO,-80 nanoparticles interacting with the individual cells was calcu-

lated and is shown as a histogram in Figure 6.8. Each individual bar represents a single cell. The
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Figure 6.9: Fraction of internalized Cy3-SiO,-80 particles in HeLa cells analyzed by

Nano_In_Cell 3D and by quenching experiments. a) The fraction of particles internalized by in-
dividual cells is plotted with respect to their incubation time. The heterogeneity is typical for single-cell
experiments. For a better overview, the median values are presented in panel b).

number of nanoparticles in contact with each cell is equal to the height of the bar. The light blue
part of the bars corresponds to the number of particles in the e-membrane whereas the dark blue
portion represents the counting of internalized ones. The data reveals that in average, taken from
median values, 71 Cy3-Si05-80 nanoparticless were in contact which each cell. We use the median
and not the mean value as our dataset is very heterogeneous. In such cases the median value gives
a better representation of the sample than the mean value. The big heterogeneity is typical for
single-cell measurements and represents the diversity within the sample. Despite the diversity, it
is apparent that the fraction of nanoparticles within the e-membrane region (light blue) decreases
with time in comparison to the number of nanoparticles found inside the cell (dark blue). To gain
a closer insight into these differences, we plotted the fraction of internalized particles (see Equation
6.1.5), which was automatically calculated by Nano_In_ Cell 3D , against time (6.9 a).

The fraction of nanoparticles that are taken up by the cells at given time points after incubation
are shown as gray circles. We found that after 1:15 h:min about 26% and after 2:45 h:min 50% of
particles were taken up. This number increases constantly, reaching 92% after 5:45h (see median

values, Figure 6.9 b, gray circles).

6.2.4 Validation of Nano_In_Cell_3D by comparison to quenching
experiments

In order to validate these results, we compared them to the outcomes of independent quenching
experiments designed to determine the uptake of Cy3-SiO,-80 into HeLa cells. We thereby analyzed
the uptake of the Cy3-SiO,-80 nanoparticles by the well-established quenching method [133, 134].
Briefly, the procedure is commonly applied to characterize the uptake of nanoparticles functionalized

with a quenchable dye (e.g. Cy3). After the intended incubation time, a cell membrane-impermeable
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dye (e.g. trypan blue) is added to the cell culture while monitoring the nanoparticles’ fluorescence
on a widefield fluorescence microscope. The dye quenches the fluorescence of the nanoparticles that
are outside the cell whereas nanoparticles that have been taken up by the cell stay fluorescent.
By comparing images prior to and after quenching, the percentage of internalized nanoparticles is
accessible.

For the experiments, HeLa cells were grown in Dulbecco’s modified Eagle’s medium (DMEM;
Gibco, Karlsruhe, Germany) supplemented with 10% fetal calf serum (FCS), in 5% COy humidified
atmosphere at 37 °C. They were seeded 48 or 24 h before imaging on collagen A Lab-Tek-chambered
cover glass (Nunc, Rochester, NY, USA) in a density of 1.0- 10% or 2.0- 10* cells/well, respectively.
We incubated the cells for 0 to 6 h with the Cy3-Si0,-80 nanoparticles at a final concentration
of 0.12-0.18 mg/mL in COs-independent medium (Invitrogen; Karlsruhe, Germany) with 10% FCS
and placed on a heated plate (37 °C). The quenching experiments were carried out on a custom-built
widefield microscope based on the Nikon Eclipse Ti microscope. Samples were Kohler illuminated
through a Nikon Plan APO TIRF 60x/1.45 oil immersion objective with 532 nm laser light with
an integration time of 300 ms, exciting Cy3. The fluorescence was separated from the excitation
light and image sequences were captured with an electron multiplier charge-coupled device camera
(iXon+, Andor Technology, Belfast, UK). Cy3 fluorescence was quenched by adding 10 ul of a 0.4%
trypan blue solution into 400 nL. medium in the observed chamber during image acquisition.

We determined the fraction of taken up Cy3-SiO,-80 by this method by analyzing more than 50
individual HeLa cells within a period of 6 hours. Figure 6.9 a (black squares) shows the fraction
of taken up nanoparticles at different time points after incubation. Each data point represents an
individual cell. For a clearer insight into nanoparticle uptakes, the corresponding median values are
shown in Figure 6.9 b as black squares. After approximately 3:00 h:min, 50% of the nanoparticles
were taken up by the cells. The wide spread within the data of both experiments is typical for single-
cell measurements and represents the heterogeneity from cell to cell. Taking this heterogeneity into
account, the datasets obtained by quenching and by spinning disk microscopy in combination with
our new analysis method correspond very well and thereby prove that Nano_ In_Cell 3D can be

successfully used to quantify the uptake of nanoparticles into cells.

6.3 Summary and conclusions

Our newly developed digital method Nano_In_ Cell 3D allows analyzing stacks of confocal fluores-
cence microscopy images of two-color single-cell experiments in a semi-automatic way. It permits a
rapid counting of large numbers of nanoparticles that are quantified even when agglomerated. Fur-
thermore, counted nanoparticles can be visualized in great detail, as they are color-coded according
to their position with respect to the cell. The processed images, input parameters and results are all
saved and can be accessed at any time. As showed by comparative investigation of internalization
kinetics of Cy3-Si0O,-80 nanoparticles, the fraction of taken up nanoparticles obtained by employing
Nano_In_Cell 3D are in a very good agreement with those assessed by quenching experiments.

One major advantage of the proposed method is that no quenchable dye is needed. This leads to an
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increased flexibility in the choice of the fluorescent marker. Other advantages when faced to quench-
ing experiments are the reduced need of material and the velocity of analysis. To obtain the fraction
of internalized particles by quenching methods, typically one uptake experiment (i.e. one entire cell
culture well to analyze only a single cell) has to be carried out per data point. The evaluation
by the macro provides the possibility to measure several cells per experiment, resulting in an en-
hanced collection of data and a reduced consumption of material and time. Nano In_Cell 3D is
therefore optimally suited to study the cellular uptake of fluorescent nano-objects. It overcomes
some drawbacks faced by commonly applied methods like flow cytometry and single-cell quenching

experiments, offering new possibilities to characterize nanoparticle-cell interactions.
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The main goal of this work is to analyze nanoparticle cytotoxicity on a cellular level. We therefore
address several aspects of nanoparticle-cell interactions and correlate the findings with observed
cytotoxic effects. During our studies, we investigated 310 nm SiOs (MPD-Si05-310) nanoparticles
and their interaction with HUVEC and HeLa cells concerning cellular nanoparticle uptake behavior.
Key aspects were the quantification of nanoparticle uptake into individual cells and the uptake
pathways. In addition, Dr. Alexander Bauer (AK Prof. S. Schneider, University of Mannheim)
investigated the cytotoxic impact of the used nanoparticles onto the cellular systems. Furthermore
he compared the outcomes with the cytotoxicity of unlabeled 304 nm SiOy (SiO2-304) nanoparticles
in order to probe the influence of the labeling. In the following sections, all datasets are discussed
and then correlated to obtain a general picture about the principles governing nano-cytotoxicity.
The following chapter is based on the publication “Silica nanoparticles: Nanotoxicity is dependent on
the uptake behavior of the cell and therefore cell type dependent”, that was previously submitted to
Small [6]. Referring to these data, the deposition behavior of nanoparticles in the given experimental
environment was investigated. It was aimed on correlating the uptake of nanoparticles into cells to
the number of particles reaching the cells by sedimentation and diffusion. Due to local convection
in small parts of the fluid, which could not be avoided due to the experimental conditions, and the
therefore very komplex interplay between sedimentation, diffusion and convection driven movement
of nanoparticles, the analysis of the data exceeds the scope of this work. Nevertheless the data can

be found in the Appendix as future experiments aiming in this direction can be compared.

7.1 Nanoparticle characterization

We investigated the nanoparticle-cell interactions applying perylene-labeled (MPD-Si05-310) and
unlabeled (Si02-304) silica nanoparticle species. By comparing labeled SiO2 nanoparticles to un-
labeled ones we were able to unravel the mechanism of nanoparticle uptake applying fluorescence-
based techniques while ensuring that the label did not influence the nanoparticle-cell interactions.
Nanoparticle sizes were determined by transmission electron microscopy (TEM) and dynamic light
scattering (DLS) showing that the particles had average sizes of 310 £+ 37 nm (TEM) / 411 £+ 12 nm
(DLS) (MPD-Si0O2-310) and 304 £ 16 nm / 350 + 5 nm (DLS) (SiO2-304). The size measured
by DLS exceeds the size obtained by TEM, as by DLS the hydrodynamic radius of the sample is
accessed whereas TEM measures the real size. The strong discrepancy in size observable for the
labeled nanoparticle species (MPD-Si05-310) could be due to the dye interfering with the DLS
measurement and thereby leading to false values. We therefore only used the size obtained by

TEM. In addition, we determined the zeta potential of both nanoparticle types in cell medium,
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Figure 7.1: Fluorescence intensity distribution of individual MPD-SiO2-310 showing a gaussian distribu-
tion with a mean value of a) 49430 (HUVEC) and b) 48090 (HeLa) counts per nanoparticle.

with values of -14.1 £ 1.5 mV (MPD-Si05-310) and -17.1 £+ 1.3 mV (Si02-304). We determined the
mean fluorescence intensity of a single nanoparticle by spinning disk microscopy in combination with
the coustom-made digital analysis method Nano_In_ Cell_3D. To mount the silica nanoparticles
on a cover slip we used SecureSeal”™ Imaging Spacers (Grace Bio-Labs; USA). Thin chambers of
120 pm were assembled and 50 pL of Poly-L-Lysine 0.1% solution (Sigma-Aldrich; Germany) were
applied to each of them. After 5 minutes the solution was removed with a pipette and left to dry.
A MPD-Si05-310 solution of 80 pg/mL in ethanol was prepared and sonicated for 10 minutes. 5 pL
of this solution were applied onto the chambered and treated cover slips. After solvent evaporation
samples were mounted with cell culture medium and sealed on a microscope slice by using the ad-
hesive surface of the spacers.

As shown in figure 7.1, the intensities of MPD-Si05-310 showed a gaussian distribution with a mean
value of 48090 counts per nanoparticle for HeLa cells and 49430 counts per nanoparticle for HUVEC.
The differences in intensity probably arise from the different cell media used for HUVEC and HeLa

cells.

7.2 Quantification of cellular nanoparticle uptake

One major factor governing nanoparticle cytotoxicity is the uptake of nanoparticles into cells. Once
inside the cytoplasm, a variety of interactions between particles and cellular components, including
denaturation of proteins or oxidative stress, are possible. For details see Section 2.2.2. For the
quantification of nanoparticle uptake, cells were seeded 24 or 48 h prior to the experiments into
p-slides (8 well, Ibidi, Germany) in a density of 1.0- 10* or 2.0- 10* (HeLa) and 0.5- 10* or 1.0-
10*(HUVEC) cells per well in Dulbecco’s modified Eagle’s medium (DMEM; Gibco, Karlsruhe,
Germany) supplemented with 10% fetal calf serum (FCS) (HeLa) or in Endothelial Cell Growth

72



7.2 Quantification of cellular nanoparticle uptake

Figure 7.2: Fluorescent confocal cross sections of HeLa cells (top) and HUVEC (below) after 1 - 4 h
incubation time with MPD-Si02-310. The magenta region corresponds to the cell, the cell membrane region
as considered during the evaluation process is enclosed between the two yellow lines. Nanoparticles within
the cytoplasma are color coded in green, yellow nanoparticles are localized within the cell membrane region.
White particles are outside the cell and not considered during evaluation. The position of the nuclei are
depicted as dotted white ellipses. As confocal cross sections are shown, a staining or nanoparticle within the
dotted circle does not mean that nanoparticles or cell membrane stain have been taken up into the nucleus
but that a confocal plane below the nucleus was selected. Only nanoparticles present in the depicted confocal
cross section are highlighted, therefore nanoparticle numbers visible are less than counted within the whole
volume of the cells. But still, the inceasing number of nanoparticles per cell with increasing time and the
higher nanoparticle uptake of HUVEC compared to HeLa cells is clearly visible. For the evaluation process,
the region around the target cells were selected by hand, resulting in black backgrounds in the images. The
scale bar is 20 pm. 73
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Medium with Supplement Mix (PromoCell, Heidelberg, Germany).

For nanoparticle preparation, the required amount of nanoparticles was added to the cell medium.
The dispersion was vortexed for 10 seconds and then treated with ultrasound for 10 minutes. It
was again vortexed for 10 seconds and added to the cells. The cells were incubated with the
nanoparticles at 37°C at a concentration corresponding to the second highest concentration used
for the assessment of cytotoxicity, namely 3.0- 10* nanoparticles/cell. After the incubation, the
cell membrane was stained with Cell Mask Deep Red (Invitrogen; Karlsruhe, Germany) and cells
were transferred into COs-independent medium (Invitrogen; Karlsruhe, Germany) with 10% FCS.
Restaining was performed during the experiment when necessary. During the imaging, physiological
temperature was achieved by a heated microscopy stage (37°C). Stacks of confocal cross-sections
with an interslice distance of 190 nm of individual cells were obtained by spinning disk microscopy
with alternating excitation (488 nm and 639 nm, 100 ms each), exciting perylene and the cell
membrane stain, respectively. To reduce self fluorescence, each cell was treated with intense 488
nm laser light prior to imaging. However, we took care that the bleaching did not affect cellular

viability for the time of the experiment.

Representative examples of the obtained confocal images are shown in Figure 7.2 for both cell
types. The images depict one confocal cross-section taken from one cell each. The magenta staining
originates from the cell membrane stain which has been taken up into the cells during the experi-
ment. The cell membrane region, as considered during the evaluation process is equal to the section
between the two yellow lines. Nanoparticles (green) are clearly localized within the cellular bound-
aries showing their uptake into the cytoplasm. Additional nanoparticles (yellow) are present in the
cell membrane region. White particles are localized outside the cell and therefore not considered.
The position of the nucleus is shown as a dotted white ellipse. As confocal cross sections are shown,
a staining within the dotted white ellipses does not mean that dye or nanoparticles were taken up
into the nucleus, but that a cross section below the nucleus was selected. The nanoparticles were dis-
tributed more or less regularly throughout the cell for both cell types. A previous study on the same
particle type showed that the particles are mainly localized in the perinuclear region after 24h [68].
This is in good agreement with another study pointing out that 50-200 nm latex beads get accumu-

lated in the perinuclear region whereas 500 nm beads were localized at the periphery of the cell [146].

The number of nanoparticles present in the cytoplasm varies from cell to cell. We quantified
the nanoparticles inside the cytoplasm and in the enlarged membrane region by the ImageJ plugin
Nano_In_Cell_3D (for details see Chapter 6).

The absolute numbers of time dependent nanoparticle distribution in the individual HUVEC and
HeLa cells is shown as a Histogram in Figure 7.3. In total, more than 120 cells of each cell type
were analyzed for incubation times of 1 to 4 hours. Each histogram represents one cell type. The
inset in the left graph shows a rescale of the HeLa dataset. The total height of each bar corresponds
to the mean number of nanoparticles that is in contact with each cell. It is equal to the sum
of nanoparticles that have been taken up into the cytoplasm (dark gray bar) and the number of

particles in the membrane region (light gray bar). Both cell types show a time-dependent increase of
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Figure 7.3: Uptake behavior of MPD-SiO2-310 in a) HeLa cells and b) HUVEC. The histograms depict
the mean number of MPD-Si02-310 in contact with single cells as the full height of the bars. The inset in a)
shows a rescale of the first graph. The dark gray region represents the number of nanoparticles present inside
the cytoplasm whereas the light gray fraction corresponds to particles that are present in the cell membrane
region. The cells are sorted according to their incubation time. For both cell types, the absolute number
of nanoparticles taken up into the cells and the number of particles in the cell membrane region increases
with time. After 4 h a mean value of 7 nanoparticles have been taken up by HeLa cells whereas HUVEC
incorporated an average number of 140 nanoparticles in the same time period. The error bar represents the
standard error of the mean.

nanoparticle numbers incorporated into the cell and into the cell membrane region. It is remarkable
that HUVEC take up much more of the provided nanoparticles than HeLa cells. After 4 h only
7 nanoparticles, in average, have been taken up into the cellular boundaries of HeLa cells whereas
HUVEC incorporated an average number of 140 nanoparticles in the same period. In addition, the
mean number of particles present in the membrane region of HUVEC strongly exeeds the amount
of nanoparticles in the cell membrane region of HeLa cells.

Most likely, these differences originate from varieties in the cellular characteristics. Each cell type
has an individual surface property and cellular morphology [147, 148]. These parameters strongly
influence nanoparticle-cell interactions and therefore the nanoparticle uptake behavior. Possibly,
the nanoparticles attach stronger to HUVEC than HeLa cells leading to an increased nanoparticle
number interacting with the cells as nanoparticles have a higher probability to get stuck on the

surface.

7.3 Uptake pathways

In the previous section, we proved that HUVEC are more active in nanoparticle uptake than HelLa
cells. This could either be due to differences in the cellular metabolism or be caused by different
uptake pathways [146]. The uptake pathways applied by nanoparticles have major influence on their

intracellular distribution. Depending on the uptake pathway, nanoparticles are exposed to different
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Clathrin dependent,
endocytosis
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Figure 7.4: Scheme of the inhibitor experiments applied to probe the dependency of nanoparticle uptake
on the clathrin mediated endocytosis. a) In absence of the inhibitor all uptake pathways are functional
as can be probed by cellular markers like transferrin (Tf, clathrin-dependent pathway) or lactosylceramid
(LaCer, caveolin dependent pathway). In addition, nanoparticles (yellow) are taken up into the cellular
boundaries (blue). b) The inhibitor chlorpromazine blocks the clathrin mediated pathway, leading to an
inhibition of transferrin uptake. Other pathways stay active, as indicated by the uptake of lactosylceramide.
The behavior of the nanoparticles in presence of the inhibitor allows conclusions about their uptake pathway.

sets of proteins or enzymes which can attach to their surface. This protein corona influences the
further fate of the particles [35]. Furthermore, depending on the uptake pathways, the nanoparticles
are exposed to changing pH values which might lead to ion release or particle decomposition [49].
We identified the uptake route used by the SiOs nanoparticles by inhibitor experiments. Endocytic
inhibitors are drugs which specifically block individual cellular uptake pathways [100, 149-151]. Dur-
ing our studies we used three different inhibitors: chlorpromazine, cytochalasin D and nocodazole.
Chlorpromazine is a cationic amphiphilic drug which is known to block the clathrin mediated path-
way. It reversibly translocates clathrin and its adapter proteins from the cell surface to intracellular
vesicles [149, 152] and thereby prevents the formation of clathrin coated pits. Both cytochalasin D
and nocodazole are inhibitors that depolymerize parts of the cytoskeleton. Cytochalasin D disrupts
actin filaments by inducing ATP hydrolysis in actin subunits. Thereby the concentration of actin
containing ADP is increased with respect to ATP containing subunits, leading to an accumulation of
ADP containing actin monomers. As ADP-actin has a higher critical concentration for polymeriza-
tion as ATP-actin, less actin filament polymerization takes place leading to the disruption of existing
filaments [153]. The drug nocodazole depolymerizes the microtubule network by stimulating the hy-
drolysis of GTP in tubulin monomers and thereby leading to incorporation of GDP-tubulin into the
filaments. As GDP-tubulin has a lower affinity to polymerize as GTP-tubulin, the polymerization
of the filament is slowed down [154].

7.3.1 Clathrin mediated endocytosis

The basic principle of the experiments carried out to probe the nanoparticle uptake in dependency

on the clathrin mediated pathway by applying the drug chlorpromazine is visualized in Figure 7.4.
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In absence of the inhibiting drug (Figure 7.4a), all uptake processes of the cell are functional. E.g.
the glycoprotein transferrin (Tf), shown in green, is specifically taken up via the clathrin-dependent
pathway whereas the sphingolipid lactosylceramide (LaCer), shown in magenta, can be used as
marker for caveolin-mediated endocytosis [87, 149]. In presence of the drug (Figure 7.4b), the uptake
of Tf is inhibited, as indicated by the crossed out arrow, whereas LaCer can still enter the cell. This
indicates that the clathrin-mediated pathway is successfully inhibited whereas other processes are
still functional. The uptake behavior of the SiOs nanoparticles (yellow) gives information about
their uptake pathway. The functionality of the single pathways can be verified via fluorescence

microscopy by using dye-labeled substrates showing a high affinity towards the individual processes.

For these experiments, cells were seeded on collagen A or polylysine L-coated Lab-Tek-chambered
cover slides (NUC, Rochester, NY, USA) in a density of 1.0- 10* or 2.0- 10* (HeLa) and 2.0- 10* (HU-
VEC) cells per well 24 h or 48 h prior to imaging in Dulbecco’s modified Eagle’s medium (DMEM;
Gibco, Karlsruhe, Germany) supplemented with 10% fetal calf serum (FCS) (HeLa) or in Endothe-
lial Cell Growth Medium with Supplement Mix (PromoCell, Heidelberg, Germany) (HUVEC). For
inhibition experiments, the cells were preincubated with the inhibitors for 30 min at 37°C in 5%
CO5 humidified atmosphere before addition of further substrates. We used labeled transferrin or
lactosylceramide to probe the functionality of the individual pathways. Before the imaging, the
cell membranes were stained, if required, and the HeLa cells were transferred to CO, independent
medium (Invitrogen; Karlsruhe, Germany) with 10% FCS and the appropriate inhibitor concen-
tration. The uptake of transferrin, lactosylceramide and nanoparticles was monitored by confocal

spinning disk microscopy.

Figure 7.5 shows representative images acquired during the individual experiments. At first, we
verified that clathrin- as well as caveolin-mediated endocytosis are active in HUVEC and Hel.a
cells. We therefore incubated both cell lines with the corresponding markers. Both lactosylceramide
and transferrin are clearly visible within the cellular boundaries of HUVEC and HeLa cells after
30 minutes of incubation (see Figure 7.5 a, b, g, h) proving the uptake of both substrates and
therefore the activity of both pathways. In the following experiments, we investigated the cellular
uptake in presence of the inhibitor chlorpromazine which blocks the clathrin dependent pathway.
For reliable inhibitor experiment, we needed to adjust the inhibitor concentrations from literature
values [150, 151] in order to ensure that only this specific pathway is blocked whereas other pathways
retain their functionality. This means that in the presence of the inhibitor, the uptake of transferrin
is stopped (Figure 7.5 d, j) whereas lactosylceramid, the marker for caveolin-dependent endocytosis
can still be found inside the cytoplasm (Figure 7.5 e, k). We ensured cell viability at the chosen
concentration by dead cell staining assays for both cell types. We found that the cells are viable at
the given concentration. The distinct round shape of inhibitor treated HUVEC is probably due to
cell-inhibitor interactions, as is also indicated in literature [149] which lead to a loss in cell-substrate
linkage. Finally we chose 15 ng/mL CP for HeLa cells and 7.5 pg/mL CP for HUVEC as for these
concentrations the previously mentioned requirements were fulfilled. In the next set of experiments
we probed the dependency of nanoparticle uptake on the clathrin-mediated pathway. From previous

experiments (see Section 7.2) we know, that the particles are taken up in absence of the inhibitor.
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Figure 7.5: Uptake of Transferrin (Tf, green), Lactosylceramide (LaCer, magenta) and SiO2 nanoparticles
(yellow) in absence (a-c) and presence (d-f) of the inhibitor Chlorpromazine (CP) into HeLa cells as well
as in absence of CP (g-i) and in presence (j-1) of the inhibitor CP into HUVEC. The cellular membrane is
shown in blue. The images reveal that in absence of Chlorpromazine TT (a,g), LaCer (b,h) and nanoparticles
(c,i) are taken up by the cells. The inhibition of the clathrin-mediated endocytosis by Chlorpromazine does
not affect the LaCer uptake (e, k) whereas the uptake of Tf (d, j) and nanoparticles (f, 1) is suppressed in
HUVEC and HeLa cells, indicating their dependence on the clathrin-mediated pathway.
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7.3 Uptake pathways

As can be seen in Figure 7.5 ¢, i, the nanoparticles (yellow) are clearly detectable within the cellular
borders (blue) after 1h (HUVEC) and 4h (HeLa) incubation time. We then repeated the experiments
in presence of the inhibitor chlorpromazine. For the HeLa cells, the cellular membrane was stained
prior to confocal imaging. Figure 7.5 f, shows that no nanoparticles (yellow) are visible within the
region enclosed by the cell membrane (blue) indicating that the nanoparticle’s uptake is blocked
and the nanoparticles are thus mainly taken up via the clathrin mediated pathway in HeLa cells.
As HUVEC cells loose their substrate connection due to the inhibition, and are washed away during
membrane staining, we decided to use transferrin to mark the extracellular space (see Figure 7.5 1).
The marker transferrin (green) was not taken up into the cell, indicating an effective inhibition of
the clathrin-mediated pathway and leading to a staining of the extracellular space. Nanoparticles
(yellow) are only present in the extracellular space and are not taken up into the HUVEC cells. We
therefore conclude that the MPD-SiO5-310 nanoparticles are probably predominantly taken up via
the clathrin-dependent pathway in both cell types.

These findings are consistent with recent studies showing nanoparticle uptake via clathrin medi-
ated endocytosis for several cell types and thus supporting our results. For example, 500 nm sized
silica particles are taken up via clathrin-dependent endocytosis and macropinocytosis in dermal fi-
broblasts [155], 200 nm fluorescent microspheres are taken up via clathrin dependent endocytosis
by B16-F10 cells [146], and monodisperse hydrogel particles with a size of 150 nm and 200 nm are
taken up via the clathrin mediated pathway in HeLa cells [156]. Nevertheless, the results can not be
generalized for all particles as in this size range and each nanoparticle-cell combination as to be inves-
tigated individually, as e.g. 500 nm fluorescent microspheres were taken up by clathrin-independent
processes in B16-F10 cells [146].

7.3.2 Dependency of nanoparticle uptake on the actin and tubulin networks

Moreover, we were interested if actin filaments or microtubules play a role in the uptake of SiOg
nanoparticles into HeLa cells. One main function of actin filaments is to provide a framework sup-
porting the plasma membrane. Actin filaments therefore determine the shape of the cell [157]. Its
role in endocytic pathways is still discussed. In addition to other functions the actin cytoskeleton
might have an influence on phagocytosis, macropinocytosis as well as clathrin- dependent and in-
dependent processes (for details see Section 4). The microtubule network spans the cell from the
nucleus to the cell membrane. Beside other functions, it serves as track for the motor protein me-
diated transport of membrane vesicles [157] and is therefore responsible for the active transport of
endosomes.

We disrupted both actin filaments or microtubules by preincubating the cells with cytochalasin
D (5 pg/mL [150]) or nocodazole (10 pg/mL [146, 150]) for 30 minutes in subsequent experiments.
Following the initial inhibition, nanoparticles were added and coincubated with the cells in presence
of the inhibitor for further 4 h. After the incubation, the cell membrane was stained and the cells
were monitored by confocal spinning disk microscopy. The disruption of microtubules by nocodazole
does not influence the cellular uptake of nanoparticles as is indicated by confocal images (see Figure

7.6 b) where nanoparticles (yellow) are clearly present within the cellular borders (blue). The
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images are very similar to images obtained from not-inhibited cells (see Figure 7.6 a). In contrary,
the disruption of the actin network inhibits the nanoparticle uptake (see Figure 7.6 c¢). This is in
good agreement with recent publications showing that the internalization of silicon nanoparticles
(1600 nm and 3200 nm) and negatively charged polystyrene particles (113 nm) is actin-dependent in
HeLa cells [150]. In contrary, the disruption of microtubules did not affect the uptake of negatively
charged polystyrene particles [150]. Another report showed that microtubule disruption affects latex
bead internalization and processing in a size-dependent manner. Small particles, in a size range of
50-200 nm were accumulated near the plasma membrane while the intracellular distribution of 500
nm particles remained unchanged. In addition, microtubule disruption reduced the uptake of 50
and 100 nm particles by more than 50% whereas 200 nm particles uptake was only reduced by 25%
[146]. Our results indicate that the actin cytoskeleton is actively involved in nanoparticle uptake
whereas microtubules contribute to the further distribution of cargo inside the cell. Furthermore,
actin is probably involved in clathrin dependent endocytosis [101] thus supporting our result that

the nanoparticles are mainly taken up by the clathrin dependent pathway.

7.4 Correlation of nanoparticle uptake to cytotoxicity

The data presented in the following section was acquired by Dr. Alexander Bauer, (AK Prof. S.
W. Schneider, University of Mannheim). In order to complete the comparison of nanoparticle-cell
interactions on HUVEC and HeLa cells, it is included into this work.

We analyzed the cytotoxic response of both HUVEC and HeLa cells to silica nanoparticles by
investigating the mitochondrial activity (MTT essay), the membrane leakage (LDH essay) and cell
death. To ensure that the perylene molecules labeling MPD-SiO2-310 do not influence the result,

we additionally investigated the cytotoxic response to similar unlabeled particles Si05-304.

7.4.1 Dose-dependent cytotoxicity of silica nanoparticles

HeLa cells were grown in Dulbecco’s modified Eagle’s medium (DMEM; Gibco, Karlsruhe, Germany)
supplemented with 10% fetal calf serum (FCS), at 37 °C in 5% COz-humidified atmosphere. HUVEC
were isolated using collagenase and were grown in Endothelial Cell Growth Medium (PromoCell,
Heidelberg, Germany) supplemented with 10% heat inactivated fetal calf serum (FCS), 5 U/mL
heparin (Biochrom, Berlin, Germany), 1% penicillin and streptomycin, and 1% growth supplement
derived from bovine retina. Cells were maintained with 5% COq at 37 °C and cultivated maximally
up to the third passage. HUVEC and HeLa cells were exposed to different concentrations (1000
nanoparticles/cell; 15000 nanoparticles/cell; 30000 nanoparticles/cell, 60000 nanoparticles/cell) of
MPD-SiO5-310 and SiO»-304 particles for 24 h. After exposure to the SiO, nanoparticles, 100
nL of the medium was removed and mitochondrial activity of the cells was measured by the 3-(4,5-
dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) reduction assay [158]. Cytotoxicity
was calculated from the absorbances at 570 nm and expressed as relative values compared with
untreated negative controls. Membrane damage was quantified by the cellular level of lactate dehy-

drogenase in the removed supernatant [159] using LDH assay kit (Roche, Mannheim, Germany). The
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Figure 7.6: Cellular confocal cross-sections (colored) and DIC images (gray) which showing the uptake
of nanoparticles (yellow) in absence and presence of the inhibitors Cytochalasin D and Nocodazole. a)
Nanoparticles are taken up by HeLa cells in absence of the inhibitor as they can be localized within the
cellular borders (blue). b) The depolymerization of microtubules via nocodazole has no influence the cel-
lular uptake behavior whereas c) the depolymerization of actin filaments inhibits nanoparticle uptake. We
therefore conclude that the uptake of MPD-SiO2-310 nanoparticles is dependent on actin filaments but not
microtubules.
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absorbances of the supernatant were measured at 490 nm by using Synergy 2 multi-mode microplate
Reader (BioTek, Winooski, USA) and results are presented as relative values compared to control.
As shown in Figure 7.7, mitochondrial activity decreased significantly as a function of dosage levels
in HUVEC (Figure 7.7 a). When compared to the control (dashed line), the metabolic activity was
not significantly changed after exposure to 1000 nanoparticles/cell for 24 h. In contrast, mitochon-
drial activity was reduced by more than 35% upon incubation with nanoparticles at concentrations
of 15000 nanoparticles/cell and further decreased gradually at doses of 30000 nanoparticles/cell and
60000 nanoparticles/cell after exposure of 24 h. Interestingly this effect strongly correlated with
an elevated LDH release due to membrane leakage and is, therefore, indicative for a reduced cell
viability (Figure 7.7 b). Based on the dose-dependent studies, a concentration of 1000 nanoparti-
cles/cell showed a significant reduction of the MTT value in HeLa cells (Figure 7.7 ¢). Furthermore,
a dosage of 15000 nanoparticles/cell resulted in a reduced mitochondrial activity by more than 30%,
comparable to the observation in HUVEC, whereas a higher concentration of SiOs particles induced
no enhanced effects on metabolic activity. However, the cells showed no signs of membrane damage
in all particle concentrations if compared to the control group (Figure 7.7 d). Therefore, MTT
and LDH assays revealed a different extent of nanoparticle-induced cytotoxicity in HUVEC versus
HeLa cells. The differences in cytotoxicity caused by the nanoparticles may arise from deviations
in metabolism and cell proliferation in both cell types [67]. In this context it has been shown that
ultrafine silica influence cell viability of human endothelial cells [58]. It is interesting to see that
as HUVEC take up the MPD-Si05-310 particles more efficiently than HeLa cells (Figure 7.3) the

amount of intracellular particles correlates with the observed cytotoxicity [160].

7.4.2 Influence of the perylene-surface functionalization on the toxicity of
silica nanoparticles

To analyze cellular uptake and subcellular localization in different cell types, fluorochrome (perylene)-
labeled silica nanoparticles were used. As the toxicity of nanomaterials may depend on factors such
as chemical composition and surface [67, 161] we compared cytotoxic effects of unlabeled (SiO2-304)
and fluorescent-labeled (MPD-SiO3-310) nanoparticles. In our case, the MTT (Figure 7.7 a, c)
and LDH data (Figure 7.7 b, d) were not significantly different. Therefore we concluded that the
surface functionalized with perylene does not affect cytotoxicity of the used nanoparticles neither
in HUVEC nor in HeLa cells.

7.4.3 Silica nanoparticle-induced cell death

To get further insights into cytotoxicity caused by SiOs nanoparticles, cell death was quantified
by flow cytometric analysis after DNA staining with propidium iodide (Figure 7.8). Quantification
of fluerescence allows to distinguish between living and dead cells, as cell death correlates with the
exclusion of parts of the labeled DNA. As the labeling of the silica nanoparticles with perylene may
interfere with the propidium iodide used in this assay, nanoparticle-induced cell death was quantified

after exposure to the unlabeled SiO2-304. Flow cytometric analysis of DNA content was performed
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Figure 7.7: Cytotoxic effects of unlabeled silica nanoparticles (SiO2-304) and perylene-labeled
SiO2 nanoparticles (MPD-SiO2-310) on HUVEC and HeLa cells were analyzed by MTT and LDH mea-
surements. Quantitative analysis revealed a strong correlation between a) reduced metabolic activity and b)
membrane damage followed by LDH release in HUVEC. ¢) Mitochondrial activity in HeLa cells decreased
within the first 24 h of exposure d) without showing altered membrane leakage compared to the control
(dashed line). Particles with modified surface (MPD-SiO2-310) showed no different toxicity compared to
the unlabeled controls (SiO2-304). Data represent mean =+ standard deviation from three independent
experiments (n = 6-9) or with pooled triplicates (x p < 0.05).

83



7 SiOy nanoparticles and cells

a) - c)
HUVEC (304 nm; 60000 NP/cell) HELA (304 nm; 60000 NP/cell)

Exposure to 304 nm SiO,

anadiiiion. I

HUVEC (304 nm; 24 h) HELA (304 nm; 24 h)

b * d
) 124 | T | )12—

0.8 1 08 1

0.6 06 +

relative viability

044 044

0 T T 0

Control 30000 NP/cell 60000 NP/cell Control 30000 NP/cell 60000 NP/cell

relative viability

Figure 7.8: HUVEC and HeLa cells were exposed to SiO2-304 nanoparticles at concentrations of 30000
nanoparticles/cell and 60000 nanoparticles/cell for 24 h. Cell viability was assessed by propidium iodide
(PI) staining. a) FACS analysis and b) quantitative analysis showed a significantly reduced cell viability of
HUVEC after exposure to nanoparticles. ¢, d) In contrast, HeLa cells showed no signs of cell death neither
after exposure to 30000 nanoparticles/cell nor after 60000 nanoparticles/cell. Results represent the means
of two independent experiments (n = 2-5) and error bars represent the standard error of the mean (x p <
0.05).
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7.5 Summary and conclusions

using propidium iodide (PI) staining. After exposure to 30000 and 60000 nanoparticles/cell for 24 h,
HUVEC and HeLa cells were harvested with accutase (PAA, Pasching, Austria), washed with PBS
and permeabilized with 70% ethanol for 1 h at 4°C. The cells were then centrifuged, washed with
PBS and re-suspended in 50 pg/mL PI for 5 min. Cells were analyzed using FACS SLRII and Diva
Software. The percentage of dead cells was quantified with WinMDI software. In line with our
MTT and LDH results, the rate of viable cells in HUVEC after exposure to 30000 nanoparticles/cell
for 24 h was significantly reduced to 25.90% =+ 0,07% compared to the untreated control group.
Living endothelial cells treated with 60000 nanoparticles/cell further decreased to 18.33% + 0.04%
(Figure 7.8 a, b). In contrast to the HUVEC, Si05-304 showed no effect on the viability of HeLa
cells neither after incubation with 30000 nanoparticles/cell nor with 60000 nanoparticles/cell (Fig-
ure 7.8 ¢, d). Quantitative analysis revealed a relative viability of 1.01 £ 0.02 for exposure to 30000
nanoparticles/cell and 0.95 £ 0.04 after incubation with 60000 nanoparticles/cell (Figure 7.8 d).
These findings are in accordance with LDH assays showing no differences in membrane leakage
compared to control (Figure 7.8 d). Thus, treatment with SiO2-304 is associated with cell death
of HUVEC, whereas an effect on the viability of HeLa cells can be excluded. These results are in
agreement with those obtained from an earlier report, where a reduction of viability was observed
in different cell types after incubation with amorphous silica [67]. By contrast, nanoparticles caused
less cytotoxicity in different tumor cell lines in the same study. Silica nanoparticle-induced cell death
has been also reported for different cell types [162]. In this context we could show in a previous
study that cytotoxicity of SiOs nanoparticles lead to the induction of necrotic processes in HUVEC
and not apoptosis [68].

7.5 Summary and conclusions

In summary, the current toxicological study clearly indicates that the cytotoxic impact of SiOy nanopar-
ticles correlates with the metabolic activity and the amount of nanoparticle uptake into HUVEC
and Hela cells. We showed that the intracellular uptake and accumulation of labeled silica nanopar-
ticles was approximately 20 times as efficient in HUVEC compared to HeLa cells. In both cell types
clathrin-mediated endocytosis seemed to be the predominant pathway for the uptake of the nanopar-
ticles as was shown by experiments with specific inhibitors. Interestingly, the differences in amount
of nanoparticle uptake were reflected in the cytotoxic response of HUVEC and HelLa cells to the
nanoparticles. While mitochondrial activity and membrane leakage was affected in the endothelial
cells, silica particles induced no alterations in the membrane permeability of the tumor cells. With
these experiments we were also able to show that the surface functionalization with perylene of the
silica nanoparticles did not introduce an artificial effect altering the nanoparticle-cell interactions.
FACs analysis demonstrated nanoparticle-induced cell death in HUVEC, whereas the viability of
HeLa cells was unaffected. The results clearly show that cytotoxic effects of nanoparticles can not
be generalized and transferred from one cell type to another. In the current state of knowledge
about nanotoxicity, it is inevitable to access the data for each cell type of interest experimentally.

Therefore, it is important to analyze human cells with physiological relevance and to compare the

85



7 SiOy nanoparticles and cells

interactions of defined nanoparticles with different cell types in order to predict the potential toxicity

effects of nanoparticles on humans.
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8 Microfluidic system

All experiments described in the previous sections were carried out applying static standard cell
culture conditions. Nevertheless, in real life, HUVEC grow on the inner surface of blood vessel
where they are constantly exposed to shear forces from the blood flow. In a next step, to further
approach in-vivo conditions, a microfluidic system will be used to mimic the blood flow during the
experiments. The microfluidic system used in this work was developed and provided by Prof. A.
Wixforth (University of Augsburg) and M.F Schneider (Boston University). In the next chapter,
the design, working principle and the assembly of the system are described. In addition the system
is characterized concerning temperature, flow and evaporation behavior and suggestions to further

improve the channels system for live-cell cytotoxicity assessment are made.

8.1 Design and working principle

The microfluidic system which is characterized by it’s small size allowing the integration of the
system into optical microscopes, it’s flexibility concerning the channel design and it’s non-invasive
pumping technology. It is composed of two major components, the aluminum mount including
the piezoelectric chip used for flow generation and the flow chamber (see Figure 8.1 a). The flow
chamber is made of the Polydimethylsiloxan (PDMS) and contains a circular channel, the artificial
blood vessel. The channel has a width of approx. 1 mm and a depth of approx. 5 mm. On the lower
side of the PDMS the channel is closed by a coverglass (see Figure 8.1 b) which allows to visualize
the inside of the channel system by fluorescence microscopy. The flow chamber is put, coverglass
first, into the mount and the whole mount can be placed onto the widefield fluorescence microscope
(see Figure 8.1 ¢). Due to the geometry of the microfluidic system, only the middle part of the
PDMS block with the channel is accessible for the objective and can be investigated by fluorescence
microscopy as is indicated in Figure 8.1 b.

The flow inside the microfluidic system is generated by surface acoustic waves (SAW) working
as a nanopump. SAW are generated, when an electrical signal is fed into so-called transducers on
the surface of a piezoelectric chip. In our case, the piezoelectric chip is made of LiNbOjs. The
signal is converted into a deformation of the crystal and a mechanical wave is launched across
the chip when the right frequency of the signal is applied [163]. The wave is transduced from
the piezoelectric chip to the coverglass of the flow chamber by a droplet of immersion oil used to
contact the two components. When the SAW reaches the air-liquid boundary at the surface of the
substrate, streaming is induced which can lead to a flow of the whole liquid. In Figure 8.2 this process
is depicted schematically. At the boundary (z = 0), the SAW is absorbed by the fluid as indicated
by the decaying amplitude of the blue curve in positive z-direction [163]. By the interaction of the
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Figure 8.1: a) Photograph of the microfluidic system which is composed of an aluminum mount with the
piezoelectric SAW chip and a flow chamber. b) Scheme of the flow chamber made of PDMS which contains
the circular channel. The position of the SAW chip and the region accessible for widefield microscopy are
shown in addition. ¢) Photograph of the microfluidic system placed on the widefield microscope.

liquid with the SAW | a sound wave is excited in the liquid. Due to different sound velocities in the
liquid and the solid substrate, the wave is launched under a diffraction angle © p and an acoustically

induced streaming is generated [163, 164].

8.2 Assembly of the microfluidic system

The PDMS-flow chamber is synthesized with the SYLGARD 184 Silicon Elastomer Kit (DOW Corn-
ing). A 1:10 mixture of curing agent and silicon is casted into an aluminum casting mold cleaned
with isopropanol. The design of the casting mold determines the geometry of the artificial blood
vessel which can therefore easily be redesigned and changed. The filled casting mold is placed into
an exsiccator and the vacuum is increased approx. every 5 minutes to remove air bubbles from the
gel. When no more air bubbles are emerging, the casting mold is placed for 1 h onto a heating plate
at 90 °C to harden the polymer. The PDMS is chilled with cold water and carefully removed from
the mold.

To clean the coverglasses, they are placed in a 0.5 % Helmanex solution. The beaker glass is
covered by parafilm and the fluid is heated to 60°C for 20 min. Afterwards the coverglasses are
treated with ultrasound for 3 min within the Helmanex solution. They are removed from beaker

glass, rinsed with deionized water and air dried.

The coverglasses are then pressed to the lower side of the PDMS gel and all air bubbles are

excluded.
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Figure 8.2: Interaction of SAW with a liquid at the surface of the piezoelectric material. The SAW, which
is propagating from left to right, hits the liquid at z = 0 leading to a longitudinal sound wave that is radiated
into the fluid under the refraction angle 6 r. The image is adapted from [163] and [165].

8.3 Characterization and adaption to live-cell imaging

requirements

The microfluidic system will be used to mimic blood flow conditions for endothelial cells. For this
reason the system should provide optimal conditions for cellular growth. Thus the volume and
temperature of the cell medium should be constant and well controllable. Furthermore all kind of
non-natural external stimuli of the cells should be avoided as the cytotoxic impact of nanoparticles
on the cells will be investigated. An influence on results by an artificial stimulation of the cells e.g.

by a sudden change of external conditions should be avoided.

8.3.1 Fluid evaporation from the microfluidic channel

As the cells should be exposed to non-changing conditions, the fluid volume inside the microfluidic
channel should be constant between a time period of about 0 - 7 h which is the typical time range
of the experiments carried out under static conditions. Furthermore, variations in the volume of
the cell media would also influence the flow characteristics in the channel system and thus change
the experimental settings. The channel system with the original channel design (see Figure 8.1)
contains a channel volume of approx. 200 pl. To avoid overflow, the channel was filled with 180 pl
of cell medium during the experiments. First experiments showed that the fluid flow is stopped
after an average time of 95 min due to solvent evaporation. The main fluid loss occurred at the
contact point between SAW-Chip and coverglass due to very high temperatures in this region (see
Section 8.3.2). We therefore tested two further channel designs. In one channel system, a reservoir
was added by manually cutting an additional channel into the PDMS. The resulting system had
a volume of approx. 320 pl. For the second channel system, the original design was retained but
the channel was closed by a PDMS layer preventing fluid evaporation. To allow filling the channel

system two holes were cut in the closing layer as far away as possible from the hot SAW chip (see
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Figure 8.3: Additional channel designs to reduce evaporation from the microfluidic system. a) An addi-
tional channel is used to increase the channel volume. b) The channel is closed by a PDMS layer to avoid
evaporation. The system can be filled by two holes in the PDMS layer.

Figure 8.3).

The increased volume of the first channel results in a fluid flow which is retained over two hours.
Unfortunately, the fluid flow is changed as the fluid is now mainly streaming through the added
channel whereas fluid flow in the original channel is reduced to a minimum. This is problematic as
due to the geometry of the microfluidic system, fluorescence imaging is only possible in the middle
of the PDMS block. The closed channel design efficiently avoids fluid evaporation. Two hours after
starting the flow, the channel was still sufficiently filled, and fluid volume was only slightly reduced
near the holes. The desired measurement time of 7 h can still not be reached by this channel design,
but measurement time is long enough that e.g. refilling the cell medium during the experiments
should not significantly influence the experiments. Therefore the closed channel design was used for

further experiments.

8.3.2 Temperature characteristics

The temperature inside the channel system is another critical point and should be 37 °C to provide
optimal conditions for the cells. We monitored the temperature profile inside the channel system at
two different localizations, the channel touching the SAW chip (temperature reading point 1, TRP1)
and the channel region which is accessible for fluorescence microscopy measurements (temperature
reading point 2, TRP2). Both reading points are marked in Figure 8.4. We used an IR thermometer
(testo 830-T3, Testo AG) with an accuracy 0.5 °C allowing contactless measurements. The emission
ratio of the thermometer was set to 0.95 corresponding to the emission ratio of water. The diameter
of the measurement area was 2 mm at a measurement distance of 2.5 cm, thus being twice the size
of the channel. We assumed that the PDMS surrounding the liquid has the same temperature as the
fluid within he channel. Control measurements with a contact measuring sensor placed directly into
the cell medium proved that this assumption was right. As the measuring sensor interfered with the

fluid flow, the contactless measurement setup was preferred. In a first experiment, we monitored
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Figure 8.4: Location of the temperature reading points within the microfluidic channel system. Reading
point 1 is localized on top of the SAW chip, reading point 2 is the channel region which is accessible for
fluorescence microscopy measurements.

the temperature at TRP1 and TRP2 during a time period of 120 minutes. The temperature curves
are presented in Figure 8.5 a. At both reading points the temperature is increasing within the first
20-30 minutes starting from 26 °C and reaching around 45°C (TRP1) and 32°C (TRP2). After
this the temperature stays constant until, between 80 and 100 minutes a temperature jump from
45 to 50 °C occurs near the SAW chip. The increased temperature near the SAW chip is probably
due to the hindered proliferation of the SAW from the LiNbOj chip through the immersion oil to
the coverglass. The SAW is thereby damped leading to a localized heating of the system. This
local heating at the SAW chip is critical as cell can not survive these temperatures. Cells that
are subdued to such conditions might secrete messengers influencing other cells in the microfluidic
systems. Furthermore the temperature in the region which is accessible for live-cell imaging is to

low.

We therefore investigated if the temperature can be influenced by external heating with a heating
stage. We measured the temperature profile in the channel at the two temperature reading points
over a time range of 60 min. The temperature of the heating table was set to 32.5, 35 and 40°C
in subsequent experiments. It was not possible to use an additional heating ring for the objective
due to a lack of space underneath the microfluidic system. The temperature curves are shown in
Figure 8.5 b. The temperature increases in response to an increasing external temperature in both
spots but the temperature of the cell media being in contact with the SAW (TRP1) reacts less to
the external heating than the temperature at the fluorescence imaging spot (TRP2). The external
temperature control is a good method to fine tune the temperature inside the system. Nevertheless
it does not provide the possibility to cool the media near the SAW chip to avoid cell burning.
Therefore external heating alone is not sufficient. The heating at the SAW region could probably
be avoided by improving the contact between SAW chip and coverglass. Furthermore an external

cooling with e.g. a Peltier Element would be possible and should be tried.
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Figure 8.5: a) Temperature profile of the cell medium in the microfluidic channel on top of the SAW chip
(reading point 1) and in the channel region accessible for fluorescence microscopy (reading point 2) without
external heating. b) Influence or external temperature control on the temperature of the cell medium.

8.3.3 Flow rates

The microfluidic system will be used to generate an artificial blood flow on top of the cells. The flow
velocities in the system should therefore be similar to flow velocities in the human body. The blood
vessel system is very heterogeneous in size and morphology. For example, the arterial system can be
divided into the macrovascular network which contains large arteries down to a diameter of 500 pm,
the mesovascular network which are small arteries and arterioles from 500 pm down to 10 pm and
the microvascular network representing the capillary bed [166]. Therefore it is not astonishing that
a whole variety of blood flow velocities are mentioned in different publications. London et al. [167]
state that blood flow velocities are in the order of cm/s. In another project coronary arterial flow
was found to be around 20-40 cm/s [168]. The average flow velocity in capillaries is a fraction of
mm/s [169] and was found to be in the range of 15-25 pm/s for capillaries having a luminal diameter
of 5 to 10 pm [170]. This is in agreement with the flow velocity of 10 nm/s found in a capillary
with 5 pm diameter [171] whereas another study claims that the capillary blood flow ranges from
500 - 1000 pm/sec [172].

The diameter of the artificial blood vessel used in this work is 1 mm therefore corresponding to
the dimensions of large arteries from the macrovascular system. We investigated the flow inside the
microfluidic channel for two different excitation intensities for the SAW (27 dBm (500 mW) and 30
dBm (1 W)) by monitoring the movement of 170 pm surface-carboxylated fluorescent polymerbeads
via a widefield fluorescence microscope. Movies of the particle motion were acquired approx. 20, 30
and 80 pm over the coverglass but, as widefield microscopy was used, also particles outside the focal
region were visible. The motion of the particle was tracked by the program “virotracker” and the
flow velocities of the particles were extracted. The particle’s movement increased with increasing
distance from the coverglass which is typical for laminar flow conditions. 80 pm above the coverglass

flow velocities were found to be 23 pm/s (27 dBm excitation) and 71 pm/s (30 dBm excitation).
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Figure 8.6: Tracks of polymer beads within the microfluidic system at three different coverglass distances
and two SAW excitation intensities. Particles near the coverglass show diffusive behavior whereas with
increasing coverglass distance the flow velocities increase resulting in linear particle movement. Scalebar =
10 pm

The closer to the coverglass and therefore to the cellular localization, the slower is the flow. At a
coverglass distance of 30 nm, flow velocities were already reduced to 50 /s (30 dBm excitation).
Figure 8.6 shows the traces of particles within the microfluidic system at different SAW excitation
intensities and coverglass differences. With decreasing flow velocities, the particles show a more and
more pronounced diffusive motion.

Compared to the values found for arterial flow in the macrovascular network, the monitored flow
velocities are approximately a factor 103 to small and therefore need to be increased. This could be
achieved by higher SAW excitation intensities. Unfortunately this also induces additional heating
of the system and thus worsens the heating problem. Another possibility is to enhance the SAW
transition between the SAW chip and the coverglass leading to faster flow velocities as well as to
reduced heating. Furthermore the channels could be narrowed meaning that lower flow velocities
are needed to simulate natural blood flow conditions as well as less fluid has to be accelerated by
the SAW.

8.4 Summary and conclusion

The microfluidic system provided by Prof. A. Wixforth (University of Augsburg) and M.F Schnei-
der (Boston University) is designed to mimic the natural flow conditions for endothelial cells during
live-cell imaging. Due to its compact size it is ideally suited for integration into a microscopic setup.
The simple assembly and the flexible design of the channel system allows to vary the experimental
conditions and to simulate a variety of blood vessel structures. The microfluidic flow is created using

the surface acoustic wave (SAW) technology. The system was characterized concerning tempera-
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ture, flow velocities and evaporation behavior of the liquid as stable experimental conditions are a
prerequisite for a reliable cytotoxicity assessment. First experiments showed that the cell medium
evaporates from the open system within 95 minutes. By using a closed channel system fluid flow
could be sustained for over two hours. The fast fluid evaporation results from a strong heating of the
medium above the SAW chip. Due to damping of the SAW, peak temperatures up to 50 °C where
reached during the experiments. This is a serious problem which has to be addressed in future as the
cells will not survive such temperatures and will probably release stress factors into the medium. In
contrary, the temperature at the channel position monitored during live-cell imaging was shown to
be well controllable by an external heating device. In a further experiment the flow velocities within
the channel were assessed by recording the motion of polystyrene beads via widefield microscopy.
Due to its dimensions, the used artificial blood vessel corresponds to an human artery from the
macrovascular system where blood flow reaches velocities up to cm/s. During our experiments a
maximal flow velocity of 71 pm/s could be achieved. Further experiments e.g. with smaller ves-
sel geometries or an increased SAW excitation power need to be carried out in order to solve this
problem. In summary, the microfluidic system is very promising for live-cell imaging assessment of

cytotoxicity at blood flow conditions but further improvements need to be done.
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9 Interaction of nanoparticles with lipid

vesicles

The cell membrane is the first barrier nanoparticles interact with and have to cross when beeing
taken up into the cell. We were interested if nanoparticles may change the mechanical properties of
the membranes and if cytotoxical impact of nanoparticles may be linked to particle membrane in-
teractions. As a model system for cell membranes we used giant unilamellar vesicles (GUV)s. GUVs
are known to show a very distinctive budding effects during phase transition. When incubated with
nanoparticles, this behavior changes significantly allowing to draw conclusions about basic mech-
anisms of nanoparticle lipid membrane interactions. We observed the GUV morphologies during
phase transition in presence and absence of nanoparticles by fluorescence widefield microscopy. The
experiments were carried out in munich, at AK Prof. Bréduchle, together with C. Westerhausen
and F. Strobl (AK Prof. Wixforth, University of Augsburg). In the following the experiments are

summarized and discussed. Details can also be found in the diploma thesis of F. Strobl [173].

9.1 Lipid membranes and giant unilamellar vesicles

Lipids are amphiphilic molecules consisting of a polar head group and an apolar hydrocarbon chain.
When exposed to water, lipids spontaneously form aggregates in order to shield their apolar tails
from the polar water molecules. One of the morphologies adapted are two-dimensional sheets, so
called lipid bilayers. The latter have an apolar central double layer containing the apolar lipid tails
which is enclosed from both sides by a polar layer formed by the head groups. Lipid bilayers can
spontaneously adapt spherical shape in order to avoid contact between the hydrophobic layer and
the water at the edges of the membrane. The resulting vesicles have different sizes and appearances.
One type are unilamellar vesicles. They are composed of one single lipid bilayer. Depending on
their diameter they are referred to as small unilamellar vesicles (10 nm - 100 nm), large unilamellar
vesicles (100 nm - 1 pm) or giant unilamellar vesicles (10 pm - 100 pm). The lipids within the bilayer
adapt different arrangements depending on the external conditions as depicred in Figure 9.1. At
lower temperatures they form a two dimensional triangular lattice in the membrane plane with long
range order. The hydrocarbon tails of the lipid are preferably in all-trans configuration. Lipids in
this configuration, the so-called gel phase, can hardly diffuse within the bilayer (see Figure 9.1, left).
At higher temperatures the membrane changes into the fluid phase (see Figure 9.1, right). The C-C
bonds of the hydrocarbon chains now randomly adapt trans-, gauche™ and gauche™ configurations.

The kinks resulting from the gauche conformation lead to a membrane area extension of about 25%
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Figure 9.1: Lipid bilayers in the gel (left) and in the fluid phase (right). The gel phase is characterized by
a predominant all-trans configuration of the hydrocarbon tails. This results in a two dimensional triangular
lattice with long range order. In the fluid phase, the C-C bonds of the hydrocarbon chains adapt randomly
trans-, gauche™ and gauche™ configurations leading to an area extention of about 25% compared to the gel
phase. Lipid molecules can diffuse more or less freely in the bilayer whereas they are rather fixed in the gel
phase. The phase transition between gel and fluid phase is triggered by an increase in temperature whereas
cooling leads to a change back into the gel phase. The image was adapted from [174].

with respect to the gel phase. Lipid molecules in the fluid phase can diffuse more or less freely in the
bilayer, leading to a loss in long range order [173, 174]. Depending on the lipid types composing the
bilayers, phase transition between the gel and the fluid phase may occur at different temperatures,
the so called transition temperature T *. The vesicles used in the experiments were composed of
1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) leading to a phase transition temperature of
T* =~ 41°C [173].

9.2 Experimental details

GUVs composed of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) were prepared in saccha-
rose solution by electroformation. During synthesis, they were labeled with the membrane dye DiD
(Invitrogen; Karlsruhe, Germany). The resulting vesicles had a diameter of 10 - 50 pm. 5 pL of
this mixture were added to 60 pL glucose solution containing Atto488-Si05-89which are 89 + 24.4
nm sized particles labeled with Atto 488 (ATTO-Tec, Germany). The mixture was filled into the
sample chamber (see Figure 9.2). The latter was closed by a cover glass and sealed with silicon.
The temperature in the chamber can be regulated by a peltier element which allows heating and

cooling rates of up to + 1 K/s.

The sample chamber was placed on the widefield fluorescence microscope and image sequences
were captured with a time resolution of 100 ms or 300 ms per channel, exciting DiD and Atto488
with 633 nm and 488 nm laser light respectively. During observation, the GUVs were brought from
one phase to the other by heating/cooling the sample solution in the temperature range of 35 to
55°C.
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9.3 Observations and discussion

Figure 9.2: Sample chamber used to heat the sample solution containing giant unilamellar vesicles (GUVs)
and SiO2 nanoparticles across the phase transition temperature (T * & 41 °C) of the vesicles. The change
in vesicle morphology during phase transition is monitored by widefield fluorescence microscopy. The image
is taken from [173].

9.3 Observations and discussion

In the following sections the observations made during the experiments are summarized. The phase
transition behavior of GUVs in absence and presence of nanoparticles is compared and possible
explanations for the observed differences are proposed. For a complete understanding of the under-
lying processes, further experiments, e.g. with differently sized particles, need to be done to support

and expand the current knowledge.

9.3.1 Phase transition of giant unilamellar vesicles

When GUVs are heated across their phase transition temperature T * they show a distinctive behav-
ior. In image 9.3 the most prominent vesicle shapes occurring during this transition are depicted.
Vesicles in the gel phase have a spherical shape (Figure 9.3 a). Upon heating, the membrane
surface expands but the enclosed vesicle volume stays constant as only very low amounts of water can
diffuse through the membrane. This increased surface to volume ratio leads first to an elongation of
the vesicle (Figure 9.3 b). Later on buds with varying shapes are formed on the surface (Figure 9.3 c).
These daughter vesicles are attached to the mother vesicle via thin membrane necks. If the GUVs
are now cooled quickly beyond their transition temperature, these buds can be released from the
membrane. If the sample is cooled slowly, the previous process is reversible and the vesicles fuse
back leading again to spherical vesicles (Figure 9.3 d). This typical behavior of GUVs during phase
transition can be explained applying the so called area-difference elasticity model (ADE model) [175].
Briefly, the model ascribes morphological changes of lipid vesicles to changes in the surface area of
the vesicles. The change in surface area influences two parameters, the reduced volume v and the
reduced area difference @ which determine the shape of the vesicles. The reduced area difference
describes the difference between the relaxed and the actual membrane area. The relaxed membrane
area is calculated from the number of lipid molecules times their average size whereas the actual
membrane area is equal to the area occupied by the lipid molecules in the current structure. The

reduced volume shows the ratio between the real volume and the maximal obtainable volume (sphere)
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Gel phase Phase transition  Fluid phase Gel phase
35°C 41°C (66°C

(35°C) (41°C) ) (35°C) .

t=tmin17s [l t=1min 33s t=2min 35s

a) b) c) d)

Figure 9.3: Typical morphologies occurring during the phase transition of giant unilamellar vesicles in
absence of nanoparticles. a) In the gel phase the vesicles show spherical morphology. b) When the vesicle
reaches the fluid phase, its surface increases whereas the enclosed volume stays constant. To account for
this changed surface to volume ratio, the vesicle adopts an elongated shape before ¢) buds are formed on
the surface. d) When the vesicle is cooled slowly beyond its phase transition point, the daughter vesicles
fuse back and the vesicle relaxes back into its spherical shape.

for the given surface area. Depending on these parameters, the morphology with the lowest energy

will be adopted by the system.

9.3.2 Phase transition of giant unilamellar vesicles in the presence of
nanoparticles

Nanoparticles that interact with the lipid membrane change the vesicle behavior during phase tran-
sition. Figure 9.4 a shows a GUV at a temperature slightly below the transition temperature.
Nanoparticles and nanoparticle aggregates (both depicted in green) are visible on the surface of
the GUV (shown in magenta). The probe solution is heated with a rate of &~ 0.5°K/s, inducing
membrane area enlargement. When the phase transition temperature is reached, the particles and
particle aggregates start moving towards each other (see white arrows in Figure 9.4 b and ¢) until
they attach and form new aggregates (Figure 9.4 d, blue arrows). As indicated with blue arrows
in Figure 9.4 d, the membrane bends inwards at the site of the newly formed aggregates and the
vesicle is narrowed down. When cooled down beyond the phase transition point, the membrane
relaxes back into it’s spherical shape (Figure 9.4 e). The nanoparticles are now distributed more
irregularly on the vesicle.

Another effect which can be observed for some vesicles is intravesicular budding during phase
transition. Two examples for this morphology can be seen in Figure 9.5 where both vesicles are
in the fluid phase. When the temperature is decreased, the daughter vesicle remains stable and
enclosed into the mother vesicle. Both mother and daughter vesicles relax back into the spherical

shape. Most particles are localized within the internal vesicles after this process. This intravesicular
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Gel phase Phase transition Fluid phase
(35°C) (41°C) (65°C)

Fluid phase Gel phase
(565°C) (35°C)
]

Figure 9.4: Typical morphologies of giant unilamellar vesicles during phase transition when they are in
contact with nanoparticles. a) Before phase transition, the GUV (magenta) has a spherical shape with
nanoparticles and nanoparticle aggregates (green) attached to its surface. b, ¢) During phase transition, the
particles and aggregates move towards each other (see white arrows) and finally form d) bigger aggregates.
At the site of the aggregates an inward membrane bending can be observed (see blue arrows). e¢) When
the GUVs are cooled down beyond their phase transition temperature, the vesicles adopt a spherical shape.
The distribution of particles on the surface appears to be more irregularly than initially.
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9 Interaction of nanoparticles with lipid vesicles

Figure 9.5: Giant unilamellar vesicles with enclosed daughter vesicles (magenta). The daughter vesicles
are formed during phase transition from the gel to the fluid phase. Most particles and particle aggregates
(both shown in green) are transferred to the internalized vesicles.

budding reminds strongly on endocytosis in living cells. It is interesting that this process can be
induced in artificial systems purely by the presence of nanoparticles. In addition also a kind of
exocytosis can be observed in the artificial system. When cooled beyond the phase transition point,
the daughter vesicles were found to cross the membrane and be expelled from the mother vesicle in
some cases.

The observed morphological changes of the vesicles during the phase transition can be explained
by the Lipowsky-Dobenreiner model [176]. This model explains the encapsulation of nanoparticles
by an interplay of the adhesion energy (E,q) and the bending energy (Epenq) which are balancing
each other. Both energies are calculated as following when adhesive particles with diameters clearly

excessing the membrane thickness (approx. 4nm) are considered.

E.q= _Aca |W‘ (931)
A2k
Bhend = (9.3.2)
pa

where W is equal to the adhesion energy per unit area (W<0), R,, is the radius of the particle,
and k the bending rigidity of the membrane. The contact area A., between particle and vesicle for

a certain covered surface fraction X is given by

Aca = XATR?, (9.3.3)

Depending on the radius of the particle in comparison to a critical radius R*, the particle will

be fully enclosed by the membrane (X=1, for R,, > R") or will be released from the surface (X
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o /@

a) b)

Figure 9.6: The direction of membrane bending at the neck of membrane-wrapped nanoparticles deter-
mines the bending energy. a) Negative membrane bending results in lower bending energies compared to
b) positive surface bending if both particles have the same surface fraction covered by the membrane. The
image was adapted from [173].

=0, for R,, < R"). As in the fluid phase, R* is approximately equal to 5 nm [176], the particles
used in the experiments should be fully encapsulated. In addition to E,q and FEjpenq, two further
energies have to be considered in our system. First, the strong bending at the neck between mother
vesicle and enclosed particle induces an additional bending energy term. Second, different fractions
of membrane area are used on the inside and the outside of the vesicle for particle encapsulation.
According to the ADE model (see Section 9.3.1, [175]) the resulting increase in the reduced area
difference @ induces an additional energy. This energy cannot be balanced by flip flop processes of
the lipids as they have been shown to be to slow [177]. The two additional energy contributions
are minimized when the nanoparticles are incorporated into an area having a small or negative
membrane bending, like the observed inwards bended regions of vesicles (see Figure 9.4 d). A
schematic representation of this effect is shown in Figure 9.6. If a constant surface fraction X of
the vesicle is enclosed by the membrane, the bending energy at the neck is smaller for a negative
(see Figure 9.6 a) compared to a positive bending of the membrane (Figure 9.6 b). As soon as a
bended region has been formed, it is favorable for other particles to move towards this location.
Another region with negative membrane bending are the intravesicular buds which are shown in
Figure 9.5. Nanoparticles should therefore preferentially accumulate in these buds. Both, particle
movement towards the inwards bended region and particle accumulation in intravesicular daughter

vesicles were clearly observed during our experiments.

9.4 Summary and conclusions

The investigation of nanoparticle-membrane-interactions showed that nanoparticles indeed influence
the morphological behavior of lipid vesicles, most probably because of changes in their mechanical
properties. During phase transition, vesicles without nanoparticle contact form daughter vesicles on
the outer surface which are connected to the mother vesicles via thin necks during phase transition.
By this morphological transformation, the vesicle adapts to the increased surface to volume ratio
induced by the change from the gel to the fluid phase of the lipid membrane. The presence of
nanoparticles on the vesicle surface changes this behavior significantly. Instead of budding to the

outside an inwards bending of the membrane is observed. This bending is accompanied by a particle
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diffusion within the membrane leading to particle agglomeration. During this process, intravesicular
daughter vesicles are often formed containing most of the nanoparticles. This morphology change
is probably induced by the additional energy contributions due to the nanoparticle adhesion and
increased membrane bending. This intravesicular budding reminds strongly of endocytosis in cells.
It is astonishing that the addition of nanoparticles to an artificial cellular system leads to an sponta-
neous inwards budding and an accumulation of the particles in intravesicular compartments which
is very similar to cellular endocytosis processes observed in nature. These findings suggest that the
basic mechanisms of these highly regulated and complicated natural processes can be explained by

simple physical effects.
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Appendix: Deposition of Nanoparticles

Referring to the experiments dealing with the celltype dependent nanoparticle uptake and cyto-
toxicity which were presented in Chapter 7, the deposition behavior of nanoparticles in the given
experimental environment was investigated. It was aimed on correlating the uptake of nanoparticles
into cells to the number of particles reaching the cells by sedimentation and diffusion. Due to local
convection in small parts of the fluid, which could not be avoided due to the experimental con-
ditions, and the therefore very komplex interplay between sedimentation, diffusion and convection
driven movement of nanoparticles, the analysis of the data exceeds the scope of this work. It was
therefore not presented in relation with the above mentioned experiments but will be discussed in

the following section.

An important aspect of nanoparticle cytotoxicity investigations is dosimetry. It has been shown
by several publications that the response of cells upon nanoparticle contact is dependent on the
amount of nanoparticles presented to the cells. An overview of these publications can be found in
section 2.2.4. The number of particles in contact with the cells depends on the amount of nanoparti-
cles added to the sample as well as on their deposition properties. Depending on the size and density
of the particles an interplay between diffusion and sedimentation takes place. Both processes evoke
different types of nanoparticle-cell interactions. Sedimentation leads to a nanoparticle deposition
on the cellular membrane and therefore to long contact times between the nanoparticles and the
cell. Diffusing particles shortly bump into the cell surface and are immediately released again if not
getting caught by a receptor, in a surface structure or by electrostatic interactions. The influence
of sedimentation and diffusion on cellular uptake was previously studied with differently sized gold
nanoparticles by comparing cellular nanoparticle uptake in standard and inverted cell cultures [53].
In standard cell cultures, the cells are growing at the bottom of the well allowing nanoparticles to
reach them via sedimentation and diffusion. In the inverted geometry, cells are placed into the cell
medium from the upper side, facing towards the bottom of the well. Nanoparticles can only interact
with these cells via diffusion. Cells in the standard configuration showed an increased nanoparticle
uptake compared to the inverted cells. The differences in particle uptake were strongly dependent
on particle size. While the 15 nm gold particles showed only slight differences in uptake, about 5
times more particles were taken up by cells in standard cell culture than in the inverted one when
the particles had a size of 118 nm.

To estimate the influence of nanoparticle deposition in our experiments, we investigated the depo-
sition behavior of the MPD-Si0O2-310 nanoparticles on collagen coated coverslides for three different
nanoparticle concentrations. We used 6.0- 10® particles per well, the concentration applied for the
cellular uptake experiments and 1.5- 10° as well as 3.0- 10° nanoparticles per well, corresponding
to two concentrations used for cytotoxicity assessment studies. The nanoparticles were dispersed
in cell media, and the mixture was transfered into one well of the Lab-Tek-chambered cover slides
(NUC, Rochester, NY, USA). Nanoparticle deposition was monitored by measuring stacks of con-
focal images of the nanoparticles lying on the coverslide by confocal spinning disk microscopy. The

deposition was monitored regularly at least within the first 6 h after nanoparticle addition. Fur-
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Appendix: Deposition of Nanoparticles

thermore additional images were captured after 24 or 69 h. To avoid the influence of local inhomo-
geneities different regions all over the coverslide were observed. The stacks of confocal cross-sections
were evaluated by the Outside Region routine of the custom-made Nano_In_ Cell 3D software
described in Chapter 6. Briefly, this routine integrates over the intensity in the region of interest and
calculates the number of particles present in the observed region by dividing the total intensity by
the intensity of a single particle. The number of deposited nanoparticles per well was extrapolated

and then plotted against the deposition time.

Figure 7 depicts the deposition curves for the three different concentrations and an overlay of all
datasets. All curves follow the same trend. The number of nanoparticles deposited on the coverslide
initially increases within the first 3 to 6 hours before reaching a constant value. Interestingly, after 24
or 69 h the number of nanoparticles deposited on the coverlside is significantly decreased compared
to the number of particles observed after 6 h for the lowest concentration (see Figure 7 a). This
effect is also clearly visible in the corresponding confocal images which are depicted in Figure 8.
After 24 or 69 h considerably less particles can be observed compared to the images taken after 6
or 8 h. This trend does not exist when the deposition of 1.5- 10 nanooparticles per well is observed
(see Figure 7 b).

A possible explanation for this effect would be that the concentration of free nanoparticles in
solution is reduced during long incubation times. Therefore, less particles are expected to stay
setteled on the coverslide provided an equilibrium between nanoparticle sedimentation and diffusion.
One possible process leading to a decrease in the concentration of free nanoparticles would be an
attachment of nanoparticles to the walls of the Lab Tex-chambered cover slides. The walls of the
coverslide are made of polystyrene, a non-charged polymer. Polystyrene, in the form of nanoparticles
has a slightly negative surface charge which can be explained by the absorption of hydroxyl ions
at their surface [178]. The protein bovine serum albumin has been shown to attach to polystyrene
particles despite beeing negatively charged as well. We therefore think that proteins which are
present in the cell medium might mediate an interaction between the negatively charged silica
nanoparticles and the polystyrene walls of the coverslide and lead to a stable attachment. For
higher concentration the number of particles attaching to the walls may be negligible compared to
the number of particles added to the sample resulting in constant numbers of deposited particles. For
the highest concentration investigated it was not possible to evaluate the datasets obtained after 24 h
as to many particles had deposited. During evaluation, the mean intensity of a single nanoparticle
(IntDens_NP) is used to estimate the number of particles within one stack of confocal cross-sections.
To account for possible variations in the external settings as e.g. the laser intensity, this IntDens NP
is reassessed from time to time. Due to the long gap between the individual measurements the
IntDens NP needed to be recalculated for the 24 h measurements as major changes in the external
settings might have occurred. However, due to the vast amount of nanoparticles present in the
images it was not possible to obtain the IntDens NP and therefore calculate the number of deposited

particles for this dataset.

To test whether the observed deposition behavior is in agreement with theoretical values, we

calculated the "gravitationally driven deposition rate" V [52] applying Stokes’ law (Equation 0.1)
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Figure T7: Deposition behavior of MPD-SiO2-310 nanoparticles at three different concentrations. The
deposited number of particles increases within the first 3 to 6 hours before reaching a constant value.
a) Deposition curve for 6.0- 10% nanoparticles per well. The number of deposited nanoparticles is strongly
reduced after 24 of 69 h. This decrease can be explained by nanoparticle adsorption on the walls of the Lab-
Tek-chambered cover slides removing particles from the solution. This effect is not visible in the deposition
curve of b) 1.5- 10° particles per well. Due to the increased concentration, the binding of particles to the
walls is probably negligible. ¢) Deposition behavior observed at a concentration of 3.0- 10° nanoparticles per
well. Long term data could not be evaluated due to the huge number of particles present on the coverslide.
d) Overlay of all deposition curves shown before.
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v ¢=6.0x10° NPs/well

Figure 8: Representative confocal images of particles deposited on the coverslide. The upper images show
nanoparticle deposition after 8 and 24 h in one experiment, the lower images originate from a second
experiment and represent nanoparticle deposition after 6 and 69 h. The corresponding deposition curves

(cyan and blue) can be seen in Figure 7. Scalebar. 5 pm
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and used the Stokes-Einstein equation to assess the diffusion coefficient D (Equation 0.2) [52].

g(pp — py)d?

V =
18u

(0.1)

The "gravitationally driven deposition rate" V [52] is dependent on the acceleration due to gravity
g, the density of the fluid p; and of the particles p,, the diameter of the particles d and the viscosity
of the fluid p. The diffusion coefficient D is dependent on the temperature T, the particle diameter
and the viscosity of the fluid. R is the gas constant and N4 the Avogadro’s number.

_RT
~ 3Napud

(0.2)

The calculation results in a "gravitationally driven deposition rate" V of 226 pm/h for the
MPD-SiO5-310 nanoparticles in cell medium. To plot the sedimentation curve, we assumed an
homogeneous particle distribution in solution. All particles with a distance of 226 pm from the
coverslide will sediment within one hour if no diffusion takes place. After 2 h all particles within 452
pm coverslide distance reach the coverslide. In Figure 9, the calculated sedimentation curve is over-
layed with the experimentally obtained data. The black curves correspond to the sedimentation of
the MPD-Si05-310 nanoparticles. In addition, the sedimentation behavior of hypothetic aggregates
having a diameter of twice the nanoparticle radius was calculated. These aggregates have a "sedi-
mentation rate" V of 900 um/h (shown in gray). The experimentally observed deposition behavior
shows similatities to the calculated data. At the very beginning of the deposition experiments, the
slopes of the deposition curves have the same order of magnitude as the calculated sedimentation
curves, pointing out the influence of sedimentation. On longer timescales nanoparticle diffusion
becomes more pronounced leading to a bending of the curves. With increasing nanoparticle con-
centration (compare Figure 9 a - ¢), the slope of the deposition curves increases slightly probably
showing the increasing influence of nanoparticle aggregation. The influence of nanoparticle diffusion
was estimated by calculating the diffusion coefficient of the particles. The monodispere particles
have a diffusion coefficient of 1.5 pm? /s corresponding to an average displacement of about 73 pm
within one hour. Both sedimentation and diffusion therefore lead to a displacement in the microme-
ter range. This indicates that both sedimentation and diffusion should contribute to the deposition
behavior observed. In addition to these processes the nanoparticles were influenced by convection
of the cell medium. This convection was probably evoked by local heating in the chamber due to
the laser and the heating plate as well as by movements of the sample chamber due to focussing
and looking for a new region of interest and could therefore not be avoided.

The fraction of nanoparticles that deposits compared to the added nanoparticle number is calcu-
lated from the constant values reached on longer time scales. The individual percentages of deposited
particles are shown in table 1.

The percentage of deposited particles strongly increases between the lowest and the two higher
concentrations. Nevertheless only a part of added particles is deposited in all cases. This could have
several reasons. On the one hand, particles are probably removed from the medium by attachment

to the walls. These particles are not available for deposition. This effect is more significant for lower
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Figure 9: Comparison of the experimentally observed nanoparticle deposition with the pure sedimentation
behavior expected from calculations for monodisperse nanoparticles (black line) and hypothetic aggregates
having twice the nanoparticle diameter (gray line). At the very beginning of the experiments both the ex-
perimentally observed deposition behaviors and the calculated sedimentation curves are in good agreement.
Nevertheless, with increasing concentration from a) 6.0- 108 to b) 1.5 10° and to c) 3.0- 10°, the experi-
mentally observed deposition increases and approaches the gray line, indicating nanoparticle aggregation.
On longer time scales, diffusion processes clearly influence the deposition behavior leading to a bending in

the deposition curve.

’ Number of added NPs / well \ Percentage of deposited NPs ‘

y 3.0- 10° \ 17 % \
1.5- 10° 22 %
21 %
3. 10° 5 %
2 %
2 %

Table 1: Estimated percentage of deposited MPD-Si02-310 nanoparticles (NPs) onto a collagen coated
coverslide for the three different concentrations 6.0- 10%, 1.5 10° and 3.0- 10° nanoparticles per well.
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then for higher concentrations leading to an increase deposition. On the other hand, nanoparticle
agglomeration influences the deposition behavior. Agglomeration is known to be a concentration
dependent effect. If more particles are present in solution, more and bigger aggregates are likely to
be formed. The increased size of the particle then leads to a stronger influence of particle sedimen-
tation compared to diffusion and therefore to a higher number of deposited nanoparticles. This was
also apparent within the fluorescence images where the images of the lowest nanoparticle concen-
tration revealed very homogeneous individual fluorescent spots, whereas for higher concentrations
agglomerates emerged. Nevertheless, as diffusional processes strongly influence nanoparticle deposi-
tion behavior at the used nanoparticle size range, many particles will stay in solution. Furthermore,
due to the experimental conditions, fluid convection cannot be avoided. This additional movement
of the fluid strongly influences the nanoparticle deposition behavior. A final conclusion about the
deposition behavior of nanoparticle in this system cannot be drawn and further experiments are

needed to obtain the full picture of all processes taking place.
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