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Zusammenfassung ix

Zusammenfassung

Diese Arbeit beschäftigt sich mit Nichtgleichgewichtsphänomenen in quantenmechanischen
Vielteilchensystemen. Die Bedeutung des Gebiets der Nichtgleichgewichtsphysik wurde in
den letzten Jahren maßgeblich durch die jüngsten Fortschritte in Experimenten geprägt.
Die Realisierung von kalten Atomgasen in optischen Gittern ermöglicht die experimentelle
Simulation der Dynamik von isolierten quantenmechanischen Vielteilchensystemen jenseits
des Gleichgewichts mit einer hohen Präzision. Der Fokus der vorliegenden theoretischen
Arbeit liegt dabei auf zwei generischen Vorgehensweisen eine Nichtgleichgewichtsdynamik
zu erzeugen. Einerseits werden Systeme untersucht, deren Dynamik durch eine instantane
Änderung eines Systemparameters entsteht, andererseits Systeme, die einer periodischen
Störung unterworfen sind.

Die Eigenschaften von Systemen, deren Nichtgleichgewichtsdynamik durch instantane
Störungen verursacht ist, werden dabei unter drei unterschiedlichen Gesichtspunkten be-
trachtet - Dynamik, Thermodynamik und dynamische Phasenübergänge. Die Arbeit be-
ginnt mit der Untersuchung der zeitabhängigen Dynamik anhand von expliziten Beispie-
len stark korrelierter Systeme wie dem Kondo Modell, einer Luttinger Flüssigkeit und
der anisotropen Heisenbergkette. Von einem thermodynamischen Gesichtspunkt ist die
an dem System geleistete Arbeit eine zentrale Größe. Dessen quantenmechanische Be-
deutung als Zufallsvariable ist erst jüngst genau untersucht worden. Die dazugehörige
Wahrscheinlichkeitsdichte, work distribution genannt, ist die zentrale Größe der Nicht-
gleichgewichtsfluktuationstheoreme wie der Jarzynski-Gleichung oder der Crooks Relation,
die man als Nichtgleichgewichtserweiterungen der Fluktuations-Dissipations-Theoreme in-
terpretieren kann. Eine wesentliche Beobachtung der vorliegenden Arbeit ist die Erkennt-
nis, dass quantenmechanische work distributions in optischen Spektren des x-ray edge
Typs gemessen werden können und damit erstmals eine experimentelle Verifizierung und
Untersuchung der Nichtgleichgewichtsfluktuationstheoreme möglich wird.

Der zentrale Aspekt der vorliegenden Arbeit ist die Definition eines dynamischen Pha-
senübergangs für abgeschlossene quantenmechanische Vielteilchensysteme. Im Falle eines
Gleichgewichtsphasenübergangs ändern sich die Eigenschaften des untersuchten Systems
schlagartig. Dies äußert sich in Nichtanalytizitäten der thermodynamischen Potentiale an
kritischen Punkten. Wie in dieser Arbeit untersucht wird, kann ein solches Verhalten auch
in der Zeitentwicklung quantenmechanischer Vielteilchensysteme auftreten mit Nichtanaly-
tizitäten zu gewissen kritischen Zeiten. Dieses Verhalten wird anhand des eindimensionalen
Ising Modells mit transversalem Magnetfeld als konkretem Beispiel im Detail analysiert.

Zum Abschluss werden die Eigenschaften periodisch getriebener quantenmechanischer
Vielteilchenmodelle behandelt für drei exemplarische Systeme. Dazu zählen das Kondo
Modell mit periodisch ein- und ausgeschalteter Wechselwirkung, Wechselstromtransport
durch einen Quantenpunkt jenseits des Regimes linearer Antwort und eine periodisch
getriebene Luttinger Flüssigkeit.
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Chapter 1

Introduction

Nonequilibrium processes are omnipresent in every-day life. Among all the countless phe-
nomena nonequilibrium processes can manifest in the emergence and buildup of macro-
scopically large structures. A liquid in a gravitational field and subject to a sufficiently
large temperature difference between its top and bottom develops collective rotating matter
currents in macroscopically large cells. This is Rayleigh-Bénard convection. Convection
can also manifest in the formation of monstrous hurricanes that are driven by the as-
cent of warm moist air from the sea. These are examples of nonequilibrium phenomena of
macroscopic classical systems. Recently, the study of nonequilibrium processes in quantum
many-body systems has regained particular interest.

Some nonequilibrium processes are induced by slow external forces such that the sys-
tem under study can be considered to be in equilibrium at every instant of time. Those
processes are termed quasistatic. In the opposite limit the system is perturbed massively
inducing dynamics that is beyond an equilibrium description. Provided the force only acts
for a finite time interval equilibrium thermodynamics, remarkably, is still capable to pre-
dict the properties of the steady state the system asymptotically evolves into as long as the
system equilibrates which is a commonly accepted feature of nearly all realistic physical
systems. Contrary to this common expectation there exists, however, a specific class of
isolated systems termed integrable that have been realized in experiments only recently
for which equilibration is hindered by the presence of particular conservation laws [93].
The microscopic conditions necessary or sufficient for closed quantum systems to equi-
librate, however, are still under debate [137]. Continuously driven systems such as in
case of Rayleigh-Bénard convection develop steady states that are beyond an equilibrium
description.

The recent interest in nonequilibrium phenomena in quantum many-body systems has
been initiated by developments in experimental technology to simulate the nonequilibrium
dynamics of interacting quantum many-body systems with a high degree of controllability
on the system parameters. Cold atomic gases confined in optical lattices constitute nearly
ideal implementations of minimal models in quantum many-body theory such as the Bose-
Hubbard and Fermi-Hubbard model [17]. Due to the control on the system parameters it
is possible to address the system’s nonequilibrium dynamics. Different kinds of nonequilib-
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Figure 1.1: Collapse and revival oscillations in a Bose-Einstein condensate. This picture
shows the matter wave interference pattern for different times after the increase in the depth
of the optical lattice potential. The initial superfluid state at time t = 0 is characterized
by the upper left part a of this figure. For increasing time the interference pattern vanishes
signaling a collapse of the superfluid order that, however, revives for later times as is shown
in part g of this picture.
Adapted by permission from Macmillan Publishers Ltd: Nature 419, 52 copyright (2012)

http://www.nature.com/nature/journal/v419/n6902/full/nature00968.html

rium scenarios have been realized such as sudden quenches [63] or periodic perturbations
as used for spectroscopy [165, 178]. The seminal contribution in this field dates back to the
work on collapse and revival oscillations in a system of interacting lattice bosons [63]. Due
to a sudden increase of the depth of the confining optical lattice corresponding to an in-
crease of the particle interaction the initial superfluid state does not equilibrate to the Mott
insulator directly. Rather, signatures of the initial superfluid reappear periodically leading
to the notion of collapse and revival. For an illustration see Fig. 1.1. The revivals of the
superfluid can be traced back to the proximity to an integrable point of the system where
approximate local conservation laws cause a memory of the initial state. The restrictions
in the dynamics of integrable systems has been also demonstrated by the implementation
of Newtons’s cradle in a many-body quantum system [93]. Two one-dimensional clouds
of Bose particles in the Tonks-Girardeau limit collide with each other periodically in a
confining harmonic potential. Due to the integrability of the model the system does not
evolve to a thermal distribution even for long times.

While cold atomic gases allow for the experimental simulation of interacting many-body
systems quantum dots embedded in semiconductor heterostructures provide the framework
for the study of the nonequilibrium properties of quantum impurity models. Connecting
quantum dots to leads it is possible to study nonequilibrium transport at large bias volt-
ages [183]. For impurities in metals, for example, this is a nearly impossible task as the
presence of long-ranged electric fields within the bulk is prevented through screening via
the mobile charge carriers. Another route that has been pursued for the study of nonequi-

http://www.nature.com/nature/journal/v419/n6902/full/nature00968.html
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Figure 1.2: Typical stages of a nonequilibrium process.

librium properties of strongly correlated quantum impurity systems is the coupling to
light fields. Microwave fields applied to a quantum dot allow for the study of periodic
time-dependent perturbations as has been demonstrated for a Kondo impurity [44]. Ap-
propriate experimental setups implement nearly ideal prerequisites for x-ray edge spectra
with which one can associate the sudden switch on of local perturbations embedded in
fermionic reservoirs [104].

Among all imaginable nonequilibrium protocols two generic will be considered in this
thesis, namely sudden perturbations also called quantum quenches and periodically driven
systems. Consider first the case where the external force acts within a finite time interval
as illustrated in Fig. 1.2. Within this field of nonequilibrium processes different important
aspects will be addressed among which are thermalization, thermodynamics, real-time
dynamics, and dynamical phase transitions.

By acting with an external force on an otherwise isolated system its internal energy
changes and at the end of the protocol the system ends up in an excited state. It is
commonly accepted that realistic physical systems thermalize in the long-time limit. This
means that the properties of the asymptotic state of the system are captured by a single
parameter, the temperature T , irrespective of the details of the initial configuration and
the details of the driving protocol. The temperature itself only depends on the total energy
the system has when the external force stops its action onto the system. Along with the
loss in memory about the details of the past comes another fundamental aspect, namely
that of reversibility. The Schrödinger equation as the fundamental quantum mechanical
time evolution equation is in principle time reversable invariant. So how can the system
nevertheless forget about initial conditions?

From a physical point of view, the notion of an equilibrium state itself may be viewed
to be deeply connected to such a nonequilibrium protocol as schematically illustrated in
Fig. (1.2). Most physical definitions of equilibrium require the notion of being not in
equilibrium at some instant of time in the sense that equilibrium states are special be-
cause they are those particular states that any physical system in the laboratory evolves
into after a sufficiently long time. Note that this scenario implies the subtle imposition
of initial conditions and thus the coupling to an environment that establishes this initial
preparation. Thus, such a system can be considered as closed at most only in a pertur-
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bative sense. Even though the coupling is necessary to establish the initial condition it is
assumed to be sufficiently weak in order to not affect the time evolution and thus the build
up of the equilibrium state. The conceptual importance of equilibrium states in statistical
mechanics originates in the possibility to describe their properties in terms of the appro-
priate ensembles- the microcanonical, canonical, and grand-canonical. For nonequilibrium
systems a comparable theory of ensembles is out of reach.

The fundamental question, however, which microscopic conditions are actually neces-
sary for closed quantum many-body systems to equilibrate is still not fully answered [137].
Central to this question is the notion of integrability for which, however, no precise and
generally accepted definition exists [28]. Integrable systems are supposed to be “simple”
and in most cases - at least in principle - exactly solvable. In contrast to integrable systems
nonintegrable ones are expected to thermalize. The microscopic origin of thermalization
for nonintegrable systems is attributed to the conjecture that each eigenstate of a noninte-
grable model system itself is thermal [164, 35, 144]. This conjecture is termed Eigenstate
Thermalization Hypothesis. In contrast, the asymptotic steady state for integrable system
is believed to be captured by generalized Gibbs ensembles [144] that bear a formal similar-
ity to canonical states but require the maximization of entropy constrained by much more
constants of motion than just energy. The mechanism and the conditions, however, that
allow for this drastic reduction of the number of constants of motion from a generalized
Gibbs ensembles to a canonical ensemble is yet unknown.

The external force changes the internal energy of the system and thus work is performed
that is a central quantity for a thermodynamic description of any nonequilibrium process.
Thermodynamics not only captures the equilibrium properties of the system of interest
but also the transitions between different equilibrium states even though the system might
not be in equilibrium in the meantime. Sometimes, however, physical systems cannot
be considered to be equilibrated in experiments as a matter of time scales [110, 30]. In
this context nonequilibrium work fluctuation theorems such as the Jarzynski equality [80]
and the Crooks relation [32] constitute an important recent development as they allow for
predictions of thermodynamic equilibrium quantities even though the system of interest
might be far beyond equilibrium.

For weak external perturbations there exists a general theory for the description of the
system’s properties called linear response theory. If the external force acting on the system
can be treated perturbatively, the response of the system is captured completely by the
system’s equilibrium fluctuations. This relation manifests itself in the famous Fluctuation-
Dissipation theorem [24] connecting susceptibilities with the system’s fluctuations. This is
particularly important for the description of experiments where the measurement apparatus
is supposed to couple to the system in order to extract information - typically in terms
of susceptibilities. At the same time, however, the measurement is supposed to be weak
enough not to alter the system’s properties that one is actually interested in.

In nonequilibrium scenarios beyond linear response the fluctuation-dissipation theo-
rems are in general violated. Starting with a seminal contribution by Jarzynski [80] it
was realized that there exists a more general class of fluctuation theorems that are also
valid arbitrarily far away from equilibrium. Contrary to its classical analogue the defi-
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nition of work performed on quantum systems has been clarified only recently [167]. As
a consequence of the inherent randomness in mixed states due to quantum fluctuations
work is a random variable with an associated probability distribution function termed
work distribution [167]. Despite of the average work performed the work distributions also
contain information about the corresponding fluctuations. The work fluctuation theorems,
most prominently the Jarzynski equality [80] and the Crooks relation [32], relate work
distribution functions - that are associated with nonequilibrium processes - to equilibrium
free energies that are inherently independent of the specific nonequilibrium protocol under
study. These remarkable identities have been used in experiments to extract free energy
differences of equilibrium states for classical systems [110, 30]. Concerning quantum sys-
tems it has not been possible to experimentally study the work fluctuation theorems in
particular due to the difficulty of measuring the elementary ingredient, the work distribu-
tion. An experimental realization for ions in Paul traps has been proposed [73] but not
realized yet.

In Sec. 3.3 it will be shown that there exists a class of optical absorption and emission
spectra that can be identified with work distribution functions for sudden quenches in
quantum impurity systems. These spectra are associated with the large class of x-ray edge
problems [115, 128, 129] that constitute one of the first nonequilibrium phenomena beyond
linear response discussed in the context of quantum many-body systems. In particular, the
experimental realization of x-ray edge spectra of simple quantum impurity model systems
in quantum dots will be discussed in Sec. 3.4 and the respective spectra are determined
analytically near the threshold in Sec. 3.5. The analysis in Ch. 3 provides the framework
to measure quantum work distributions for the first time and to experimentally verify the
Jarzynski equality or the Crooks relation in quantum systems.

The real-time dynamics on intermediate time scales before relaxation occurrs offers
a different perspective onto nonequilibrium processes. The time scales involved in the
relaxational dynamics of observables contain important information about the system’s
elementary excitations and the redistribution of excitations among the internal degrees of
freedom during time evolution. Systems can be trapped in meta-stable states, for example,
such as prethermalization plateaus [13]. In case of the Hubbard model they can be traced
back to the fermionic nature of the elementary excitations in the metallic phase and to the
restrictions for scattering processes in consequence of energy and momentum conservation
in combination with the Pauli principle [120].

In recent work it has been realized that the dynamical properties of quantum many-
body systems undergoing nonequilibrium time evolution can change sharply as a function of
a control parameter [11, 40, 153, 159, 117] suggesting a dynamical equivalent to equilibrium
phase transitions. In equilibrium a phase transition is associated with a sudden change
of properties in macroscopically large systems. For temperature driven phase transitions,
for example, the free energy becomes nonanalytic at the critical temperature. Whether
similar behavior can be found in nonequilibrium dynamics where the parameter is not
temperature but rather time itself is a recent subject of research. For classical systems a
definition for a dynamical phase transition has been introduced in the context of glasses [67].
These ideas have later been extended to also capture open quantum systems [57, 10].
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Concerning closed quantum systems, however, no conceptual framework for a dynamical
phase transition exists in the literature. In Ch. 4 a framework of a dynamical phase
transition in closed quantum systems will be introduced. It is based on the observation
that real-time nonanalyticities can occur in nonequilibrium time evolution at a critical
time generically. In this context the notion of generically is supposed to mean as generic
as there are equilibrium phase transitions. This property is based on an extension of the
concept of Fisher or Lee-Yang zeros to nonequilibrium quantities. In Sec. 4.2 this concept
of a dynamical phase transition will then be illustrated for a particular and paradigmatic
example of equilibrium phase transitions, the one-dimensional transverse field Ising model.

Systems under the influence of external forces that act continously approach steady
states that are almost exclusively nonthermal and thus allow to generate states with new
properties not accessible in equilibrium. One such class of continuous driving is provided
by perturbations that act periodically. Periodic forces can induce effectively renormalized
parameters allowing to design model Hamiltonians dynamically [38, 134, 175]. For suitable
values of the driving frequency this can even yield a dynamical localization of particles on
a chain [37]. The mapping onto dynamically generated effective equilibrium Hamiltonians
happens typically in the fast driving limit where the existence of the mapping can be traced
back to applying the Trotter formula on the time evolution operator. In Sec. 5.1 it is shown
that for a particular periodic driving in a Kondo model the Trotter formula is inapplicable
yielding a time-translational invariant state that, however, is not of equilibrium type as
Fluctuation-Dissipation theorems are violated. A periodic driving can also significantly
influence tunneling processes through barriers. In particular, hopping processes can be
enhanced because of a phenomenon known as photon-assisted tunneling [170] that can be
associated with tunneling processes under the absorption or emission of multiple quanta
of the driving frequency. In Sec. 5.1 and Sec. 5.2 it is demonstrated that this effect influ-
ences the dynamics particularly for the case of a periodically driven Kondo model and ac
transport through a quantum dot beyond linear response, respectively.

Interacting quantum many-particle systems under the influence of periodic external
forces pose new challenges especially in terms of methodology and have thus be discussed in
the literature only for a restricted class of systems among which are the Falicov-Kimball [50,
49, 173, 174], Bose- [38, 134] as well as the Fermi-Hubbard model [82, 42, 41, 175, 9]. In
contrast, the one-dimensional paradigmatic model of strongly correlated systems - the
Luttinger liquid - has not been studied in detail yet. Certain aspects, however, have been
analyzed recently [84, 133, 62]. In Sec. 5.3 the dynamics of a periodically driven system
of interacting fermions in one dimension will be investigated on the basis of the exact
bosonization solution.

From a technical point of view the nonequilibrium dynamics of quantum many-particle
systems is still a great challenge. There are exactly solvable models, of course, their dy-
namics, however, in the long-time limit are not necessarily generic. In particular, such
integrable models do not thermalize yielding instead an asymptotic steady state that is
rather described by a generalized Gibbs ensemble as already discussed before. Apart
from free fermionic or bosonic systems that can be solved directly, there are techniques
that allow for exact analytical solutions for complicated models. Among these are Bethe
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Ansatz [45, 119], bosonization [29, 111], and conformal field theory techniques [21]. In
this thesis the bosonization technique will be used extensively for the study of nonpertur-
bative model systems such as the Kondo model in Secs. 2.1 and 5.1, Luttinger liquids in
Secs. 2.2 5.3, and the anisotropic Heiseberg chain in Sec. 2.3. For perturbative calculations
of the dynamics of nonequilibrium systems the Keldysh technique [85] provides a general
framework. Due to its perturbative nature, however, it is only capable of weak pertur-
bations and its validity is only guaranteed for not too large times. Analytical access to
the dynamics beyond straightforward perturbation theory is provided by the flow equation
technique [91, 120, 65] that can be interpreted as a renormalization group method respect-
ing all energy scales on equal footing. It thereby allows to address nonequilibrium problems
within a renormalization group scheme where not just low energy degrees of freedom con-
tain important contributions. The flow equation technique is used in Sec. 3.3 to calculate
x-ray edge spectra of a Kondo model that is the paradigmatic system for strongly correlated
impurities. A different renormalization group approach for the analysis of nonequilibrium
dynamics is the real-time renormalization group in frequency space [154].

For the exact study of complicated models one typically has to resort to numerical sim-
ulations. For one-dimensional systems the time-dependent density matrix renormalization
group (t-DMRG) [155] has proven a highly flexible and valuable method for the simula-
tion of nonequilibrium dynamics. In Sec. 2.3 t-DMRG is used for the simulation of the
local energy dynamics in anisotropic Heisenberg chains. So far this technique is limited to
one-dimensional systems, extensions to also address higher dimensions are currently under
extensive research. Concerning low-dimensional systems another method of general appli-
cability is exact diagonalization [144]. The corresponding feasible system sizes, however,
are limited such that it is sometimes difficult to predict the system’s properties extrapo-
lated to the thermodynamic limit that one is mostly interested in. In the opposite limit of
large spacial dimensions or large lattice coordination number nonequilibrium extensions of
the dynamical mean-field theory (DMFT) provide the framework for exact numerical solu-
tions of correlated quantum systems in the thermodynamic limit [177, 50]. Within DMFT
the local dynamics of a complicated many-body lattice system such as the Hubbard model
is mapped onto a self-consistent impurity problem. This reduction in turn, however, can
cause problems for the study of systems without translational invariance or with magnetic
order although there is progress also in this direction. Within DMFT the local nonequi-
librium impurity problem has still to be solved. For that purpose other reliable methods
for the solution of impurity problems are required. One is provided by real-time Quantum
Monto Carlo techniques [122, 180] that are in principle exact. However, they suffer from
a dynamical sign problem for fermionic systems such that the maximal times that can be
reached are limited. The noncrossing approximation (NCA) and its extensions can be used
for the simulation of strong coupling impurity problems [125, 42]. In the low-temperature
limit, however, this method can fail. For equilibrium problems the Wilson NRG technique
has proven extremely useful for the numerical simulation of impurity problems. A nonequi-
librium extension has been introduced in terms of the so-called time-dependent NRG [4].
Due to the logarithmic discretization in some cases, however, the weak resolution at high
frequencies can lead to problems in nonequilibrium scenarios. The functional renormaliza-
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tion group (fRG) [150] provides a generic procedure for the analysis of strongly correlated
systems. It is especially suitable for static quantities, frequency-dependent quantities, how-
ever, are not easily accessible. Additionally, there exist semiclassical methods such as the
truncated Wigner approximation [135, 2]. This technique, however, can underestimate the
influence of quantum effects as quantum fluctuations are only incorporated via the initial
preparation of the system and the dynamics is simulated classicaly.

The outline of this thesis is as follows. In the beginning of Ch. 2 a generic nonequilibrium
protocol will be introduced - the quantum quench. Its implications will be studied taking
into account different aspects in terms of real-time dynamics, properties of steady states,
and thermodynamics. The real-time dynamics caused by sudden local perturbations is
studied for particular and paradigmatic examples of strongly correlated systems in Ch. 2.
This includes the switch on of the exchange interaction in the Kondo model in Sec. 2.1,
the properties of an injected mobile impurity propagating in a chiral Luttinger liquid 2.2,
and the local energy dynamics in anisotropic one-dimensional Heisenberg chains 2.3. The
thermodynamic perspective of quantum quenches will be studied in Ch. 3. The concept of
work distribution functions is introduced in Sec. 3.1 and the related nonequilibrium work
fluctuation theorems such as the Jarzynski equality and the Crooks relation in Sec. 3.2.
Particular attention will be paid to the difficulty to measure quantum work distribution
functions which has not been achieved yet experimentally. In this context it will be shown in
Sec. 3.3 that work distribution functions for quantum impurity models have been measured
for decades in terms of optical x-ray edge spectra. A specific experimental implementation
of x-ray edge spectra in quantum dots will be discussed in Sec. 3.4.2 and 3.5 allowing to
study the nonequilibrium work fluctuation theorems in experiments. In Ch. 4 the possibility
of the existence of dynamical phase transitions will be discussed and a new framework
will be proposed for its definition. This concept will then be applied to a particularly
important example in terms of the one-dimensional transverse field Ising model in Sec. 4.2.
The influence of a periodic driving onto the properties of quantum many-body systems will
be addressed in Ch. 5. As particular examples a periodic switch on and off of the exchange
interaction in the Kondo model in Sec. 5.1, ac transport through a resonant level model
in Sec. 5.2, and a periodic modulation of the interaction strength in a Luttinger liquid 5.3
will be investigated.



Chapter 2

Local quantum quenches

The prime and paradigmatic example for the study of nonequilibrium dynamics consists
in preparing the system in a prescribed nonequilibrium state whose evolution according
to the system’s Hamiltonian is then monitored in time. Practically, such a scenario can
be implemented in terms of a so-called quantum quench. Note that we will consider only
quantum systems in the following. Let the system Hamiltonian H = H(λ) depend on some
external parameter λ that can for example be an electric or magnetic field, the hopping
amplitude of particles on a lattice, the interaction strength between particles etc. In a
quantum quench the system is prepared in the equilibrium state ρ0 of the Hamiltonian
H0 = H(λ0) at some given initial value λ0 of the external parameter. At a certain moment
in time, t = 0 say, this parameter is suddenly changed to a new value λf corresponding
to a new Hamiltonian Hf = H(λf ). For the general case where the initial state density
matrix ρ0 does not commute with the final Hamiltonian Hf the system will acquire a time-
dependence and its nonequilibrium dynamics are governed by the von Neumann equation:

i
d

dt
ρ0(t) = [Hf , ρ0(t)]. (2.1)

Quantum quenches can be classified into two different categories termed global and local.
For global quenches the perturbation acts on the whole system yielding an extensive av-
erage work performed. Local quenches only affect small nonextensive parts of the system
implying a nonextensive average work. Here, pathological cases with sub- or superexten-
sive scaling of the work performed as they appear in nonextensive thermodynamics are
ignored.

For a quantum quench one may address different aspects as schematically depicted in
Figure 2.1. Due to the change in the Hamiltonian work is performed on the system - an
essential element of thermodynamics. Thermodynamics is not only capable of character-
izing the equilibrium properties of macroscopic systems. It can also describe transitions
between equilibrium states even though the system may be out of equilibrium in the mean-
time as in the quantum quench scenario. The question whether the asymptotic final state
of the quenched system can be identified with an equilibrium state, i.e., whether the system
thermalizes, is an important question from a fundamental point of view. For intermediate



10 2. Local quantum quenches
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Real-time dynamics

Thermodynamics

Memory of initial state
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Figure 2.1: Illustration of the central questions associated with quantum quenches.

times the system undergoes a real-time evolution that can be characterized on the basis of
the dynamical behavior of the system’s observables.

Thermodynamics. From a thermodynamic point of view the sudden switching of an
external parameter λ of an otherwise isolated and closed physical system induces an abrupt
change in its internal energy. Due to the first law of thermodynamics this is equivalent of
having performed the work

Wav = Tr[ρ0Hf ]− Tr[ρ0H0] ≥ ∆F. (2.2)

According to the second law of thermodynamics Wav is bounded from below by the free
energy difference ∆F = F (λf , T ) − F (λ0, T ) of the equilibrium states corresponding to
the parameters λ0 and λf at the same temperature T provided the system is initially
prepared in a state at temperature T . As already emphasized in the Introduction, see
Ch. 1, quantum work is a random variable [167]. The associated probability distribution
function termed work distribution is the central object for the study of work fluctuation
theorems such as the Jarzynski equality [80, 123] and the Crooks relation [32, 168, 166, 26].
These constitute a far from equilibrium analogue to the well-known fluctuation-dissipation
theorem [24]. The Jarzynski equality replaces the lower bound for the average work in
the second law by a strict equality relating work with free energy differences ∆F . A more
detailed account on this subject can be found in Ch. 3.

Thermalization. In statistical physics it is commonly accepted that realistic macro-
scopic systems once taken out of equilibrium evolve into their equilibrium configuration
describable by microcanonical, canonical or grand-canonical ensembles after a sufficiently
long time. One fundamental question associated with this expected behavior is whether
and under which conditions a specific closed system prepared in a non-equilibrium state is
actually able to reach equilibrium without coupling to an environment. For classical sys-
tems there exists a comprehensive understanding of this thermalization process in terms of
ergodicity, mixing and chaos. Concerning quantum systems, however, the understanding
is far from being complete.
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For local quenches it is generally expected that local observables thermalize for thermo-
dynamically large systems despite of special cases where symmetry constraints can cause
a memory of the initial state [65]. The argument for the expected thermalization is as
follows. A local quench generates localized excitations. During time evolution the initial
perturbation will delocalize. For a thermodynamically large system this will yield a spread
of the localized perturbation over the whole space to infinity in the asymptotic long-time
limit. In this way the influence of the local perturbation on local observables will at most
be of the order O(1/V ) with V the system size and thus negligible in the thermodynamic
limit. For a finite system the situation differs, of course, due to finite recurrence times.
Concerning global observables the influence of the local perturbation can survive. The
total energy, for example, still contains the information about the initial perturbation.
Analogously, the average work performed after the local quench contains non vanishing
contributions in the thermodynamic limit. In Secs. 2.1,2.2, and 2.3 below local quenches
are analyzed in detail in different model systems.

In case of global quenches the question of thermalization is much more subtle and
still under debate [137]. Elementary to the discussion of thermalization is the notion
of integrability. Note, however, that there is no precise generally accepted definition of
integrability in the quantum case [28]. Typically, integrable systems are supposed to be
simple and in most cases exactly solvable.

Concerning the relaxation behavior one generically expects that nonintegrable sys-
tems, such as the Hubbard model [40] and the Bose-Hubbard model [96, 16] thermalize.
Within the Eigenstate Thermalization Hypothesis (ETH), put forward independently by
Deutsch [35] and Srednicki [164], the thermalization of nonintegrable systems is attributed
to the conjecture that operator expectation values are smooth functions of energy or equiva-
lently that the individual eigenstates themselves are thermal. The ETH has been confirmed
for systems whose eigenstates obey Berrys conjecture [164], integrable systems perturbed
by a single matrix of a Random matrix ensemble [35], and in numerical simulations of
hard-core bosons on a lattice [144, 143].

For the description of the steady state of integrable systems Rigol et al. [144] proposed
a Generalized Gibbs Ensemble (GGE) that is constructed by maximizing the entropy
constrained by constants of motion. The validity of the GGE when considering a maximal
set of constants of motion has been shown by Ref. [144]. The question whether there exists
a reduced set [145], confirmed for several exactly solvable systems [29, 39], is still not fully
answered. For initial states with broken translational invariance, for example, the reduced
set is not capable of describing correlations [52]. When restricting to a local subsystem the
validity of the reduced set has been proven for a large class of quadratic Fermi and Bose
systems [12] as well as for special limits in the Bose-Hubbard model [31].

Real-time dynamics. Another important aspect related to quantum quenches con-
cerns the system’s real-time and relaxational dynamics. Due to the quench the system has
to adapt to the externally prescribed perturbation and to redistribute the corresponding
excitations among its internal degrees of freedom. Depending on the details of the respec-
tive system and the quench parameters the time scales for relaxation contain important
information about the elementary excitations and processes for the system under study.
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Even though nonintegrable systems such as the Fermi-Hubbard model are expected to
thermalize there can exist extended regimes where the corresponding system is trapped in
an approximate nonthermal steady state before complete thermalization occurs [13, 120,
40]. For a restricted class of systems these so-called prethermalization plateaus [13, 120] can
be traced back to the proximity of integrable points [95]. In case of the Hubbard model
this reflects the fermionic nature of elementary excitations in the metallic phase whose
dynamics is strongly restricted by energy and momentum conservation in combination
with the Pauli principle [120].

Depending on the quench parameters it has been shown for a number of model sys-
tems that the relaxational dynamics can change its qualitative behavior abruptly [11, 40,
159, 153, 117]. In analogy to equilibrium phase transitions this suggests the existence of a
dynamical equivalent in nonequilibrium dynamics. For classical systems a framework for
dynamical phase transitions has been invented initially for the study of glasses [67, 55, 56].
This phase transition happens in the space of trajectories where according to a measure of
activity the dominant trajectories can be classified either as active or inactive. Recently,
this concept has been transferred first to small [57, 54] and later to macroscopically large
open quantum systems [10]. In Ch. 4 a different concept for a dynamical phase transition
is introduced for closed quantum systems that is defined on the basis of real-time nonan-
alyticities. This corresponds to a breakdown of short time expansions in analogy to the
breakdown of, e.g., high-temperature, expansions at equilibrium critical points.

An important question in the study of real-time dynamics concerns the asymptotic
relaxational scaling laws of observables and their dependence on the parameters of the
model. The relaxational dynamics can show new emergent nonequilibrium time scales not
present in equilibrium such as the doublon decay rate in the Fermi-Hubbard model [161].
In Ch. 4 another example of emergent time scales will be shown for transverse magnetic
field quenches in the one-dimensional Ising model and as well as the connection to the
above mentioned dynamical quantum phase transition.

Below, the real-time dynamics in consequence of local quenches will be studied for an
interaction quench in the Kondo model (Sec. 2.1), for the sudden switch on of a mobile
impurity in a chiral Luttinger liquid (Sec. 2.2), and for the local energy dynamics in spin-
1/2 Heisenberg chains (Sec. 2.3).

2.1 Publication: Interaction quench dynamics in the

Kondo model

The Kondo model constitutes the paradigm for the field of strongly correlated impurity
systems. Historically, the Kondo effect is connected to resistivity measurements of metals
showing an increase of the resistivity for decreasing temperature below a certain threshold.
For details see the book by Hewson [70]. This anomalous behavior is not consistent with
the picture emerging from electron-electron interactions and the scattering between elec-
trons and phonons which predicts a decline in resistivity onto a finite value due to static
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impurities. The essential mechanism has been identified by Jun Kondo who showed that
magnetic impurities - which support internal dynamical degrees of freedom in contrast to
static impurities - yield the desired behavior [97]. Magnetic impurities interact with the
itinerant electrons via a spin exchange interaction [70]

H =
∑

k,η=↑↓

εkc
†
kηckη +

J

2

∑

kk′

[
c†k↑ck′↑ − c†k↓ck′↓

]
Sz +

J

2

∑

kk′

[
c†k↑ck↓S

− + c†k↓ck↑S
+
]
. (2.3)

The operator c†kη creates an electron of spin η =↑, ↓ and momentum k with energy εk in
the conduction band of the metal. The electrons can scatter off the magnetic impurity
either by retaining both the impurity as well as the electron spin or by flipping both of
them. The internal spin-1/2 degree of freedom is implemented in terms of the spin raising
S+ and lowering S− operators. The spin state of the impurity is measured by the operator
Sz. The strength of the exchange interaction is determined by the dimensionless coupling
g = ρJ with ρ the noninteracting density of states of the conduction band at the Fermi
level.

Even though g � 1 for nearly all realistic systems the properties of the Hamiltonian
H in Eq. 2.3 are not accessible perturbatively in g except at very high temperatures. The
energy and temperature scale associated with the breakdown of perturbation expansions
is the Kondo temperature

kBTK = D
√
ge−1/g (2.4)

with kB Boltzmann’s constant and D an energy scale of the order of the bandwidth of the
conduction band. The nonperturbative relation between TK and the interaction strength
g is a signature of the strong correlations in the system.

For temperatures T � TK the local spin essentially behaves as if it were free up to small
logarithmic corrections residual of the strong correlations. As the temperature is lowered
the itinerant electrons develop a localized spin polarization in the vicinity of the local
magnetic moment that is termed the Kondo cloud. For temperatures T � TK the Kondo
cloud establishes a mechanism to screen the local spin by successively binding the local
spin at lower temperatures into a singlet at zero temperature. This so-called Kondo singlet
now acts as a strong static potential scatter with an associated phase shift δ/π = 1/2 [127].
The most prominent feature of the Kondo effect at temperatures T . TK is the buildup
of the Kondo resonance that is a sharp peak in the local density of states pinned to the
Fermi level.

The nonperturbative nature of the Kondo effect stimulated many important devel-
opments in condensed matter theory such as poor man’s scaling [7] and the numerical
renormalization group (NRG) [184]. The Kondo model is exactly solvable via Bethe
ansatz [8, 182] allowing for the calculation of thermodynamic quantities. Additionally,
the Kondo model has been analyzed using a variety of different approaches such as flow
equations [91], functional renormalization group [90], and many more [70].

Before the invention of quantum dots experiments on the Kondo effect were limited
to bulk samples of metals with a finite concentration of magnetic impurities where it is
practically impossible to address individual magnetic moments. Moreover, screening effects
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due to the itinerant electrons in the bulk prevent the presence of large electric or magnetic
fields such that only the linear response regime has been experimentally accessible. For
systems based on quantum dots, however, it possible to apply large fields to single quan-
tum impurities. For more details on quantum dots see Ch. 3. In the appropriate regimes
they can act as single Kondo impurities [59]. Thus, it is possible to study the nonequi-
librium properties of Kondo systems beyond linear response. In transport measurements
the conductance of Kondo impurities has been measured also for large bias voltages across
the quantum dot [183]. Additionally, the influence of microwave radiation on the Kondo
effect and its suppression for increasing light intensity has been investigated [44]. Recently,
optical spectra have been recorded that correspond in the spirit of the x-ray edge problem
- for more details see Ch. 3 - to the sudden switch on of a Kondo impurity [104].

Local quench dynamics of Kondo and related models have been investigated in a number
of works using different methods [107, 111, 112, 125, 5, 6, 108, 140]. The noncrossing
approximation (NCA) has been used to demonstrate that the time scale tk = T−1

K for
the buildup of the Kondo effect is set by the inverse of the Kondo temperature TK [125].
The exponential relaxation of the local spin magnetization has been analyzed on the basis
of the time-dependent numerical renormalization group approach (TD-NRG) [5, 6], flow
equations [111], form-factor approach [108], and bosonization in the Toulouse limit [107,
111, 140]. The nonequilibrium local spin-spin correlation function has been studied both
using flow equations and bosonization in the Toulouse limit [111, 112].

In the above mentioned Toulouse limit [172] the anisotropic Kondo model becomes
exactly solvable by bosonization and refermionization [107, 186] even under nonequilibrium
conditions [111, 112]. Below, the local magnetization dynamics and the local spin-spin
correlation function are investigated on the basis of the exact solution on the Toulouse line
for a sudden switch on of the Kondo exchange interaction in the presence of a magnetic
field. As for the case without magnetic field the local observables such as the magnetization
and the spin-spin correlation function thermalize in the long-time limit. It is found that
the time scale for relaxation is solely set by the Kondo temperature. Even though the
magnetic field does not enter the value of the decay rate of the local magnetization it
changes its asymptotic long-time scaling law. For both the spin-spin correlation function
as well as the magnetization the magnetic field leads to oscillations in real-time evolution.

The following article has been published in Journal of Physics: Condensed Matter.
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Abstract
In this work we investigate the quench dynamics in the Kondo model on the Toulouse line in the
presence of a local magnetic field. It is shown that this setup can be realized by either applying
the local magnetic field directly or by preparing the system in a macroscopically spin-polarized
initial state. In the latter case, the magnetic field results from a subtlety in applying the
bosonization technique where terms that are usually referred to as finite-size corrections
become important in the present non-equilibrium setting. The transient dynamics are studied by
analyzing exact analytical results for the local spin dynamics. The timescale for the relaxation
of the local dynamical quantities turns out to be exclusively determined by the Kondo scale. In
the transient regime, one observes damped oscillations in the local correlation functions with a
frequency set by the magnetic field.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

In recent years the possibility to experimentally study
non-equilibrium dynamics in quantum many-body systems
stimulated theoretical investigations of various model systems
out of equilibrium. Of particular interest for this work is the
observation that quantum dots can act as magnetic impurities
displaying Kondo physics [1]. Due to the flexibility to vary
system parameters in time by applying unscreened electrical
or magnetic fields, quantum dots offer the framework for
the experimental investigation of non-equilibrium dynamics in
quantum impurity systems.

The Kondo model describes the physics of a localized spin
1/2 coupled to a fermionic bath via an exchange interaction.
At low temperatures, the sea of conduction band electrons
develops a spin polarization cloud, the so-called Kondo cloud,
providing a mechanism to screen the local magnetic moment.
In the zero temperature limit, the screening becomes dominant
leading to the emergence of the Kondo singlet such that the
spin polarization cloud is bound to the local spin with an
associated binding energy TK, the Kondo temperature. The
Kondo effect manifests itself most prominently in the Kondo

resonance, a sharp peak in the local density of states that is
pinned at the Fermi energy.

As the Kondo model is the paradigm model for strongly
correlated impurity systems, it is of particular interest that
for a certain line in parameter space, the Toulouse limit, the
Kondo model becomes exactly solvable by a mapping onto
a quadratic resonant level model [2, 3]. In equilibrium as
well as for an interaction quench, the Toulouse limit describes
correctly many generic and universal properties of the Kondo
model [3–5] such as the local spin dynamics that are also
investigated in this work. Due to the complexity of time
evolution for systems out of equilibrium it is instructive
to investigate those particular examples where exact and
nonperturbative solutions are accessible.

Most of the work on time-dependent non-equilibrium sys-
tems has been concentrating on interaction quenches [4–12].
Due to its paradigmatic importance, the non-equilibrium
quench dynamics in the Kondo model or the related Anderson
impurity model in the local moment regime have been analyzed
in a number of works [4–10]. Here, the transient dynamics in
the Kondo model will be investigated for an interaction quench
in presence of a local magnetic field. It will be shown that this

0953-8984/10/345604+08$30.00 © 2010 IOP Publishing Ltd Printed in the UK & the USA1
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scenario may be realized by either applying a local magnetic
field directly or by preparing the system in a state in which the
conduction band carries a macroscopic spin polarization. As
the Kondo effect is sensitive to spin degeneracy, the local mag-
netic field is expected to influence the properties in the Kondo
model considerably. The analysis of the transient dynamics and
the emergence of the steady state will focus on the local spin
dynamics as they are directly affected by the local magnetic
field.

In the non-equilibrium setting where the lead carries
a macroscopic initial spin polarization a subtlety in the
application of the bosonization technique arises. Under certain
circumstances as in this setting, terms that are usually referred
to as finite-size corrections may turn out to be relevant in the
non-equilibrium case. As a consequence of the ‘finite-size
contributions’ the spin-polarized initial state effectively acts as
a local magnetic field applied to the local spin.

This paper is organized as follows. In section 2, the
effective Hamiltonian for the dynamics in the presence of a
local magnetic field is derived. Afterward, the magnetization
of the impurity spin is investigated in section 3. Section 4 is
devoted to an analysis of the spin–spin correlation function and
the results for the dynamical spin susceptibility are presented
in section 5.

2. Effective Hamiltonian

The dynamics of a spin-1/2 coupled to a sea of electrons via
an exchange interaction is described by the Kondo model:

H =
∑

kη

k:c†
kηckη: +

∑

i

Ji

2

∑

η,η′
:�†

η(0)σ
η,η′
i Si�η′(0):. (1)

The operator c†
kη creates an electron with wavevector k and spin

η =↑,↓ in the reservoir. Here, we allow for an anisotropy in
the exchange interaction resulting in different couplings in the
z-direction, Jz = J‖, and in the xy plane, Jx = Jy = J⊥.
In the following, the couplings are all given in units of the
noninteracting density of states. The colons : · · · : denote
normal ordering with respect to the Fermi sea. The local spin
operator �S with components Si , i = x, y, z, is coupled to
the local spin density of the conduction band electrons whose
components are determined by the Pauli matrices σi . The
electron’s dispersion relation has been linearized around the
Fermi level and energies are measured in units of vF relative
to the Fermi energy, i.e. vF = 1 and εF = 0. As the local
scatterer is assumed to be pointlike, only s-wave scattering
occurs reducing the problem to a one-dimensional one [3].
For an additional magnetic field h∗ applied to the local spin,
the Hamiltonian in equation (1) acquires an extra contribution
−h∗Sz .

In the following, we will work in the Toulouse limit of the
Kondo model where the parallel coupling takes a special value
J‖ = 2−√

2. The relevance of the Toulouse point in the single
channel Kondo model is twofold. First, it allows for exact
analytical results in a strongly correlated system. Secondly, the
Toulouse point governs many generic and universal properties
for the whole parameter regime including the experimentally

relevant isotropic case. Especially, it has been shown that
the local spin dynamics, also investigated in this work, show
generic behavior in equilibrium as well as out of equilibrium.
Other universal quantities, however, such as the Wilson ratio
explicitly depend on the anisotropy.

In the following, two non-equilibrium scenarios will be
investigated that turn out to induce the same dynamics. The
first is an interaction quench in the Kondo model in the
presence of a magnetic field, i.e. the coupling J in the
Kondo Hamiltonian is suddenly switched on while a local
magnetic field is acting on the local spin. The second
scenario investigates the dynamics in the Kondo model if the
system is initially prepared in a state with a macroscopic spin
polarization.

In equilibrium, the anisotropic Kondo Hamiltonian
in the Toulouse limit can be mapped onto an exactly
solvable resonant level model using bosonization and
refermionization [3]. As has been shown by Lobaskin and
Kehrein, such a mapping also exists in the case of an interaction
quench where an additional local potential scattering term
emerges [4]. Below, the implementation of the bosonization
technique for the Kondo Hamiltonian with an applied local
magnetic field will be presented. The bosonization technique
is based on the bosonization identity

ψη(x) = 1√
a

Fηe−i 2π
L Nηx e−iφη(x), η =↑↓, (2)

that establishes a connection between fermionic fields ψη(x)
and bosonic fields φη(x) as an elementary operator identity
in Fock space, see [13] for a recent review. Here,
φη(x) = − ∑

q>0[e−iqx bqη + eiqx b†
qη]e−aq/2/

√
nq , bqη =

−i/
√

nq
∑

k c†
k−qηckη , q = 2πnq/L with nq ∈ N, L is the

system size and a−1 > 0 is an ultraviolet cutoff. The Klein
factor Fη accounts for the annihilation of one electron as this
cannot be accomplished by the bosonic field φη(x).

As usual, the bosonized Hamiltonian in the Toulouse
limit can be simplified tremendously by applying a sequence
of unitary transformations. First, the charge and spin (c, s)
degrees of freedom are separated by introducing φc/s(x) =

1√
2
[φ↑(x) ± φ↓(x)], N̂c/s = 1

2 [N̂↑ ± N̂↓]. The charge sector
decouples from the impurity problem and will be neglected in
the following.

In the Toulouse limit where J‖ = 2 − √
2, the Emery–

Kivelson transformation U = ei[√2−1]φs (0)[Sz−1/2] eliminates
the many-body interaction term in the Kondo Hamiltonian
that couples to the Sz operator. Refermionization of the
transformed Hamiltonian reduces the problem to a quadratic
and therefore exactly solvable one. For that purpose, another
unitary transformation U2 = eiπ N̂s Sz has to be imposed [14].
This allows us to define the fermionized spin operator d =
e−iπ [N̂s −Sz]S− and its Hermitian conjugate d† as well as new
spinless fermionic fields

ψ(x) = 1√
a

Fse−i 2π
L N̂s x e−iφs (x), Fs = F†

↓ F↑, (3)

with modes ck = (2πL)−1/2
∫

dx eikxψ(x). In the case of
an applied local magnetic field h∗, an additional contribution

2
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−h∗Sz appears in the Hamiltonian. The Sz operator commutes
with the unitary transformations U and U2 and can be related
to the fermionic d operators in the following way:

Sz = d†d − 1
2 . (4)

Thus, a local magnetic field induces a shift of the energy of
the d fermion. After the mapping, the effective Hamiltonian
reduces to a noninteracting resonant level model with an
additional local scatterer:

Heff =
∑

k

k:c†
k ck : − ε0d†d + g

∑

kk′
:c†

k ck′ :

+ V
∑

k

[c†
k d + d†ck] +	E (5)

where V = J⊥
√
π/(2aL), g = [√2 − 1]π/L, ε0 = h∗ and

	E denotes a constant energy shift. The magnetic field solely
enters the Hamiltonian by shifting the local d level ε0 away
from the Fermi level.

The Kondo scale can be related to parameters of the
resonant level model Hamiltonian by the impurity contribution
to the Sommerfeld coefficient in the specific heat [4]: Cimp =
γimpT with γimp = wπ2/3TK. Here, w = 0.4128 is the Wilson
number. In this way the Kondo temperature is determined by
TK = πw	 where 	 = V 2 L/2.

As will be shown in the following, a Hamiltonian of the
same structure as in equation (5) is induced by preparing the
system in a state with a macroscopic spin polarization:

|ψ0〉 =
∏

0<k<k∗

c†
k↑|0〉 ⊗ |χ〉. (6)

Here, |0〉 is the filled Fermi sea and |χ〉 a wavefunction for the
local spin. For simplicity, we set the initial spin wavefunction
|χ〉 = |↑〉 in the following. The wavevector k∗ denotes the
electronic state up to which the spin-up electrons are filled.
Indeed, the state |ψ0〉 carries a macroscopic spin polarization:

N̂s |ψ0〉 = L

4π
k∗|ψ0〉. (7)

The operator N̂s = [N̂↑ − N̂↓]/2 measures the total spin of the
conduction band electrons.

Note, that Kondo impurities attached to ferromagnetic
leads [15] describe a different setup, as there the chemical
potentials for the up and down spin electron species are
identical, whereas the corresponding densities of states are
different. Here, the chemical potentials differ in the initial state
and it is assumed that the densities of states are identical by
choosing the same Fermi velocities for the up and down spin
electrons. This is reasonable as long as the wavevector k∗ is
small enough in order to neglect the influence of curvature on
the dispersion relation.

Using the bosonization technique for the mapping onto a
quadratic effective Hamiltonian, it is important to recognize
that expressions like

lim
L→∞

2π

L
N̂s �= 0 (8)

do not vanish in the thermodynamic limit due to the
macroscopic initial spin polarization. Those terms usually

appear as finite-size corrections when expressing the fermionic
density in terms of the bosonic fields and the number operators
and cannot be neglected in the present study. As has been
shown recently, the application of the bosonization technique
requires additional effort in non-equilibrium scenarios [16, 17].
The implications of equation (8) will be studied in the
following for the kinetic energy of the spin sector H0s that
equals in terms of the bosonic field φs and the number operator
N̂s :

H0s =
∫

dx 1
2 : (φs(x))

2 : +2π

L
N̂2

s . (9)

Due to the spin conservation condition [14]

ST = N̂s + Sz = const. = L

4π
k∗ + 1

2
L→∞−→ L

4π
k∗ (10)

one can express the latter term of the right-hand side in
equation (9) in terms of the total spin ST and the Sz operator
such that:

2π

L
N̂2

s = 2π

L
S2

T − k∗Sz + π

2L
= −k∗Sz + const. (11)

Here, the identity S2
z = 1/4 has been used. Only in the case of

a macroscopic spin-polarized initial state, one therefore obtains
an additional non-vanishing contribution that is equivalent to a
magnetic field of strength k∗ applied to the local spin. As in
this example, the operator N̂s can always be converted into a
constant and the local spin operator Sz generating new terms
in the Hamiltonian compared to the equilibrium or interaction
quench case without a magnetic field. In the end one arrives
at an effective Hamiltonian that is equal to equation (5) with
ε0 = 2π

L [1 − J‖]ST = [√2 − 1]k∗/2.
As shown in appendix, the occupation distribution fk =

〈ψ0|c†
k ck |ψ0〉 of the spinless fermionic operators in the initial

state equals:

fk = θ

(
k∗
2

− k

)
. (12)

The chemical potential k∗/2 in the initial state can be
compensated by defining new operators ak = ck−k∗/2 in terms
of which the structure of the effective Hamiltonian does not
change. All ck operators are replaced by aks, only the energy
of the local level gets modified to ε̃0 = k∗/

√
2. Therefore, the

initial state effectively acts as a magnetic field of strength:

h∗ = k∗√
2
. (13)

Notice that the magnetic field seen by the impurity spin
depends on J‖, that characterizes the strength of the coupling
between the z component of the local spin and the z component
of the spin polarization cloud generated by the itinerant
electrons. In the Toulouse limit, the parallel coupling is fixed
to a comparatively large value J‖ = 2 − √

2. We expect,
however, that independent of the actual coupling strength and
away from the Toulouse limit the spin-polarized initial state
always acts as a local magnetic field. Moreover, even in the
limit J‖ → 0, there is an effective magnetic field stemming
from the kinetic energy of the spin sector, see equation (11).

3
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The only relevant quantity is the total effective magnetic field
h∗ seen by the impurity spin.

Concluding, it has been shown that the dynamics in the
Kondo model for an initially spin-polarized state of the type in
equation (6) is equivalent to an interaction quench in presence
of a magnetic field, see equation (5).

3. Magnetization

The local spin dynamics for an interaction quench in the Kondo
model without magnetic field are well studied in the literature.
In such a scenario, the magnetization Ph∗=0(t) = 〈Sz(t)〉h∗=0

of the impurity spin [4, 3, 10, 18]

Ph∗=0(t) = P(0)e−2	t (14)

decays to zero exponentially fast on a timescale 1/2	 that is
set by the Kondo timescale tK = 1/TK = 1/(πw	).

As the local spin is sensitive to a local magnetic field, one
expects that the magnetization dynamics differ considerably
compared to the interaction quench case. Due to equation (4),
the magnetization P(t) is equivalent to the local d level
occupation n̂d = d†d up to a constant:

P(t) = 〈n̂d (t)〉 − 1
2 . (15)

As the effective Hamiltonian in equation (5) is quadratic,
the time evolution of the single-particle operators ck and
d is entirely determined by Green’s functions Gll′ (t) =
θ(t)〈{cl(t), cl′ }:

cl(t) =
∑

l′
Gll′ (t)cl′ , l, l ′ = k, d (16)

where G is a unitary matrix. Green’s functions Gll′ (t) can
be obtained by using the equations of motion approach, for
example. As a result, one obtains for the magnetization of the
impurity spin:

P(t) = 1
2 [1 +(0)]e−2	t − e−	t(t)+ 1

2(0) (17)

where (t) = (2/π)
∫ h∗/	

0 dω cos(ω	t)/(1 + ω2) and
(0) = (2/π) atan(h∗/	). Notice that this agrees with the
result in equation (14) in the limit h∗ → 0 as expected. Plots
of the magnetization for different values of the magnetic field
h∗ are shown in figure 1. As one can see, the timescale
for relaxation of the magnetization is exclusively set by the
Kondo scale tK independent of the magnetic field. For the
local level occupation in an interaction quench in a Majorana
resonant level model, the equivalent relaxation behavior has
been observed in a recent work by Komnik [12]. The timescale
t∗ = 1/h∗ associated with the magnetic field dominates the
transient dynamics as long as t∗ < tK, i.e. the magnetic field
h∗ > TK is sufficiently large.

As the curves in figure 1 indicate, the initial decay of the
magnetization is universal in the sense that it is independent of
the magnetic field or equivalently the initial spin polarization
and exactly equals the interaction quench case:

〈Sz(t)〉 t�t∗,tK≈ 1
2 −	t + O(t2). (18)

Figure 1. Magnetization P(t) = 〈Sz(t)〉 for different values of the
local magnetic field h∗/TK = 9, 7, 5, 3, 1 from top to bottom.

The impurity spin is flipped without recognizing the presence
of the magnetic field or the spin-polarized lead at short times.
Approaching the timescale t∗, one observes a deviation from
this universal initial decay and P(t) reaches its minimum
leading to overshooting. For sufficiently large magnetic fields
h∗ > TK and for times t > t∗, damped oscillations appear
and the magnetization finally saturates at a value P(t =
∞) = π−1atan(h∗/	), that is the equilibrium value of the
magnetization in the Kondo model with an applied magnetic
field h∗.

In terms of the initial spin polarization, the finite
asymptotic value of the magnetization indicates that the
impurity is not able to depolarize the system although it can
flip spins. Due to spin conservation, compare equation (10),
the subspace of the total Hilbert space Hdyn that is accessible
by the dynamics can be restricted to [14]:

Hdyn = H+ ⊕ H− (19)

where the subspaces H±

H+ = span[|ST + 1
2 ,⇓〉], H− = span[|ST − 1

2 ,⇑〉]
(20)

contain those states that have a sea of conduction band
electrons with spin ST ± 1

2 and a local spin on the impurity
with spin ⇓,⇑. The impurity is therefore able to flip spins,
the spin conservation condition, however, limits the maximally
possible induced change of spin in the conduction band to
one spin flip process from spin-up to spin-down such that the
impurity is not able to compensate for the macroscopic initial
spin polarization.

For large magnetic fields, h∗ � TK, the magnetization for
times t � t∗ = 1/h∗

δP(t)
h∗�TK−→

[
(0)− 1

2

]
e−2	t − 2	

πh∗
sin(h∗t)

h∗t
e−	t (21)

reveals the frequency �∗ = h∗ of the oscillations in the
magnetization that can be clearly seen in figure 1. Here
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δP(t) = P(t) − P(t = ∞) denotes the deviation from the
asymptotic equilibrium value P(t = ∞).

For arbitrary fields h∗ �= 0, the asymptotic long-time
behavior of the magnetization

δP(t)
t�t∗,tK−→ − 2

π

	2

	2 + h2∗

sin(h∗t)

	t
e−	t (22)

changes significantly compared to the interaction quench
case without magnetic field, see equation (14), where it is
exponential with rate 2	. Even a small magnetic field slows
down the decay. It becomes exponential at a rate 	 times
an algebraic contribution proportional to (	t)−1. Recently,
a similar slow asymptotic decay for the magnetization in
presence of a magnetic field was found in the work by Ratiani
and Mitra [9] where the transient dynamics in a quench from
a single to a two-channel Kondo model has been studied. In
the work of [19], the relaxation dynamics of the local level
occupation in an interacting resonant level model has been
investigated. Comparing their analytical long-time asymptotics
with the result in equation (22), one finds perfect agreement.
Regarding equation (22), in the limit h∗ → 0 the asymptotic
long-time behavior of the magnetization crosses over into the
interaction quench dynamics without magnetic field, compare
equation (14), since the prefactor vanishes. The decay becomes
proportional to e−2	t as one can see from equation (17) with
(t) = 0 for h∗ = 0.

In equilibrium as well as for an interaction quench, it
has been shown that the Toulouse limit of the Kondo model
describes qualitatively correct the dynamics of the local spin
observables [3–5]. One may raise the question whether
this extends to the present case with an additional magnetic
field. In a recent work, Anders and Schiller [7] determined
the magnetization for the same setup in the experimentally
relevant case of an isotropic Kondo model at small couplings
using the time-dependent numerical renormalization group
technique. Comparing their numerically exact results with the
analytical treatment shown here one finds very good qualitative
agreement. As in the present Toulouse limit analysis, they
observe an initial universal decay. Approaching t ∼ t∗, the
magnetization develops a minimum and damped oscillations
appear for t > t∗ as long as the magnetic field is sufficiently
large. The magnetization relaxes on the timescale tK to a finite
asymptotic value. Those main features all appear in the present
analysis such that one can expect that the behavior of the other
local dynamical quantities such as the spin–spin correlation
function and the dynamical spin susceptibility obtained on the
Toulouse line are describing qualitatively the correct behavior
for the isotropic Kondo model at small couplings.

4. Spin–spin correlation function

Additional information about the local dynamical properties of
the system is contained in the spin–spin correlation function

〈Sz(t)Sz(tw)〉 = C(t, tw)− i

2
χ(t, tw) (23)

that probes the correlation between two spin measurements
at different times. Its real part C(t, tw) = 1

2 〈{Sz(t), Sz(tw)}〉

is connected to the strength of the spin fluctuations and its
imaginary part determines the response function χ(t, tw) =
iθ(t − tw)〈[Sz(t), Sz(tw)]〉 for times t bigger than the waiting
time tw.

Due to equation (4), the spin–spin correlation function can
be related directly to operators of the effective Hamiltonian:

〈Sz(t)Sz(tw)〉 = 〈n̂d(t)n̂d (tw)〉 − 1
2 [P(t)+ P(tw)] − 1

4 . (24)

From the evaluation of 〈n̂d (t)n̂d(tw)〉 one obtains for the
cumulant 〈Sz(t)Sz(tw)〉C = 〈Sz(t)Sz(tw)〉 − 〈Sz(t)〉〈Sz (tw)〉 of
the spin–spin correlation function:

〈Sz(t)Sz(tw)〉C = �(t, tw)[(t − tw)− e−	t(tw)

− e−	tw(t)+ e−	(t+tw)(1 +(0))+�(t, tw)] (25)

where the function � is given by:

�(t, tw) = 1

π

∫ ∞

h∗/	
dω

[e−iω	t − e−	t ][eiω	tw − e−	tw ]
1 + ω2

.

(26)
One fundamental question connected to non-equilibrium
quench dynamics concerns the thermalization behavior of
observables [4, 5, 11, 6–9]. As for the magnetization,
the relaxation of the spin–spin correlation function happens
exponentially fast on a timescale 1/	 ∝ tK set by the Kondo
scale with a further suppression by an additional algebraic
contribution (	tw)−1:

δ〈Sz(t + tw)Sz(tw)〉 tw�t∗,tK−→ F(t, tw)
e−	tw

	tw
. (27)

Here, δ〈Sz(t + tw)Sz(tw)〉 = 〈Sz(t + tw)Sz(tw)〉 −
〈Sz(t)Sz〉h∗

eq denotes the deviation of the spin–spin correlation
function from its asymptotic relaxed form which is just
the equilibrium spin–spin correlation function 〈Sz(t)Sz〉h∗

eq
with applied magnetic field h∗. The function F(t, tw)
is an oscillating function of tw with period 2π/h∗ and
does not contribute to the relaxation dynamics. Comparing
equation (27) with the result for an interaction quench obtained
by Lobaskin and Kehrein [4], one observes that the relaxation
behavior of the spin–spin correlation function does not change
considerably. The magnetic field only leads to a modification
of the function F(t, tw). As already observed for the
magnetization, the timescale for thermalization of the spin–
spin correlation function is exclusively set by the Kondo
scale tK.

In equilibrium at zero temperature without magnetic field,
the spin–spin correlation function shows a universal algebraic
long-time behavior [3]

〈Sz(t)Sz〉eq
t�tK−→− 1

[π	t]2
. (28)

In the present non-equilibrium setting, the universal long-time
behavior remains unchanged:

〈Sz(t)Sz(tw)〉C
t�tK,t∗,tw−→ −

[
	2

h2∗ +	2

]2

× 1 − 2 cos(h∗tw)e−	tw + e−2	tw

[π	(t − tw)]2
(29)
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with only a different prefactor. This universality originates
from the property of the spin–spin correlation function that
its asymptotic long-time behavior is solely dependent on the
low-energy excitations in the vicinity of the Fermi level as one
can show by a simple Fermi liquid argument. In equilibrium,
one can expand the d operator in the energy representation of
operators aε that diagonalize the Hamiltonian in equation (5),
such that one obtains:

d = ρ
−1/2
0

∑

ε

fεaε. (30)

Here, | fε|2 is the local single-particle density of states ρd(ε)

of the effective Hamiltonian at energy ε and ρ0 = L/(2π) is
the noninteracting density of states of the lead. In the energy
representation, the spin–spin correlation function then reduces
to:

〈Sz(t)Sz〉eq =
[
ρ−1

0

∑

ε>0

| fε|2e−iεt

]2

. (31)

Performing a Wick rotation t → −iτ , one observes that for
large τ only the low-energy states contribute. Assuming that
| fε|2 is well behaved near the Fermi level ε = 0 such that it
may be expanded around ε = 0 and replacing τ by it , the long-
time behavior of the spin–spin correlation function is given by:

〈Sz(t)Sz〉eq
t→∞−→

[
ρd

it

]2

. (32)

In equilibrium at zero magnetic field, the local level ε0 = 0
exactly lies at the Fermi energy such that the local density of
states ρd at the Fermi level equals ρd = 1/(π	) and the exact
result of equation (28) is reproduced. In case of an applied
magnetic field h∗, the local d level is shifted away from the
Fermi energy leading to a reduction of the local density of
states ρd = (	/π)/(	2 + h2∗). Comparing with the result
in equation (29), one observes that the prefactor in the long-
time behavior of the relaxed spin–spin correlation function for
tw → ∞ exactly equals the square of the local density of states
as expected from the Fermi liquid argument above.

For intermediate waiting times 0 < tw < ∞, the long-
time behavior acquires a modification by damped oscillations
with period 2π/h∗ as a function of the waiting time tw. This
is a consequence of the transient non-equilibrium state where
the Fermi liquid argument is not valid. At zero waiting time
tw = 0, the decay becomes exponential as the initial state is
an eigenstate of the Sz operator and the spin–spin correlation
function reduces to the magnetization of section 3 as has
been observed for the case of an interaction quench without
magnetic field [4].

5. Dynamical spin susceptibility

The imaginary part of the spin–spin correlation function
determines the response of the system to a small external
magnetic field h(t) applied to the local spin. In the linear
response regime, the magnetization in presence of h(t) equals:

〈Sz(t)〉h = 〈Sz(t)〉 +
∫ ∞

−∞
dt ′ χ(t, t ′)h(t ′). (33)

Expectation values without an index h are to be evaluated
with the unperturbed Hamiltonian. In equilibrium, the
response function depends only on the time difference thereby
establishing a spectral representation in terms of one frequency.
Its imaginary part χ ′′(ω), the dynamical spin susceptibility,
shows a peak near the Kondo temperature representing the
Kondo singlet. In the non-equilibrium setting considered
in this work, the suitable generalization of the spectral
representation of the response function is the following [4]:

χ(tw, ω) = 2
∫ ∞

0

dt

2π
eiωtχ(t + tw, tw). (34)

The integration is only taken over the positive real axis as
a consequence of causality such that an additional prefactor
of 2 is required in order to reproduce the equilibrium case.
The function χ(tw, ω) may be interpreted as the spectral
decomposition of the response function at a given point tw in
time. Accordingly, χ ′′(tw, ω) = Imχ(tw, ω) determines the
dynamical spin susceptibility at a given point tw in this non-
equilibrium setup. False color plots of χ ′′(tw, ω) are shown in
figure 2 for different degrees of initial spin polarization.

As one can see from figure 2, the timescale for relaxation
of the dynamical spin susceptibility is solely determined by the
Kondo scale tK as already found for the magnetization and the
spin–spin correlation function.

For small magnetic fields h∗ < TK, the behavior of the
dynamical spin susceptibility resembles the interaction quench
case without magnetic field. In the transient regime up to
times t ∼ tK, the dynamical spin susceptibility approaches
its equilibrium shape exponentially fast with a peak located at
ω ≈ TK associated with the Kondo singlet as one observes in
the case without magnetic field [6, 4].

For magnetic fields h∗ � TK, as can be seen in the
plots of figure 2, a maximum builds up on a timescale t∗
whose position roughly scales proportional to the magnetic
field. Importantly, the peak associated with the Kondo singlet
near TK is not visible any more indicating that the large
magnetic field avoids the buildup of Kondo correlations. The
spin fluctuations that are the basis for the emergence of the
Kondo effect are suppressed as the impurity spin is pinned
by the strong magnetic field. After a fast initial buildup on
a timescale t∗ associated with the initial spin polarization,
damped oscillations appear in the dynamical spin susceptibility
with frequency h∗ decaying on a scale tK.

6. Conclusions

In this work, the quench dynamics of the Kondo model in the
Toulouse limit have been analyzed in the presence of a local
magnetic field. It has been shown that this setup can be realized
either by applying the magnetic field directly or by preparing
the system in a macroscopically spin-polarized state. The
effective magnetic field caused by the initial state results from a
subtlety in applying the bosonization technique. Terms that are
usually referred to as finite-size corrections become important
in this non-equilibrium setting. The transient dynamics have
been investigated by analyzing exact analytical results for the
local spin dynamics such as the magnetization, the spin–spin
correlation function and the dynamical spin susceptibility.
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Figure 2. False color plots of the dynamical spin susceptibility χ ′′(tw, ω) for different values of the magnetic field h∗.

The analysis revealed that the timescale for relaxation of
all the investigated local dynamical quantities is exclusively set
by the Kondo scale tK and is independent of the magnetic field
h∗, compare equations (14), (27) and figures 1 and 2.

The magnetization shows damped oscillations with a
frequency h∗ set by the magnetic field for h∗ > TK.
Compared to the interaction quench case without magnetic
field, the asymptotic long-time decay of the magnetization
becomes slower in the present setup with a different scaling
behavior, compare equation (22). Overall, the analysis of
the magnetization on the Toulouse line shows very good
qualitative agreement with a recent numerically exact analysis
for the isotropic Kondo model obtained from a time-dependent
numerical renormalization group study [7]. Therefore, one can
expect that the other local dynamical quantities analyzed in
this work such as the spin–spin correlation function and the
dynamical spin susceptibility also display the main features
and that the results presented in this work are qualitatively valid
also away from the Toulouse limit.

The relaxation behavior of the spin–spin correlation
function, see equation (27), is not altered considerably
compared to the interaction quench case without a magnetic
field. Remarkably, the asymptotic long-time behavior of
the spin–spin correlation function is universal and its scaling
behavior equals the equilibrium case. This universality
originates in the property that the asymptotic long-time
behavior of the spin–spin correlation function is solely
dependent on the low-energy excitations in the vicinity of the

Fermi level. By using a simple Fermi liquid argument, it was
shown that the only relevant quantity for the prefactor is the
local density of states of the quadratic effective Hamiltonian at
the Fermi level.

The dynamical spin susceptibility is not influenced
substantially for magnetic fields h∗ < TK smaller than the
Kondo temperature and behaves as in an interaction quench
scenario without magnetic field. For h∗ > TK, one observes
a rapid buildup of correlations on a timescale t∗ = 1/h∗
and damped oscillations appear for times t > t∗ that decay
on a timescale tK. The dynamical spin susceptibility shows
a maximum whose position roughly scales proportional to
the applied magnetic field. Most importantly, the Kondo
peak near TK disappears for sufficiently large h∗ indicating
that the magnetic field seen by the impurity spin avoids the
buildup of Kondo correlations by pinning the local spin thereby
suppressing the local spin fluctuations.

In summary we have obtained exact results for the
interaction quench dynamics of the Kondo model on the
Toulouse line and studied its thermalization behavior. This is
a rare case where rigorous results can be found even in non-
equilibrium and provides another benchmark in the growing
field of non-equilibrium quantum impurity physics [4–10, 12].
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Appendix

For the evaluation of correlation functions in the macroscopi-
cally spin-polarized initial state, it is essential to determine the
initial occupation distribution of the spinless fermions

fkk′ = 〈ψ ′
0|c†

k ck′ |ψ ′
0〉 (A.1)

where the state |ψ ′
0〉 is given by:

|ψ ′
0〉 = eiπ N̂s Sz ei[√2−1]φs(0)[Sz− 1

2 ]|ψ0〉 = eiLk∗/8|ψ0〉 (A.2)

as the initial state |ψ0〉 is an eigenstate of both Sz and Ns .
Expressing the modes ck in terms of the fields ψ(x) and by
using the bosonization identity for ψ(x) one obtains:

fkk′ = 1

2πaL

∫
dx

2π

∫
dx ′

2π
e−ikx eik′ x′

× 〈ψ ′
0|eiφs (x)ei 2π

L N̂s x e−i 2π
L N̂s x′

e−iφs (x′)|ψ ′
0〉. (A.3)

Due to equation (7), e−i 2π
L N̂s x |ψ0〉 = e−ik∗ x/2|ψ0〉 such that:

fkk′ = δkk′θ

(
k∗
2

− k

)
. (A.4)

Therefore, the initial spin-polarized state induces a shift of the
chemical potential of the spinless fermionic operators.
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24 2. Local quantum quenches

2.2 Publication: Electron-plasmon scattering in in chi-

ral Luttinger liquids

In dimensions d > 1 the properties of fermions with repulsive interactions are determined
by Fermi liquid theory as long as the elementary excitations in the system can be considered
as a dilute gas. Most importantly, in presence of interactions the elementary excitations -
the quasiparticles - are still fermionic. Their occupation distribution shows a jump at the
Fermi surface at zero temperature reminiscent of a finite quasiparticle weight.

In one dimension the picture changes completely [58]. Within the Luttinger liquid limit
paradigm the fermionic occupation distribution becomes a continuous function of energy.
There is no jump at the Fermi surface but still it is nonanalytic at this point with an alge-
braic dependence. The spectral function shows a power-law divergence with a nonuniversal
exponent that depends on the interaction strength. The elementary excitations become
bosonic and of collective nature.

Within the Luttinger liquid limit, a system of interacting spinless fermions in one
dimension is modeled by the following Hamiltonian

HLL = H0 +Hint (2.5)

containing the kinetic energy contribution with a linearized spectrum

H0 = vF
∑

k,η=L/R

k : c†kηckη : (2.6)

and the interactions between the particles

Hint =
∑

η=L/R

∫ L/2

−L/2
dx

∫ L/2

−L/2
dx′ ρη(x)

1

2
U(x− x′)ρη(x′) +

+

∫ L/2

−L/2
dx

∫ L/2

−L/2
dx′ρL(x)U(x− x′)ρR(x′). (2.7)

For a schematic picture about the linearization procedure and the introduction of two
independent species of electrons, left- and right-movers associated with the label η = L/R,
see Fig. 2.2. The state (kη) corresponds to a fermion near the left or right Fermi point -
depending on whether η = L or η = R - with a momentum k measured relative to the Fermi
momentum pF . Thus, (k = 0, R) is the fermionic state located exactly at the right Fermi
point. The operator c†kη creates a fermion near the Fermi point η = L/R with a momentum
k. The colons : . . . : denote normal ordering relative to the noninteracting Fermi sea at
zero temperature. The Fermi velocity is denoted by vF . In the above choice the interaction
potential U(x − x′) takes a general form which has not to be of contact type as in most
treatments. Below the finite range of U will become important. The electrons interact
with each other via a repulsive density-density interaction where ρη(x) =: ψ†η(x)ψη(x) : ,

ψη(x) = 1/
√
L
∑

k e
ikxckη, and L the system size.
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εF

0

vF (p− pF ) + εFvF (p + pF ) + εF

pF p−pF

εp

Figure 2.2: Schematic visualization of the linearization of the initial dispersion relation
εp and the introduction of left- and right-moving fermions. As a particular example, a
quadratic dispersion εp = p2/(2m) is shown where m is the mass of the particle. For a
noninteracting system all states below the Fermi energy εF = p2

F/(2m) with pF the Fermi
momentum are occupied at zero temperature. In the low-energy limit the dispersion rela-
tion εp can be linearized around the two Fermi points pF and −pF to a good approximation.
As a consequence it is suitable to introduce two new fermionic species associated with the
left- and right Fermi point called right- and left-movers. For the right-movers, for example,
one introduces the corresponding dispersion relation εkR = vFk with k = p − pF and vF
the Fermi velocity.

The Luttinger liquid paradigm requires a linearized dispersion relation for the initial
fermionic particles. In this case the problem can be reformulated in a bosonic language
where the Hamiltonian becomes exactly solvable. Including also quadratic corrections to
the fermionic dispersion spoils the exact solvability and introduces a three-body interaction
between the bosonic particles that cannot be treated in simple perturbation theory [139].
But recently there has been considerable progress in the description of interacting fermions
in one dimension beyond the Luttinger liquid paradigm [77].

At first sight there seems to be no connection to nonequilibrium dynamics and local
quantum quenches in the problem of Luttinger liquids with nonlinear dispersion. As it turns
out, however, the calculation of the Green’s function and spectral function at high energies
where the nonlinearity becomes important can be mapped onto a simple nonequilibrium
problem [139, 130, 76]. The effective model is equivalent to a Luttinger liquid where
suddenly a mobile propagating impurity is switched on. In this way it shows a remarkable
similarity to the x-ray edge problem as has been realized in the work by Pustilnik et al. [139].
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For more details on the x-ray edge problem see Ch. 3. The Green’s function is interpreted in
terms of a nonequilibrium process where suddenly a fermion is injected into the Luttinger
liquid. Provided its energy is sufficiently large it can be treated as a mobile impurity
constituting a local potential scatterer onto which the Luttinger liquid has to adapt. This
separation of high-energy fermion and low-energy degrees of freedom is deeply connected to
the surprising observation that the high-energy fermion becomes distinguishable from the
remaining ones forming the Luttinger liquid. This is a consequence of the finite range of
the interaction which suppresses exchange processes between low- and high-energy sectors
of the theory, see below. Note that not every correlation function should be associated with
a nonequilibrium process. It is rather a consequence of the specific details of the present
system that really allows to map the evaluation of the fermionic Green’s function onto a
nonequilibrium x-ray edge problem.

In the following a reduced system of just one of the two left- or right-moving species
will be studied. This is the chiral Luttinger liquid with a Hamiltonian

HcLL = vF
∑

k

εk : c†kck : +

∫ L/2

−L/2
dx

∫ L/2

−L/2
dx′ ρ(x)

1

2
U(x− x′)ρ(x′). (2.8)

Note that in comparison to Eq. (2.6) the kinetic energy of the fermions in the Hamiltonian
HcLL contains a general dispersion relation allowing to include also nonlinear corrections
of the spectrum. Chiral Luttinger liquids have been realized, for example, in integer
quantum Hall edge channels. Among other things they are used as interferometer arms
for the electronic version of Mach-Zehnder interferometers [81]. This example becomes
particularly important for the study below.

In the following the dynamics of a mobile impurity injected into a chiral Luttinger
liquid is investigated. In contrast to prior work the finite range of the interaction potential
between the fermions is taken fully into account. This opens the window for a regime where
the Green’s function represented in real-space acquires an exponential decay as a function
of distance. The associated spectral function of the fermions then exhibits a form without
any power-law singularities. This in turn contrasts the low-energy Luttinger paradigm
which is characterized by power-law singularities or at least regions of finite support [156].
Before, finite decay rates have only been found as a consequence of backscattering [92].
The discussion presented below shows that finite decay rates can also be present in chiral
Luttinger liquids without backscattering provided a finite range of the interaction is taken
into account. The injected fermion is scattered off a resonant plasmonic mode of the
underlying Luttinger liquid. This yields an emanating monochromatic density pattern in
the wake of the mobile impurity.

The following article has been published in Physical Review B.
M. Heyl, S. Kehrein, F. Marquardt, and C. Neuenhahn, Phys. Rev. B 82, 033409 (2010).
Copyright 2010 by the American Physical Society.
http://prb.aps.org/abstract/PRB/v82/i3/e033409
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We investigate systems of spinless one-dimensional chiral fermions realized, e.g., in the arms of electronic
Mach-Zehnder interferometers, at high energies. Taking into account the curvature of the fermionic spectrum
and a finite interaction range, we find a new scattering mechanism where high-energy electrons scatter off
plasmons �density excitations�. This leads to an exponential decay of the single-particle Green’s function even
at zero temperature with an energy-dependent rate. As a consequence of this electron-plasmon scattering
channel, we observe the coherent excitation of a plasmon wave in the wake of a high-energy electron resulting
in the buildup of a monochromatic sinusoidal density pattern.
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I. INTRODUCTION

Many-particle physics in one dimension �1D� drastically
differs from that in higher dimensions. In higher dimensions
within the scope of Fermi-liquid theory, the presence of in-
teractions between fermions does not change the character of
the elementary low-energy excitations that are still fermi-
onic. In one dimension this is completely different. Even
weak interactions alter the character of the low-energy exci-
tations. They become bosonic and of collective nature. Re-
cently, however, it has been shown that 1D fermionic sys-
tems show Fermi liquid behavior at higher energies if one
accounts for the curvature in the spectrum.1

In this work we consider the properties of a system of
spinless 1D chiral fermions under the injection of a high-
energy fermion with well-defined energy � beyond the low-
energy paradigm. We take into account the influence of the
curvature of the fermionic dispersion and a finite-range in-
teraction. In experiments, electrons with well-defined energy
may be injected via a quantum dot filter into an integer quan-
tum hall edge state.2,3 Employing these edge channels as the
arms of electronic Mach-Zehnder interferometers �MZI�,4–8

for example, one may investigate the decoherence of the in-
jected electrons as a function of injection energy �. In this
regard, we analyze the Green’s function �GF� G��x ,��=

−i�dtei�t��̂�x , t��̂†�0,0�� �which, in the context of MZIs, is
directly related to the interference contrast9�, the spectral
function A�k ,�� and the density ��x , t� of the fermionic
background in presence of the high-energy fermion.

Our main observation is the existence of a new scattering
mechanism in chiral 1D systems at high energies due to an
interplay of both curvature and finite interaction range. A
fermion injected with a high energy such that it experiences
the curvature of the spectrum scatters off low-energy density
excitations, so-called plasmons. This gives rise to an expo-
nential decay of the GF in the large distance limit with a
nonzero decay rate �� even at zero temperature in stark con-
trast to the low-energy case where the asymptotic behavior is
algebraic. The excitation of plasmons happens coherently
leading to the buildup of a sinusoidal density pattern in the
fermionic density in the wake of the injected high-energy
electron.

At low energies, interacting 1D fermions are described
perfectly well by a linearized spectrum and a subsequent
application of the bosonization technique. Taking into ac-
count curvature one has to employ new methods. Recently,
there has been considerable progress in calculating single-
particle properties beyond the low-energy paradigm.1,10–14 In
Ref. 11 edge singularities in the dynamic structure factor
were found by performing a projection scheme in analogy to
the x-ray edge singularity problem. The authors of Refs. 12
and 13 provided a framework for the calculation of response
functions for pointlike interactions beyond the perturbative
regime. In a combined Bethe ansatz and time-dependent
density-matrix renormalization group �tDMRG� analysis it
was shown that the edge behavior of the spectral function is
indeed described by x-ray edge type effective Hamiltonians
and the exact singularity exponents have been determined.14

For the calculation of the GF and the spectral function we
employ two different methods that turn out to yield exactly

,a) b) c )

FIG. 1. �Color online� �a� High-energy fermion injected with
energy ��qcvF on top of the Fermi sea. Due to the curvature of the
dispersion it moves with an energy-dependent velocity v��vF. �b�
Sketch of the dispersion relation of the density excitations of the
Luttinger liquid �plasmons� �q with the plasmon velocity ṽ �dashed
blue line� and the dispersion of the high-energy fermion linearized
in the vicinity of its initial energy � �thick red line�. The mode q�

denotes the intersection point of the two dispersion relations whose
existence is responsible for momentum- and energy-conserving
scattering between the injected electron and the plasmons. �c� Plot
of the decay rate of the GF �cf. Eq. �3�� for an analytic interaction
potential Uq=2�	vFe−�q / qc�2

�dashed line� and a nonanalytic one
Uq=2�	vFe−�q/qc� �solid line�, respectively �see main text�.
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the same result. On the one hand, we use a physically trans-
parent semiclassical ansatz whose validity was proven earlier
by comparison to the bosonization result.9 This ansatz is
naturally extended to include curvature effects. Additionally,
we derive an effective Hamiltonian for the description of the
single-particle properties by extending the method of
Pustilnik et al.11 to include the full interaction potential.
Based on the latter approach we also obtain the fermionic
density after the injection of the high-energy electron.

II. MODEL AND GF

Consider a system of spinless chiral interacting 1D elec-
trons described by the Hamiltonian

Ĥ = 	
k

�k:ĉk
†ĉk:+

1

2

 dxdx�
̂�x�U�x − x��
̂�x�� , �1�

where �̂�x�=1 /�L	ke
ikxĉk and we normal order the Hamil-

tonian with respect to the vacuum �indicated by :…:� where
all states with k�0 are occupied and empty otherwise. We

denote the fermionic density with 
̂�x�¬ �̂†�x��̂�x�: and in-
troduce an almost arbitrary interaction potential U�x� with a
Fourier transform Uq��dxe−iqxU�x�. The latter is assumed
to be cut off beyond some momentum scale qc, and we in-
troduce a dimensionless coupling strength 	=Uq=0 /2�vF.
Whereas the following considerations, in principle, do not
rely on a particular choice of �k, for simplicity, we deal with
a dispersion relation of positive curvature as in the case of
free fermions and assume a repulsive interaction, i.e., 	�0.

It will be shown below that due to the finite interaction
range the indistinguishability between the injected fermion
and the Fermi sea at small temperatures is lifted if the injec-
tion energy ��vFqc is sufficiently large. This allows for the
separation of high- and low-energy degrees of freedom, the
single fermion propagating ballistically with the bare veloc-
ity v� and the remaining fermions constituting a Tomonaga-
Luttinger liquid, respectively. The bosonic excitations of the
latter evolve according to the plasmonic dispersion relation
�q=vFq�1+Uq /2�vF� defining the velocity ṽ=vF�1+	� of
the fastest plasmon.

The fermion and the plasmons are coupled via a residual
interaction. Due to the finite interaction range 1 /qc and as
long as vF�v�� ṽ there exists an intersection point q� �with
�q� =v�q�� between the plasmonic spectrum and the disper-
sion relation of the single fermion �k−�v��k−k�� linear-
ized in the vicinity of its initial energy �see Fig. 1�. The
existence of the intersection point enables an electron-
plasmon scattering mechanism conserving momentum and
energy. This manifests in an exponential long-distance decay
of the GF even at zero temperature T=0

�G��x,��� � x−��e−��x/v�, xqc � 1 �2�

with

�� = 2�2 �v� − vF�2

�Uq�
� �

�ṽ − v��, �� = � 	vF

ṽ − v�
�2

. �3�

A plot of the decay rate �� is shown in Fig. 1. The appear-
ance of the step function  in the expression for �� mirrors

the fact that for v�� ṽ the high-energy electron is faster than
any plasmonic mode such that the intersection point q� be-
tween the plasmonic and fermionic dispersion relation van-
ishes �cf. Fig. 1�. In the limit of vanishing curvature, i.e.,
v�→vF we have ��→0 and a power-law exponent ��→1,
which is independent of the coupling strength 	 as found
earlier.9 Increasing the injection energy such that v�→ ṽ, the
decay rate diverges for analytic interaction potentials. In the
limit of large energies, where v�� ṽ and ��=0, the GF de-
cays algebraically for long distances. This decay can be at-
tributed to the Anderson Orthogonality catastrophe15 in view
of the fact that the GF is the equivalent to the core hole
Green’s function in the x-ray edge singularity problem. In
this context it is remarkable that the exponent ��=�n2 can be
related to the screening charge �n, that is the charge dis-
placed in the fermionic background by the injection of the
high-energy fermion. In the remainder of this paper, we will
sketch the derivation of Eq. �2� and discuss further quantities
such as the spectral function and the density of the fermionic
background after the injection of the high-energy electron.

III. SEMICLASSICAL ANSATZ FOR THE GF

Motivated by the earlier results in Ref. 9 we employ a
semiclassical ansatz for the GF in the limit of large energies
��qcvF. After its injection, the electron propagates chirally
with its bare velocity v�, thereby experiencing a fluctuating

potential landscape V̂�t�=�dx�U�x�−v�t�
̂B�x� , t� �see also
Ref. 16� at its classical position x=v�t. Here, 
̂B�x , t� is the

fermionic density 
̂B�x , t�=L−1	q�0
�nq�b̂q,Beiqx−i�qt+H.c.�

�with �nq=qL /2��� of the bath electrons with bosonic opera-

tors b̂q,B=1 /�nq	kĉk,B
† ĉk+q,B representing the plasmonic exci-

tations evolving according to the plasmonic dispersion �q. It
is assumed that the nonlinearity of the fermionic dispersion
is small enough such that the velocity of the propagating
fermion can be considered as constant and the remaining
electrons can be treated by means of bosonization. Specifi-
cally, the change in velocity of an electron due to a scattering
event with a typical momentum transfer qc has to be small
such that qc�

2�k /�k2���k /�k for all momenta k near the
Fermi momentum and near k�. As a consequence of the fluc-
tuating plasmonic quantum bath, the high-energy fermion ac-
cumulates a random phase and its noninteracting GF is mul-
tiplied by the average value of the corresponding phase
factor

G��x,��
G0

��x,��
=�T̂ exp�− i


0

x/v�

dt�V̂�t���� . �4�

Here, T̂ denotes the time-ordering symbol and G0
�=

−ieik�x /v� is the noninteracting GF for ��0. Note that the
whole influence of the finite curvature is contained in the
energy dependence of v��vF. Employing the Gaussian na-
ture of the plasmonic bath it is possible to express the rhs of
Eq. �4� in terms of the autocorrelation function of the poten-

tial fluctuations �V̂V̂��=�dtei�t�V̂�t�V̂�0�� �cf. Ref. 9� experi-
enced by the single electron in its comoving frame of refer-
ence. In particular, for the modulus of the GF one obtains
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�G�

G0
�� = exp�− 


−�

� d�

2�

sin2��x/2v��
�2 ��V̂,V̂���� , �5�

where only the symmetrized correlator ��V̂ , V̂���= �V̂V̂��

+ �V̂V̂�−� enters. The asymptotic long-distance decay of the
GF in Eq. �7� is governed by the low-frequency properties of

the potential fluctuation spectrum ��V̂ , V̂���↓0=2������
+4�� �here we took T=0�. It consists of an Ohmic part re-
sponsible for the power-law decay and a constant offset
which leads to an exponential decay of the GF. For interme-
diate energies where vFqc�� but v�=vF, Eq. �4� reproduces
exactly the GF from standard bosonization.9 Thus, our analy-
sis is correct within the validity of the bosonization tech-
nique.

IV. EFFECTIVE HAMILTONIAN

In fact, the semiclassical ansatz for the GF in Eq. �4�
matches precisely the result obtained by an extension of the
approach in Ref. 11 to treat the full interaction potential.
There, G��x , t� is viewed as an impurity problem related to
the x-ray edge singularity17 where a scatterer, the injected
fermion in this case, is suddenly switched on. The Hamil-
tonian in Eq. �1� is projected onto two strips of states that
capture the relevant degrees of freedom, an energy interval
around the initial energy � of the injected high-energy fer-
mion labeled by � and an energy window around the Fermi
energy labeled by an index B. Under this projection, the

fermionic field decomposes into �̂�x�→ �̂B�x�+eik�x�̂��x�.
Linearizing the dispersion relations within both strips of
states, the Hamiltonian of the low-energy sector can be
bosonized. Regarding correlation functions involving at most
one high-energy electron one obtains

H = 	
q�0

�qbq,B
† bq,B +
 dx�̂�

†�x��� − iv��x��̂��x�

+
 dxdx�
̂B�x�U�x − x���̂�
†�x���̂��x�� . �6�

In the derivation of this effective Hamiltonian a contribution
proportional to Uk�

has been neglected as k��qc and Uq

rapidly decays for q�qc by assumption. The omitted term is
responsible for exchange processes between high- and low-
energy sectors lifting the distinguishability between the high-
energy fermion and the low-energy degrees of freedom. In

Eq. �6� a constant Fock shift U�x=0�N̂� /2 is omitted which
drops out automatically if we take as a starting point the
Coulomb interaction instead of the density-density interac-
tion in Eq. �1�. The Hamiltonian in Eq. �6� can be diagonal-

ized by means of the unitary transformation Û=exp�Ŝ�,
where Ŝ=�dx�̂�

†�x��̂��x�	q�0�q�b̂q,B
† e−iqx−H.c.� with �q

=2�Uq / �Uq−2��v�−vF���nq. From Eq. �6�, one can calcu-
late the golden rule rate for the excitation of plasmons by the
high-energy fermion. It matches precisely the decay rate de-
termining the exponential decay of the GF in Eq. �3�.

V. SPECTRAL FUNCTION

The spectral function A�k ,�� is connected to the GF via
A�k ,��= i / �2���dxe−ikxG��x ,�� ���0 and T=0�. It behaves
qualitatively different whether the exponent �� appearing in
the large distance behavior of the GF is bigger or smaller
than one. Remarkably, this property is not connected to the
distinction between v�� ṽ that determines the threshold be-
tween exponential and algebraic large distance behavior for
the GF. For ���1 or equivalently �v= �v�−vF� /vF�2	, the
spectral function shows a power-law singularity together
with a threshold behavior for k→��+k�

A�k,�� � sin����/2��k − �� − k����−1��k − �� − k�� , �7�

where ��=v�
−1�� and ��=�0

�dq�Uq /2��2 / �v�−vF−Uq /2��
denotes the energy that is needed to overcome the Coulomb
interaction while injecting an electron with energy �. In Fig.
2, the curve with �v=2.1	 shows the spectral function with
a power-law singularity according to Eq. �7�. Note that the
support of the spectral function, A�k ,���0 only for �+��

��k, is exactly opposite to the low-energy Tomonaga-
Luttinger Liquid case where A�� ,k��0 only for �+����k.
This is a consequence of the condition v�� ṽ implying that
an electron with wave vector k can excite plasmonic modes
only by reducing the energy in the system �see Fig. 1�. In the
limit �→� where ��→0, one recovers the free particle, a �
function in the spectrum as lim�→0��x��−1 /2=��x�. As shown
in Ref. 18 this is not the case for a linearized dispersion even
in the limit �→�.

For ���1, i.e., vF�v��2ṽ−vF, the spectrum changes
drastically. The singularity vanishes and the spectral function
merely becomes a skew Gaussian, compare Fig. 2. In the
regime ���1 the GF, that is the Fourier transform of A�k ,��,
is dominated by its initial Gaussian decay due to strong
dephasing by the plasmonic background fluctuations. Thus,
the spectrum itself is also dominated by the incoherent back-
ground such that no well-defined quasiparticle peak is visible
in spite of the exponential decay of the GF. In the limit v�

→vF and for a potential Uq with a sharp cutoff at qc, one
recovers the result by Ref. 18 as indicated in Fig. 2.
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FIG. 2. �Color online� Spectral function A�k ,�� for different
velocities v� of the high-energy fermion where �v= �v�−vF� /vF.
For these plots we have chosen an analytic potential Uq

=2�vF	 exp�−�q /qc�2� with 	=0.2.
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VI. COHERENT EMISSION OF PLASMON WAVES

In order to investigate the influence of the electron-
plasmon scattering mechanism onto the fermionic back-
ground, we analyze the fermionic density of the bath

��x,t� = N��0��̂��0�
̂B�x,t��̂�
†�0���0� �8�

in the presence of the high-energy electron. Here, ��0� is the
ground state of the Hamiltonian in Eq. �6� without the high-

energy fermion and N= ��0��̂��0��̂�
†�0���0�−1 a normalization

constant. In the parameter regime v�� ṽ where electron-
plasmon scattering takes place one observes the coherent
emission of plasmon waves with wave vector q� of the reso-
nant plasmonic mode �see Fig. 3�. In the limit t→� and for
distances �x−v�t��qc

−1 sufficiently far away from the posi-
tion of the high-energy electron, we obtain the following
analytic result:

��x,t� → �v�t − x�sin�q��x − v�t��Uq�
/Uq�

� . �9�

As can be seen in Fig. 3, the coherent density excitations
buildup within a “light cone” x� �vFt , ṽt� �Ref. 19� set by
minimal and maximal plasmonic phase velocities. The wave-
length of the oscillations in the density ��x , t� is tunable by
the choice of an appropriate injection energy � of the high-
energy fermion.

For velocities v�� ṽ, no scattering between electrons and
plasmons is possible. In this case, the density ��x , t� can be
separated into two contributions. The first one describes the
initial excitation of plasmonic modes right after the injection
of the high-energy fermion. This transient perturbation can-
not follow the electron that is faster than any plasmonic
mode. The second contribution traveling together with the
high-energy electron is responsible for the screening of the
injected charge and is reminiscent of viewing the GF as an
impurity problem. Integrating over space then provides us
with the screening charge �n, the charge displaced by the
introduction of the local scatterer. As mentioned before, it is
directly related to the exponent ��=�n2 of the GF.

VII. CONCLUSIONS

We have discussed electron-plasmon scattering in systems
of 1D chiral electrons. This scattering leads to an exponential
decay of the single-particle Green’s function even at zero
temperature and to a coherent monochromatic pattern in the
fermionic density in the wake of the electron. This effect is
absent in the low-energy limit and relies exclusively on the
interplay between a finite interaction range and a nonlinear
fermionic dispersion.
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In case of the high-energy fermion injected into a Luttinger liquid as discussed before in
Sec. 2.2 one observes ballistic behavior. The mobile impurity propagates through space at a
fixed velocity without dispersing. The question whether propagation happens ballistically
or diffusively is deeply related to the transport properties of the system of interest. One
prototypical system with rich transport properties is the one-dimensional XXZ-chain. The
XXZ-model

HXXZ = J
L∑

l=1

[
Sxl S

x
l+1 + Syl S

y
l+1 + ∆Szl S

z
l+1

]
(2.9)

describes the properties of anisotropically coupled spins on a lattice with L sites. Here, Sµl ,
µ = x, y, z, denotes the components of spin-1/2 operators acting on a site l. The degree of
anisotropy in z-direction is encoded in the parameter ∆. The antiferromagnetic exchange
coupling J > 0 sets the overall energy scale. The one-dimensional XXZ-chain shows a
quantum phase transition from a gapless metallic (∆ < 1) to a gapped insulating phase
(∆ > 1) at the isotropic Heisenberg point ∆ = 1.

Although HXXZ is in principle exactly solvable by Bethe ansatz and therefore integrable
for all values of ∆ dynamical properties are typically difficult to access from this method.
Below, the real-time properties of the XXZ-chain will be investigated on the basis of
bosonization in the small ∆ limit and on the basis of the time-dependent density matrix
renormalization group (tDMRG) approach for the general case.

Via the Jordan-Wigner transformation the XXZ-chain can be mapped onto a system
of interacting spinless fermions

HXXZ =
J

2

L∑

l=1

[
c†l cl+1 + c†l+1cl

]
+ ∆J

∑[
c†l+1cl+1 −

1

2

] [
c†l cl −

1

2

]
(2.10)

where the strength of the interaction is set by the anisotropy parameter ∆. Note that
for this mapping periodic boundary conditions have been imposed and the Hilbert space
has been restricted to the subspace of even parity where N =

∑L
l=1 c

†
l cl can be replaced

by an even number. Concerning the properties of this model sufficiently far away from
the boundaries the precise choice of boundary conditions has no impact. The fermionic
operators cl obeying the anticommutation relation {cl, c†l′} = δll′ are related to the spin-

1/2 operators via c†l = e−iφlS+
l with φl = π

∑l−1
m=1[Szm + 1/2] the phase counting operator.

Here the spin ladder operators S±l = Sxl ± iSyl are defined as usual. For weak interactions
∆ � 1 the main low-energy and low-momentum properties are captured by a Luttinger
liquid theory which can be solved analytically via bosonization [58].

Below, the character of energy transport in the XXZ-model is studied beyond linear
response. Specifically, two different nonequilibrium scenarios are investigated. First, the
system is initially prepared in a state with localized energy excitations while simultaneously
leaving the spin background constant. This is achieved by choosing the initial state as the
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ground state of a XXZ-chain with a local variation of the exchange coupling J which yields
for the local energy density of HXXZ a localized energy perturbation without creating
excitations in the local magnetization. The dynamics is characterized by analyzing the
mean square displacement of the energy density profile during time evolution with the
Hamiltonian in Eq. 2.9 as has been done for the spin case recently [103]. Remarkably, it
is found that perturbations in the local energy always propagate ballistically irrespective
of the presence of a gap on time scales accessible via tDMRG. The special isotropic point
∆ = 1 exhibits an additional SU(2) symmetry. This can be used to drive the numerical
simulations to substantially longer times without any qualitative or quantitative change in
the results. The result of ballistic energy transport in the gapless phase ∆ < 1 agrees with
the predictions of the universal low-energy Luttinger liquid theory. This is evidently true
also for the noninteracting point ∆ = 0 as will be demonstrated below.

This differs from the case of spin transport that shows ballistic behavior in the gapless
phase but on the other hand diffusive behavior in the gapped phase. For an initial configu-
ration with localized spin excitations the energy density also exhibits a local perturbation.
In this case spin as well as energy currents will flow due to time evolution. Even though
the magnetization propagates diffusively in the gapped phase on the accessible time scales
the energy does not and shows still ballistic behavior as for the previous case. The ballistic
transport of spin in the gapless phase ∆ < 1 is again in precise agreement with the result
of the low-energy Luttinger liquid theory.

The following article has been published in Physical Review B.
S. Langer, M. Heyl, I. P. McCulloch, and F. Heidrich-Meisner, Phys. Rev. B 84, 205115 (2011).
Copyright 2011 by the American Physical Society.
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We study the real-time dynamics of the local energy density in the spin-1/2 XXZ chain starting from initial
states with an inhomogeneous profile of bond energies. Numerical simulations of the dynamics of the initial states
are carried out using the adaptive time-dependent density matrix renormalization group method. We analyze the
time dependence of the spatial variance associated with the local energy density to classify the dynamics as
either ballistic or diffusive. Our results are consistent with ballistic behavior both in the massless and the massive
phase. We also study the same problem within Luttinger liquid theory and obtain that energy wave packets
propagate with the sound velocity. We recover this behavior in our numerical simulations in the limit of very
weakly perturbed initial states.
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I. INTRODUCTION

The understanding of transport properties of low-
dimensional systems with strong correlations still poses viable
challenges to theorists. These include, on the one hand, the
fundamental problem of calculating transport coefficients for
generic models such as the Heisenberg chain,1,2 and on the
other hand, the theoretical modeling of experiments that
typically require the treatment of spin or electronic degrees
of freedom coupled to phonons, in particular, in the case of
the thermal conductivity.3,4 Most theoretical work is focused
on the linear-response regime, in which the properties of
current-current autocorrelation functions determine transport
properties (see Refs. 1 and 2 for a review).

More recently, the out-of-equilibrium properties of one-
dimensional systems have evolved into an active field of
research, one reason being recent advances in experiments
with ultracold atoms.5 These have paved the way for studying
the dynamics of quantum many-body systems that are driven
far away from equilibrium in a controlled manner, with little or
no coupling to external degrees of freedom. Much attention has
been paid to the question of thermalization, typically studied
in so-called quantum quenches (see Ref. 6 and references
therein). While global quantum quenches in homogeneous
systems usually do not induce any finite net currents (of either
spin, energy, or particles), we will be particularly interested
in setups that feature finite net currents. Such situations are
realized in, for instance, the sudden expansion of particles
in optical lattices after the removal of trapping potentials.7

Further examples are spin and/or particle currents induced
by connecting two regions with opposite magnetizations or
by letting two particle clouds collide (see, for instance,
Refs. 8–11).

Theoretical work in this context ranges from the expansion
dynamics of bosons and fermions in optical lattices12–18 over
the dynamics of wave packets in spin chains,19–28 to the
demonstration of signatures of spin-charge separation in such
setups.29,30 In the aforementioned examples, nonequilibrium
situations were studied with either finite spin or particle
currents. In our work, we address the energy dynamics for a

model that is prototypical for systems with strong correlations,
namely, the spin-1/2 XXZ chain:

HXXZ =
L−1∑
i=1

hi

:= J

L−1∑
i=1

[
1

2
(S+

i S−
i+1 + H.c.) + �Sz

i S
z
i+1

]
, (1)

where S
μ

i and μ = x,y,z are the components of a spin-1/2
operator acting on site i and S±

i are the corresponding
lowering/raising operators. The global energy scale is set by
the exchange coupling J , � is the exchange anisotropy in
the z direction, and L denotes the number of sites. Equation
(1) describes either interacting quantum spins or, via the
Jordan-Wigner transformation,31 spinless fermions.

Specifically, we follow the time evolution of the local
energy density 〈hi〉 starting from initial states that are far
away from the ground state of Eq. (1) and that feature an
inhomogeneous profile in the local energy density (see Fig. 1
for a sketch). We emphasize that, in the main part of our work,
we choose the initial conditions such that only finite energy
currents exist, whereas the spin (particle) density is constant
during the time evolution, hence all spin (particle) currents
vanish. Obviously, an initial state with an inhomogeneous spin
density profile leads to both finite spin and energy currents,
and we revisit this case, previously studied in Refs. 20 and 28.

Our work is motivated by and closely related to a specific
experiment on a spin-ladder material. Many low-dimensional
quantum magnets are known to be very good thermal
conductors with heat predominantly carried by magnetic
excitations at elevated temperatures.32,33 Examples for ma-
terials that exhibit particularly large thermal conductivities
are (Sr,La,Ca)14Cu24O41 (Refs. 34 and 35) and SrCuO2

(Ref. 36). While these experiments are carried out under
steady-state conditions and in the regime of small external
perturbations, more recently, time-resolved measurements
have been performed on La9Ca5Cu24O41 (Ref. 37). For this
spin ladder material, two approaches have been implemented:

205115-11098-0121/2011/84(20)/205115(14) ©2011 American Physical Society
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0 x
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t=0
t>0

FIG. 1. (Color online) Sketch of our setup: we prepare initial
states with an inhomogeneous distribution of local energies and then
study the time evolution of the local energy density.

a time-of-flight measurement in which one side of the sample
is heated up with a laser pulse and the time-dependent response
is recorded on the other side. Second, a nonequilibrium local
heat distribution was generated in the surface of the material
by shining laser light on it. It is possible to record the heat
dynamics via thermal imaging that uses the response of an
excited thin fluorescent layer placed on top of the spin ladder
material.

It is the latter case that we mimic in our work: the time
evolution of local energy densities induced by inhomogeneous
initial distributions. We utilize the time-dependent density
matrix renormalization group (tDMRG)38–42 technique. It
allows us to simulate the dynamics of pure states whereas in
the experiment, temperature likely plays a role. Our work thus
addresses qualitative aspects in the first place, while a direct
comparison with experimental results is beyond the scope
of this study. The goal is to demonstrate that in a spin-1/2
chain described by Eq. (1), the energy dynamics is ballistic,
irrespective of how far from equilibrium the system is and
also irrespective of the presence or absence of excitation gaps.
To this end, we use the same approach as in Ref. 20. We
classify the dynamics based on the behavior of the spatial
variance σ 2

E(t) of the local energy density. The ballistic case is
σ 2

E(t) ∼ t2, whereas diffusion implies σ 2
E ∼ t . Our main result

for the XXZ chain, based on numerical tDMRG simulations,
is that energy propagates ballistically at sufficiently long times,
independently of model parameters (such as �). One can
then interpret the prefactor VE in σ 2

E(t) = V 2
Et2 as a measure

of the average velocity of excitations contributing to the
expansion. The velocity VE can be calculated analytically
and exactly in noninteracting models, which (in the absence
of impurities or disorder) typically have ballistic dynamics,
and we consider two examples: (i) the noninteracting limit
of the XXZ Hamiltonian (� = 0), i.e., spinless fermions and
(ii) the Luttinger liquid, which is the universal low-energy
theory in the continuum limit of Eq. (1) for |�| < 1. We
show that our tDMRG results agree with the exactly known
expansion velocity VE in these two examples.

Our main result, namely, the numerical observation of
σ 2

E(t) ∼ t2 independently of initial conditions or model pa-
rameters such as the exchange anisotropy �, is consistent with

the qualitative picture derived from linear-response theory.
Within that theory, transport properties of the XXZ chain have
intensely been studied in recent years, both the energy43–47

and the spin transport.1,2,47–62 Ballistic dynamics is associated
with the existence of nonzero Drude weights. Since the
total energy current of the anisotropic spin-1/2 chain is a
conserved quantity for all �, the thermal conductivity κ(ω)
diverges in the zero-frequency limit and is given by Re κ(ω) =
DEδ(ω), where DE is the thermal Drude weight.43–46 This
behavior is different from the spin conductivity σ (ω). This
quantity takes the form Re σ (ω) = Dsδ(ω) only at the
noninteracting point � = 0, whereas for 0 < � � 1, many
numerical studies1,2,60,61 indicate Ds(T > 0) > 0, with a finite
weight at finite frequencies, though. Therefore, for 0 < � �
1, Re σ (ω) = Dsδ(ω) + σreg(ω). Recent field-theoretical and
numerical work suggests that the regular part σreg(ω) of σ (ω)
in massless phases is consistent with diffusive behavior.54,56,62

A finite value of the current-current correlation function in
the long time limit is associated with a finite Drude weight.
Finite Drude weights can be traced back to the existence
of conservation laws,43,60 and, in consequence, a potential
relation between integrability63 and ballistic behavior—in the
sense of nonzero Drude weights—has been intensely discussed
(see, e.g., Refs. 1, 2, 47, 60–62 and further references cited
therein). Very recently, Prosen has presented results that
provide a lower bound to the spin Drude weight that is non
zero for � < 1.60 This is in qualitative agreement with earlier
exact diagonalization studies.2,47,48 The particular point � = 1
is still discussed controversially;47,49,52,54,59–61 first, no finite
lower bound to the Drude weight is known,60 and second,
the qualitative results of exact diagonalization studies seem
to depend on details of the extrapolation of finite-size data to
the thermodynamic limit and the statistical ensemble that is
considered.47,48,59

Our approach that analyzes the time dependence of spatial
variances, albeit restricted to the analysis of densities, is
numerically easily tractable and is an alternative to the
numerically cumbersome evaluation of current correlation
functions. tDMRG has, for instance, been applied to evaluate
current-current autocorrelation functions in the thermody-
namic limit.54 However, the accessible time scales are quite
limited (t ∼ 10/J ), making an unambiguous interpretation
of the results difficult and the approach is not applicable to
nonequilibrium. Our approach allows us, at least in principle,
to study the entire regime of weakly perturbed states to
maximally excited ones. An earlier analysis of spin-density
wave packets in various spin models has yielded the following
picture (all based on the time-dependence of the spatial
variance);20 in massless phases, ballistic dynamics is seen,
whereas in massive ones, examples of diffusive dynamics have
been identified. It is important to stress that the observation of
a variance that increases linear in time is a necessary condition
for the validity of the diffusion equation.

Finally, to complete the survey of related literature, recent
studies have addressed steady-state spin and energy transport
in open systems coupled to baths with no restriction to the
linear-response regime.28,61,64–66 These studies suggest spin
transport to be ballistic in the gapless phase of the XXZ spin
chain and to be diffusive in the gapped phase with a negative
differential conductance at large driving strengths. The heat
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current has been addressed in Ref. 64 where Fourier’s law has
been validated for the Ising model in a tilted field.

A byproduct of any tDMRG simulation is information
on the time-evolution of the entanglement entropy. While
this is not directly related to this article’s chief case, it
nevertheless provides valuable information on the numerical
costs of tDMRG simulations. Qualitatively, speaking (see the
discussion in Ref. 42 and references therein), the faster the
entanglement growth is the shorter are the time scales that can
be reached with tDMRG. We here show that the quenches
studied in this work generate a mild logarithmic increase
of entanglement, which is why this problem is very well
suited for tDMRG. Such a behavior is typical for so-called
local quenches.67 This result might be useful for tDMRG
practitioners.

This paper is organized as follows. First, we introduce
the model and the quantities used in our analysis in Sec. II.
Section III A reviews the framework of bosonization, which is
applied in Sec. III B to give an analytical derivation of ballistic
spin and energy dynamics in the low-energy case, valid in
the massless phase of Eq. (1). Sections IV and V contain our
numerical results. First, we study the energy dynamics in the
absence of spin currents in Sec. IV. To this end, we generate an
initial state consisting of a variable number of ferromagnetic
bonds in the center of an antiferromagnetic chain. We calculate
the time evolution of these states under Eq. (1) finding ballistic
energy dynamics independent of the phase and the strength of
the perturbation. To supplement these findings we derive an
observable, which depends on the local currents, and whose
expectation value is time-independent whenever σ 2

E(t) ∼ t2.
The numerical calculation of this quantity indicates ballistic
dynamics as well. Section V revisits the scenario of Ref. 20
where local spin and energy currents are present during the
dynamics as we start from states with an inhomogeneous
spin density. In that case, the energy density shows ballistic
dynamics in the massless phase with a velocity matching the
bosonization result in the limit of small perturbations. In the
massive phase, we observe a different behavior of the two
transport channels, i.e., ballistic energy dynamics while the
spin dynamics looks diffusive.20 Finally, we summarize our
findings in Sec. VI. Additionally, we discuss the entanglement
growth induced by coupling two regions with an opposite sign
of the exchange coupling in the Appendix.

II. SETUP AND DEFINITIONS

A. Preparation of initial states and definition of spatial variance

In this work, we focus on spin-1/2 XXZ chains of a finite
length L given by Eq. (1) where our goal is to study the
dynamics of an inhomogeneous distribution of the local energy
density originating from a local quench of system parameters.
The inhomogeneous distributions are generated by preparing
the system in the respective ground states of the following
Hamiltonians that are perturbations of HXXZ from Eq. (1).
First,

HJ
init =

L−1∑
i=1

Ji

J
hi , (2)

where hi is defined in Eq. (1), and second,

HB
init = HXXZ −

∑
i

BiS
z
i , (3)

where

Bi = B0 e
−(i−L/2)2

2σ2
0 . (4)

In the first case, we quench site-dependent exchange couplings.
In this scenario, we obtain initial states with large local
energy densities. Typical initial states that are ground states
of Eq. (2) are shown in Fig. 2. These states have b bonds
with ferromagnetic Ji < 0 in the center while the rest has
antiferromagnetic Ji > 0. We refer to this setup as the Ji

quench.
In the second case, the dynamics is driven by an inhomo-

geneous spin density, enforced by an external magnetic field
applied in the initial state. This allows us to generate smooth
spatial perturbations of 〈hi〉 with small differences in energy
compared to the ground state of Eq. (1). We refer to this setup
as the B0 quench. A more detailed discussion of the initial
states generated by a Ji quench will be given in Sec. IV A. The
B0 quench was introduced in detail in Ref. 20.

The definition of the local energy density from the
Hamiltonian Eq. (1) is not unambiguous. For instance, it
is always possible to add local terms to the Hamiltonian
whose total contribution by summation over all lattice sites
vanishes. However, this seeming ambiguity can be resolved up
to constants by requiring that any block of adjacent lattice sites∑m

i=l hi is Hermitian and yet to have the same structure as the
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FIG. 2. (Color online) Profile of the local energy density 〈hi〉 in the initial states induced by a Ji quench for b = 1,3,5 [compare Eq. (30)]
for (a) � = 0.5, (b) � = 1, and (c) � = 1.5. In all cases, the system forms a region with ferromagnetic nearest-neighbor spin correlations
in the middle of the chain. In the regions with antiferromagnetic Ji > 0, the local energy density oscillates, reflecting the antiferromagnetic
nearest-neighbor correlations.
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total Hamiltonian H . These details seem to be rather specific,
yet for the definition of the appropriate local energy density
within the Luttinger liquid description, see below, these formal
considerations are important. For the XXZ chain the local
energy density is therefore determined by the bond energies
〈hi〉.

To classify the dynamics of a density ei we study its spatial
variance

σ 2
E(t) =

L−1∑
i=1

(i − μ)2ei(t), (5)

where μ is the first moment of ei . The ei are the normalized
distribution linked to the energy density via

ei = δE−1〈h̃i〉 (6)

where 〈h̃i〉 = 〈hi〉 − 〈hi〉0 denotes the expectation value of hi

in the initial state shifted by the ground state expectation value
〈hi〉0 = 〈ψ0|hi |ψ0〉.

δE := Einit − E0 =
∑

i

〈h̃i〉 (7)

is the energy difference between the initial state |ψinit〉 [i.e.,
the ground state of either HJ

init or HB
init] and the ground state

|ψ0〉 of Eq. (1), both energies measured with respect to the
unperturbed Hamiltonian from Eq. (1):

E0 = 〈ψ0|HXXZ|ψ0〉, Einit = 〈ψinit|HXXZ|ψinit〉 . (8)

On physical grounds, the energy density should be normal-
ized by the amount of energy transported by the propagating
perturbation. This is well approximated by the energy dif-
ference δE between the initial state and the ground state of
Eq. (1), as we have verified in many examples. In some cases,
though, the propagating energy is, on a quantitative level, better
described by estimating the area under the perturbations, as δE

may also contain contributions from static deviations from the
ground state bond energies in the background. Nevertheless,
δE does not depend on the overall zero of energy and is an
obvious measure of how far the system is driven away from
the ground state. This, all together, justifies our definition of
the ei .

To remove static contributions depending only on the
initial distribution ei(t = 0), we subtract σ 2

E(t = 0) and study
δσ 2

E(t) := σ 2
E(t) − σ 2

E(0). δσ 2
E(t) ∼ (VEt)2 is expected to grow

quadratically in time in the case of ballistic behavior, where
VE has the dimensions of a velocity. For diffusive behavior,
we expect, from the fundamental solution of the diffusion
equation,69 that δσ 2

E(t) ∼ Dt grows linearly in time, where D

is the diffusion constant (see, e.g, the discussion in Ref. 20).
Within linear response theory the diffusion constant can be
related to transport coefficients via Einstein relations, see, e.g.,
Ref. 70. To be clear, the observation of δσ 2

E ∼ t2 or δσ 2
E ∼ t is

a necessary condition for the respective type of dynamics and
time-dependent crossovers are possible.

B. Spatial variance in the noninteracting case

For pedagogical reasons and to guide the ensuing dis-
cussion, we next calculate the spatial variance in the
noninteracting limit of Eq. (1), i.e., at � = 0. Using the

Jordan-Wigner transformation, we can write the Hamiltonian
as

H = J

2

∑
i

(S+
i S−

i+1 + H.c.) = −J

2

∑
i

(c†
i ci+1 + H.c.) , (9)

where c
†
i creates a spinless fermion on site i. A subsequent

Fourier transformation diagonalizes the Hamiltonian:

H =
∑

k

εkc
†
kck . (10)

Since we will compare with numerical results on systems with
open boundary conditions, we obtain

εk = −J cos(k), k = πn

L + 1
, n = 1, . . . ,L . (11)

Next, we compute

δσ 2
E(t) =

∑
i

ei(t)(i − i0)2 −
∑

i

ei(t = 0)(i − i0)2

with ei from Eq. (6) and hi = −J (c†
i ci+1 + H.c.)/2. By

expressing c
(†)
i through their Fourier transform and by plugging

in the time evolution of c
(†)
k , we finally obtain, after straight-

forward calculations:

δσ 2
E(t) = V 2

E t2 , (12)

i.e., ballistic dynamics independently of the initial state. Terms
linear in t will be absent if in the initial state, the density is
symmetric with respect to its first moment, i.e., eμ+δ = eμ−δ

and if the wave packet has no finite center-of-mass momentum
at t = 0 already. In the remainder of the paper, we will work
under these two additional assumptions that are valid for all
initial states considered in our work. The prefactor V 2

E is given
by

V 2
E = 1

δE

∑
k

εkv
2
k δnk , (13)

where vk = ∂εk/∂k and

δnk = ninit
k − nk

is the difference between the momentum distribution function
(MDF) in the initial state and the one in the ground state of
Eq. (1). Since we use open boundary conditions, we compute
nk from

nk = 〈c†
kck〉 := 2

L + 1

∑
r,r ′

sin (kr) sin (kr ′)〈c†
r cr ′ 〉 . (14)

We can also express δE via δnk:

δE =
∑

k

εk δnk .

The expression (13) suggests that VE is the average velocity of
excitations contributing to the propagation of the wave packet.
Characteristic for ballistic dynamics, V 2

E is fully determined
by the initial conditions through δnk .
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For completeness, we mention that an analogous calculation
can be done for the spatial variance σS of the spin density. This
quantity is defined as

σ 2
S (t) := 1

N

L∑
i=1

(i − μ)2〈Sz
i (t) + 1/2

〉
. (15)

The normalization constant N measures the number of
propagating particles. The spin density is, in terms of spinless
fermions,

Sz
i = c

†
i ci − 1/2 = ni − 1/2 .

The result for the spatial variance of the spin density is

δσ 2
S (t) = σ 2

S (t) − σ 2
S (0) = V 2

S t2 (16)

with

V 2
S = 1

N
∑

k

v2
k δnk . (17)

Although we started from the Hamiltonian for � = 0, we
stress that Eqs. (12), (16), (13), and (17) are valid for any
dispersion relation εk , irrespective of the presence of a gap,
provided that k has the meaning of a momentum.

C. Energy current

Another aspect worth noting is that the time-evolving state
carries a nonzero energy current, a situation that usually does
not appear in the case of a global quench. From the equation
of continuity for the energy density, one can derive the well-
known expression for the local energy current operator,43

jE
i = J 2 �̃Si−1 · ( �Si × �̃Si+1) , (18)

where �̃S = (Sx,Sy,�Sz). With periodic boundary conditions,
the total current JE = ∑

i j
E
i is a conserved quantity, i.e.,

[H,JE] = 0 (see Ref. 43). On a system with open boundary
conditions such as the ones that are well suited for DMRG,
this property is lost, yet the dynamical conductivity still has
a quasi-Drude peak at very low frequencies, reminiscent of
the true Drude peak Reκ(ω) = DEδ(ω) of a system with
periodic boundary conditions.68 The latter form is recovered
on a system with open boundary conditions as L → ∞ (see
Ref. 68), showing that ballistic dynamics due to the existence
of globally conserved currents can still be probed on systems
with open boundary conditions.

To connect the local energy currents to the spatial variance
of the time-dependent density one can rewrite the time
derivative of σ 2

E(t) using the equation of continuity, assuming
no current flow to sites at the boundary (this assumption is
justified in our examples as long as we restrict ourselves
to times before reflections occur at the boundary in our
simulations):

∂tσ
2
E(t) ∼

L∑
r=1

(r − μ)2∂t 〈hr (t)〉

= −〈
jE

1

〉 +
L∑

r=1

(2r − 2μ + 1)
〈
jE
r (t)

〉
. (19)

If σ 2
E(t) = V 2

Et + b and μ 	= μ(t), then using 〈JE〉 = 0 leads
to

L∑
r=1

r ∂t

〈
jE
r (t)

〉 ∼ 1

2
∂2
t σ 2

E(t) = V 2
E = const . (20)

If we interpret this equation as an operator equation, then we
see that we can define a quantity J ∗

E via

J ∗
E =

L∑
r=1

r ∂t j
E
r . (21)

If for a given initial state and over a certain time window,
〈J ∗

E(t)〉 = const, then we have identified a regime with ballistic
dynamics, δσ 2

E(t) ∼ t2. If 〈J ∗
E(t)〉 = const holds for all times

and initial states, then J ∗
E is a conserved quantity, [H,J ∗

E] = 0.
This is the case at � = 0, the noninteracting limit of Eq. (1),
where 〈J ∗

E〉 = V 2
E δE from Eq. (13).

We emphasize that we have here identified an operator
that connects the phenomenological observation of a quadratic
increase of σ 2

E(t) to the local energy currents. In ballistic
regimes, its expectation value becomes stationary.

For completeness, we mention an analogous result in the
diffusive regime where σ 2

E ∼ t . Then, expectation values of
the operator

JD
E =

L∑
r=1

(r − μ)jE
r (t) (22)

are time independent. Obviously, similar expressions can be
written down for the spatial variance associated with the spin
density.

III. PROPAGATING ENERGY AND SPIN WAVE PACKETS
IN A LUTTINGER LIQUID

In the gapless phase, i.e., for |�| < 1, the low-energy and
low-momentum properties of the XXZ chain can be described
by an effective Luttinger liquid theory.71 In the following, we
want to analyze the energy density and the spin dynamics of
the XXZ chain in this exactly solvable hydrodynamic limit.
Specifically, we show that at least asymptotically for large
times, the spatial variance always grows quadratically both in
the case of spin and energy dynamics. In addition, we work
out the precise dependence of the prefactor in front of the t2

increase of the spatial variance on system parameters. Since
our DMRG results to be presented in Secs. IV and V show that
σ 2

E(t) ∼ t2 at any �, we did not investigate the influence of
marginally relevant perturbations at � = 1 on the wave-packet
dynamics. In passing, we mention that in the massive phase,
where the appropriate low-energy theory is the sine-Gordon
model, the expansion velocity could also be derived at the
Luther-Emery point (this case was studied in, e.g., Refs. 25
and 26).

A. Bosonization of the anisotropic spin-1/2 chain

The Hamiltonian (1) can be mapped onto a system
of interacting spinless fermions via the Jordan-Wigner
transformation.31 Within a hydrodynamic description in terms

205115-5



LANGER, HEYL, MCCULLOCH, AND HEIDRICH-MEISNER PHYSICAL REVIEW B 84, 205115 (2011)

of a linearized fermionic dispersion relation, the Hamiltonian
can be represented in terms of a Luttinger liquid theory (LL),

HLL = u

4

∫
dx

2π

[
K(ρL − ρR)2 + 1

K
(ρL + ρR)2

]
, (23)

using the notation of Ref. 72. The sum of the two left- and right-
moving densities ρL(x) + ρR(x) of the spinless Jordan-Wigner
fermions is proportional to the continuum approximation of the
local magnetization Sz

i up to a constant. The sound velocity u

can be related to the parameters of the XXZ chain in Eq. (1)
via the group velocity73

u = vg = J
π

2

sin(ν)

ν
, (24)

with cos ν = �. Similarly, the Luttinger parameter K is given
by the relation K = π/[2(1 − ν)]. In the noninteracting case,
� = 0, we have K = 1 and u = J .

B. Ballistic dynamics in the gapless phase

Within the Luttinger liquid description for � < 1, an
initially inhomogeneous local energy density profile always
propagates ballistically independently of the details of the
perturbation as can be seen from general arguments. For the
effective low-energy Hamiltonian, the probability distribution
e(x,t) associated with the local energy density is given by

e(x,t) = E−1〈ψinit|ĥ(x,t)|ψinit〉 , (25)

where |ψinit〉 is the initial state,

ĥ(x) = u(K + K−1)/(8π )
∑

η

∂xϕ
†
η(x)∂xϕη(x)

−u(K − K−1)/(8π )[∂xϕ
†
L(x)∂xϕ

†
R(x)

+ ∂xϕR(x)∂xϕL(x)] (26)

and

E =
∫

dx 〈ψinit|ĥ(x,t = 0)|ψinit〉 . (27)

For the exact definition of the fields ϕ(†)
η , see, e.g., Ref.

72. The local energy density operator consists of decoupled
left- and right-moving contributions in the basis in which
the Hamiltonian for the time evolution is diagonal. This
allows for a separation of e(x,t) into left- and right-moving
contributions, which both propagate with the sound velocity
vg: e(x,t) = eL(x + vgt,t = 0) + eR(x − vgt,t = 0).

Assuming an L ↔ R symmetry in the initial state, i.e., a
state with zero total momentum, one obtains for the variance
from Eq. (5):

δσ 2
E(t) = σ 2

E(t) − σ 2
E(t = 0) = (VEt)2 (28)

for all times t with VE = vg = u. This result can also be
obtained from evaluating Eq. (13) in the continuum limit.

In the case of an initial L ↔ R asymmetry in the initial
state, we get δσ 2

E(t) → (vgt)2 for t → ∞, but the short-time
behavior may differ. Thus within the validity of a Luttinger
liquid description the energy transport is always ballistic for
all initial conditions. This is evident from a physical point
of view as all excitations propagate with exactly the same
velocity vg , the left movers to the left and the right movers

to the right. Note that the applicability of a Luttinger liquid
description is manifestly restricted to cases in which the initial
energy density profile is a smooth one in the sense that
the associated excitations do not feel the nonlinearity of the
fermionic dispersion relation. Thus, the time-evolution starting
from initial profiles such as the ones shown in Fig. 2 is beyond
the scope of this low-energy theory.

In analogy to the above arguments, the dynamics of spin-
density wave packets is also ballistic in the XXZ chain for
� < 1 in the Luttinger liquid limit. In the bosonic theory, the
spin density is proportional to ρL(x) + ρR(x) up to a constant,
see Sec. III A. The associated probability distribution ρ(x,t) =
Q−1〈ρL + ρR〉/2π , with Q = ∫

dx〈ρL + ρR〉/2π , can again
be separated into a left- and a right-moving contribution, i.e.,

ρ(x,t) = ρL(x + vgt,t = 0) + ρR(x − vgt,t = 0) . (29)

Thus similar to the case of the energy dynamics, one finds
ballistic behavior for |�| < 1 consistent with the numerical
results of Ref. 20.

IV. DMRG RESULTS FOR THE Ji QUENCH

Now we turn to the numerical simulations. Using the
adaptive time-dependent DMRG38–42 method, we can access
the real-time dynamics of initial bond-energy distributions.
Within this approach, we can probe the microscopic dynamics
including the time dependence of bond energies or the
entanglement entropy starting from various initial states in
an essentially exact manner without limitations in the range
of parameters. We discuss the pure energy dynamics in the
absence of spin currents induced by the Ji quench in this
section. We detail the construction of initial states and their
specific features, then move on to the analysis of the time
evolution of the bond energies. We calculate the spatial
variance and the related quantity J ∗

E and discuss the emergent
velocities of the energy dynamics. Within the numerical
accuracy of our simulations we find a quadratic increase of
σ 2

E(t) in all cases studied. However, it seems that for a Ji

quench a large number of different velocities contribute as
opposed to the Luttinger liquid theory result, the latter valid
at low energies. Our study of the energy current during the
time evolution and the time evolution of the expectation value
〈J ∗

E(t)〉, defined in Eq. (21), gives additional insights into
short-time dynamics and further validates the conclusion of
ballistic energy dynamics.

A. Initial states

Let us first describe the typical shape of initial states induced
by a Ji quench on a few bonds in the middle of the spin chain.
To be specific, in the Hamiltonian (2), we set

Ji =

⎧⎪⎨
⎪⎩

J, i < L/2 − b,

−J, for L/2 − b � i � L/2 + b

J, i > L/2 + b,

, (30)

which provides us with initial states with an inhomogeneous
energy density profile with a width of 2b of the ferromagnetic
region. Outside this ferromagnetic region, we obtain antifer-
romagnetic nearest-neighbor correlations.
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FIG. 3. (Color online) Energy difference δE between the initial
state and the ground state for the Ji quench as a function of b for
� = 0.5,1,1.5. The inset shows the hierarchy of states with increasing
total spin, which appear as initial states when the total spin is a good
quantum number, i.e., at � = 1.

Figure 2 shows the profile of the local energy density of
XXZ chains with L = 100 sites with (a) � = 0.5, (b) � = 1,
and (c) � = 1.5, induced by a sign change of Ji on b =
1,3,5 bonds [compare Eq. (30)], obtained using DMRG with
m = 200 states exploiting the U(1) symmetry to ensure zero
global magnetization Sz

tot = ∑
i〈Sz

i 〉 = 0 and, in consequence,
〈Sz

i 〉 = 0. In all cases shown in Fig. 2, the system forms a
region with ferromagnetic nearest-neighbor correlations in
the middle of the chain. Note that for � 	= 1, 〈hi〉 is the
sum of the nearest-neighbor transverse and longitudinal spin
correlations, the latter weighted with �. In the regions with
antiferromagnetic Ji > 0, the local energy density oscillates,
reflecting the antiferromagnetic nearest-neighbor correlations.
Figure 3 shows the energy difference δE. As a function
of b, the energy difference δE increases linearly once the
smallest possible ferromagnetic region has been established.
The minimum energy difference δE = Einit − E0 is of the
order of 2J , i.e., initial states that are only weak perturbations
of the respective ground state cannot be generated using a Ji

quench.
At the isotropic point � = 1, we can explain the depen-

dence of the initial state on the width b in a transparent
manner. The ground-state energy per site for the antiferro-
magnetic ground state is known from the Bethe Ansatz to be
limL→∞ E0(L)/L = −ln(2) + 1/4,74 while for the ferromag-
netic ground state, E0/(L − 1) = 1/4, excluding the boundary
sites, which gives rise to a very small system-size dependence.
By growing the ferromagnetic region symmetrically with
respect to the center of the chain and taking E0(L) from the
unperturbed ground state with open boundaries, we obtain
states with an energy that increases as

δE(b) = (2 b − 1)[E0/(L − 1) − 0.25] + δE0 , (31)

for our finite system size (δE0 is simply an offset). Equation
(31) exactly reproduces the data for � = 1 shown in Fig. 3.

Furthermore, at � = 1, the total spin

S2
tot =

∑
i

�Si ·
∑

j

�Sj (32)

is a conserved quantity. Since the ground-state calculation
only respects the conservation of magnetization (Sz

tot = 0), we
obtain a hierarchy of states with S > 0. This can be easily
understood by considering the block structure of the initial
state. Taking, e.g., a total of L = 100 spins and assuming
a ferromagnetic region of only two spins (i.e., b = 1), the
two ferromagnetic spins are fully polarized with a total spin
of S = 1, while each of the antiferromagnetic blocks has 49
spins and therefore a total spin of S = 1/2. Thus the total
spin of the whole chain is Stot = 2. Increasing the width
of the ferromagnetic region by one, i.e., to b = 2, we have
S = 2 in the middle, and the antiferromagnetic blocks are of
even length, both having S = 0 in their ground state. This
pattern repeats itself upon increasing the length 2b of the
ferromagnetic region.

B. Time evolution of bond energies after a Ji quench

Now we focus on the time evolution of the local energy
density induced by the aforementioned perturbation. At time
t = 0+, we set all Ji = J and then evolve under the dynamics
of Eq. (1). The DMRG simulations are carried out using a
Krylov-space based algorithm75,76 with a time step of typically
0.25J and by enforcing a fixed discarded weight. We restrict
the discussion to times smaller than the time needed for the
fastest excitation to reach the boundary.

1. Ji quench: qualitative features

Figure 4 shows the time evolution of the bond energies
〈hi(t)〉 as a contour plot for � = 0.5,1,1.5 at b = 1. Despite
the different ground states for the selected values of anisotropy,
all features of the dynamics such as two distinct rays starting
at the edges of the block of ferromagnetic correlations,
are similar. The solid white lines for � = 0.5 and � = 1
indicate an excitation spreading out from the center of the
ferromagnetic region with the group velocity given by Eq. (24)
(these lines are parallel to the outer rays visible in the figure,
i.e., the fastest propagating particles). Note that Eq. (24) holds
only in the gapless phase (|�| � 1). Besides the outer rays
that define a light-cone structure, Fig. 4 unveils the presence
of more such rays inside the light cone. Since our particular
initial states have a sharp edge in real space, there ought to be
many excitations with different momenta k contributing to the
expansion.

2. Ji quench: spatial variance

Our main evidence for ballistic dynamics in both phases
is based on the analysis of the spatial variance, shown in
Fig. 5. Fitting a power law (straight lines) to the data, i.e.,
σ 2

E(t) − σ 2
E(0) = αtβ yields a quadratic increase with β ≈ 2,

classifying the dynamics as ballistic.
In order to estimate uncertainties in the fitting parameter

α, we compare this to the results of fitting a pure parabola
σ 2

E(t) − σ 2
E(0) = V 2

E t2 to the data. Typically, V 2
E deviates from

α by about 10% while the exponent of the power-law fit is
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FIG. 4. Time evolution of the bond energy distribution starting from initial states with b = 1 from Fig. 2 for (a) � = 0.5, (b) � = 1, and
(c) � = 1.5. Despite the different ground-state phases, for the selected values of the exchange anisotropy �, main features of the dynamics
such as two distinct rays extending from the edges of the perturbation are similar. The solid white lines for � = 0.5 and � = 1 indicate the
propagation of a single excitation starting in the middle of the chain at time t = 0 moving with the group velocity vg from Eq. (24). This is
also the velocity in the outer rays.

usually different from 2 by 5%. As an example, for � = 0.5
and b = 1, we obtain β = 2.03 and α = 0.53 versus V 2

E =
0.6J 2. The main reason for the deviation of β from two is,
in fact, that the short-time dynamics is not well described
by a power law at all over a b-dependent time window. We
shall see later, in Sec. IV C, that the ballistic dynamics sets in
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FIG. 5. (Color online) Spatial variance of the evolving energy
distribution for (a) b = 1, (b) b = 5, and � = 0.5,1,1.5. Fitting a
power law (straight lines) to σ 2

E(t) − σ 2
E(0) = αtβ yields a quadratic

increase with sufficient accuracy, classifying the dynamics as ballistic.
For instance, we find α = 0.53, β = 2.03 for � = 0.5 and b = 1
[black circles in (a)]. We do not find any qualitative difference
between the massless (|�| � 1) and the massive (� > 1) phases.
The deviations between the fit and the tDMRG data in the � = 1.5
curves at the largest times simulated are due to the boundaries.

only after the block of ferromagnetically correlated bonds has
fully “melted.” Indeed, by excluding several time steps at the
beginning of the evolution from the power-law fit, we observe
that β → 2 and α → V 2

E . Therefore we will present results for
V 2

E , obtained by fitting σ 2
E(t) − σ 2

E(0) = V 2
Et2 to our tDMRG

data.

3. Exploiting SU(2) symmetry at � = 1 for the Ji quench

Before proceeding to the discussion of the expansion
velocity V 2

E , we wish to discuss the long-time limit, which can
be accessed in the case of � = 1. Since our perturbation is pro-
portional to the operators for the local energy density, global
symmetries of the unperturbed Hamiltonian are respected by
the initial states of the type in Eq. (30). Therefore, at � = 1,
we can exploit the conservation of total spin S, a non-Abelian
symmetry. This can be used to push the simulations to much
longer times, since we can perform the time evolution in
an SU(2) invariant basis.77 The number of states needed to
ensure a given accuracy is reduced substantially compared to
a simulation that only respects U(1) symmetry. Therefore we
can work with larger system sizes and study the long-time
dynamics of the energy density. As we can reach longer
times, we can also analyze and discuss finite-size effects for
� = 1 here. Figure 6 shows our result for the time evolution
respecting SU(2) symmetry (blue triangles) for a system of
L = 200 sites and � = 1, b = 1 compared to the result from
Fig. 5 for L = 100 sites (red squares). We still find a quadratic
increase of σ 2

E(t) and thus ballistic dynamics for times up to
t ∼ 60/J and in addition, the prefactor does not depend on
the system size. Both simulations were carried out keeping the
discarded weight below 10−4, which requires at most m = 900
states using only U(1) symmetry on L = 100 sites versus a
maximum of m = 400 using SU(2) for L = 200 sites.

4. Expansion velocity

The results for V 2
E are collected in Fig. 7 and plotted as

a function of δE for � = 0,0.5,1,1.5. In the noninteracting
case, � = 0, V 2

E is constant for b � 2, while at b = 1 (the
smallest possible δE), V 2

E = 0.5J 2. For all � > 0, V 2
E slightly

decreases with δE and V 2
E is much smaller than v2

g given by
Eq. (24), suggesting that indeed, many velocities contribute
during the expansion of the energy wave packet.
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FIG. 6. (Color online) Long-time evolution exploiting the con-
servation of total spin Stot at � = 1 for L = 200 sites using an initial
state with b = 1. For comparison, we plot the result for L = 100 sites
using only U(1) symmetry. Fixing the discarded weight to 10−4, we
need less than half the number of states. Furthermore, we find that
the spatial variance is very robust against finite-size effects.

Intuitively, one might associate the decrease of V 2
E , which

is a measure of the average velocity of propagating excitations
contributing to the expansion, to band curvature: the higher
δE, the more excitations with velocities smaller than vg are
expected to factor in.

It is instructive to consider the noninteracting limit first
by comparing the numerical results obtained from a time
evolution with exact diagonalization to the analytical (and also
exact result) from Eq. (13). To that end, we need to compute
the MDF [see Eq. (14)] of the initial state. Our results for
� = 0, which are shown in Fig. 8, unveil a peculiar property:
the Ji quench always induces changes at all k, i.e., the system
is not just weakly perturbed in the vicinity of kF . This is not
surprising since our initial states have sharp edges in real space
(compare Fig. 2). Moreover, the Ji quench changes the MDF in
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δE/J

0

0.5

1

1.5

2

V
E

2 /J
2

Δ=0
Δ=0.5
Δ=1
Δ=1.5

solid symbols: DMRG
open symbols: Eq. (33)

FIG. 7. (Color online) Prefactors V 2
E of the fits σ 2

E − σ 2
E(0) =

V 2
Et2 as functions of δE for � = 0,0.5,1,1.5 and Ji quenches with

b = 1,2,3,4,5 (for � = 1.5, we show b = 1,2,3 only). For � > 0,
V 2

E decreases slightly with b, while V 2
E < v2

g . At � = 0, V 2
E is roughly

constant for b > 2.
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FIG. 8. (Color online) MDF of the initial states generated by
a Ji quench at � = 0.5 and � = 0 (inset) with b = 1,3,5. For
comparison, we include the MDF of the ground state (solid black
line).

such a way that δnk(b) = ninit
k (b) − nk is point symmetric with

respect to kF = π/2, where kF is the Fermi wave vector. As
Fig. 7 shows, V 2

E as extracted from fits to δσ 2
E (solid symbols)

and V 2
E from Eq. (13) (open symbols) perfectly agree with

each other, as expected.
The MDF of initial states for the interacting systems are

also such that δnk 	= 0 at all momenta and we may therefore
conclude that the observation VE < vg is due to the fact
that the Ji quench induces many excitations with velocities
smaller than vg (compare the data shown for � = 0.5 shown
in Fig. 8). Of course, Eq. (13) is not directly applicable
to the interacting case since, first, it does not account for
the correct eigenstates at � 	= 0 and second, in general,
〈hi〉 	= 〈J (S+

i S−
i+1 + H.c.)/2〉. Nevertheless, by numerically

calculating δnk for the interacting system and by using the
renormalized velocity in Eq. (13) instead of J [i.e., J →
vg(�)], we obtain an estimate for V 2

E from

V 2
E ≈ v2

g

δE

∑
k

cos(k) sin2(k)δnk . (33)

This reproduces the qualitative trend of the tDMRG results for
V 2

E as we exemplify for � = 0.5 in Fig. 7.
To summarize, the overall picture for the time evolution of

the bond energies after a Ji quench is that energy propagates
ballistically with an expansion velocity VE that is approxi-
mately given by Eq. (33). Combined with the observation that
on a finite system, a Ji quench induces changes in the MDF at
all momenta k, we conclude that many excitations contribute
to the wave-packet dynamics, resulting in VE < vg , both in the
noninteracting and in the interacting case.

C. Energy currents

To conclude the discussion of the Ji quenches we present
our results for the local energy currents at � = 1 in Fig. 9. By
comparison with Fig. 4(b), we see that the local current is the
strongest in the vicinity of the wave packet. The energy current
in each half of the system becomes a constant after a few time
steps, i.e., JE

L/2 := ∑L/2−1
i=1 jE

i reaches a constant value. We
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FIG. 9. (Color online) Real-time evolution of the local energy
current, Eq. (18), at � = 1 for a Ji quench with b = 1.

plot the absolute value of 〈JE
L/2〉 for � = 0.5,1,1.5 for b = 1

in Fig. 10(a). The qualitative behavior is independent of �:
as soon as the initial perturbation has split up into two wave
packets, we have prepared each half of the chain in a state with
a constant, global current 〈JE

L/2〉 = const. For a system with
periodic boundary conditions, the total current JE = ∑

i j
E
i

is a conserved quantity.43 Since the effect of boundaries only
factors in once these are reached by the fastest excitations,
we directly probe the conservation of a global current with
our setup, after some initial transient dynamics. Therefore we
can link the phenomenological observation of ballistic wave-
packet dynamics to the existence of a conservation law in the
system.

While the currents 〈JE
L/2〉 clearly undergo some transient

dynamics [see Fig. 10(a)], we have derived a quantity in
Sec. II, called J ∗

E , whose expectation value is stationary if
σ 2

E ∼ t2. We now numerically evaluate 〈J ∗
E(t)〉 from Eq. (21),

which provides an independent probe of ballistic dynamics.
Figure 10(b) shows our results for � = 1 and Ji quenches
with b = 1,2,3,4,5. It turns out that 〈J ∗

E(t)〉 is indeed constant
at sufficiently large times, consistent with the observation of
δσ 2

E ∼ t2. In Sec. IV B, we have noted that δσ 2
E 	∼ t2 at short

times t � b/J . This renders 〈J ∗
E(t)〉 a time-dependent quantity

over the same time window. Clearly, the time window over
which 〈J ∗

E(t)〉 	= const depends on b [see Fig. 10(b)], which
suggests that the deviation of ballistic dynamics is associated
to the “melting” process of the region with ferromagnetic
correlations. We have carefully checked that these observations
are robust against errors in the calculation of time derivatives
in Eq. (21) induced by the finite time step. Since 〈J ∗

E(t)〉 is time
dependent (at least at short times), we conclude that J ∗

E is not a
conserved quantity in the interacting case. Finally, within our
numerical accuracy and as an additional consistency check,
we find that 〈J ∗

E〉/δE = α in the stationary state as expected
from the discussion in Sec. II C.

To summarize, 〈J ∗
E(t)〉 = const whenever δσ 2

E ∼ t2 but
〈J ∗

E〉 is very sensitive to the initial transient dynamics in the
energy dynamics and becomes constant after a time ≈ bJ .
Furthermore, our setup serves to prepare each half of the
system in a state with a finite global energy current 〈JE

L/2〉

0 5 10 15 20 25 30
time tJ

0

1

2

3

|<
JE

L
/2

>
|/J

2

Δ=0.5
Δ=1
Δ=1.5

(a) b=1, L=100

0 5 10 15 20
time tJ

0

1

2

3

4

5

6

<
J E

* >
/J

2

b=1
b=2
b=3
b=4
b=5

(b)  Δ=1

FIG. 10. (Color online) (a) Absolute value of the current in each
half of the system. A constant value is reached after t ≈ 5/J . (b) The
quantity 〈J ∗

E(t)〉 from Eq. (21) derived from a pure quadratic increase
of the spatial variance for � = 1 and b = 1,2,3,4,5. This quantity is
constant, as expected from the discussion in Sec. IV C, except for the
initial transient dynamics at t < b/J .

that, after some transient dynamics, does not decay since the
global energy current operator is a conserved quantity.

V. COUPLED SPIN AND ENERGY DYNAMICS

After focusing on the energy dynamics in the absence of
spin/particle currents we now revisit the case of spin dynamics
starting from states with 〈Sz

i (t = 0)〉 	= 0. Thus during the
time evolution, the local spin and energy currents are both
nonzero. In Ref. 20, the dynamics of the magnetization
was studied, where the inhomogeneous spin-density profile
was induced by a Gaussian magnetic field in the initial
state. We take the initial state to be the ground state of
Eq. (3) in the sector with zero global magnetization, i.e.,
Sz

tot = ∑
i〈Sz

i 〉 = 0. Such a perturbation naturally also results
in an inhomogeneous energy density in the initial state,
which is coupled to the spin dynamics during the time
evolution.28
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FIG. 11. (Color online) (a) Magnetization (solid black line) and
energy density (dashed red line) in the initial state, for a B0 quench
with B0 = J and σ0 = 5 for � = 0.5 on a lattice of L = 200 sites.
(b) Prefactor V 2

E of δσ 2
E(t) = V 2

Et2 for the energy dynamics after a
B0 quench in the massless phase of the XXZ chain, compared to the
group velocity [Eq. (24)] for � = 0,0.5 and L = 200. On this system
size and in the limit of small perturbations, V 2

E is approximately
5% smaller than the prediction from the Luttinger liquid theory for
both �. For � = 0, finite-size scaling of V 2

E(δE → 0) using L =
100,200, . . . ,800 yields V 2

E → v2
g as shown in the inset.

A. Massless phase

In Fig. 11(a), we compare the initial magnetization (black
solid line) and the local bond energies (dashed red line) induced
by a Gaussian magnetic field with B0 = J and σ0 = 5 at � =
0.5 finding qualitatively the same pattern; both the spin and
the energy density follow the shape of the magnetic field,
resulting in a smooth perturbation with small oscillations in
the background away from the wave packet.

For the time evolution of the bond energies at 0 < � � 1,
we perform an analysis of their spatial variance analogous
to the discussion of the Ji quench, finding ballistic dynamics
in the massless phase. Since with a B0 quench, initial states
with very small δE can be produced, we next connect our
numerical results to the predictions of LL theory, valid in the
limit δE  J (compare Sec. III).

Since we enforce zero global magnetization, we draw
magnetization from the background into the peak.14 Therefore
one has to carefully estimate the contributions to δE that

do not contribute to the time dependence of bond energies
yet change the background density nbg. The latter, in turn,
affects the expected group velocity and we thus expect to
recover the LL result derived for the half-filled case, i.e.,
propagation with vg from Eq. (24), in the limit of large
systems where nbg → 1/2. Furthermore, B0 quenches induce
2kF oscillations in the spin and energy density.20 To account
for this, we use coarse graining, i.e., averaging the energy
density over neighboring sites, and we take the sum only over
the area of the peak when estimating δE. We obtain δEpeak :=∑L/2+x

L/2−x(〈hi〉 − 〈hi〉0), where 〈hi〉0 denotes the ground-state
expectation value. From this quantity we calculate the velocity
via V 2

E → V 2
E · δE/δEpeak, which is shown in Fig. 11(b). Note

that while δEpeak is the correct normalization to obtain the
correct velocities, we label our initial states via δE. At � = 0
(blue circles), V 2

E decreases linearly as a function of δE.
Next we compare the result from the low-energy theory from
Sec. III (solid symbols at δE = 0) to our tDMRG data. For both
� = 0 and � = 0.5, V 2

E for L = 200 sites is approximately
5% smaller than v2

g from Eq. (24), which is mainly due to the
deviation of the background density from half filling. While
it is hard to get results for larger systems than L ∼ 200 in
the interacting case, we can solve the � = 0 case numerically
exactly in terms of free spinless fermions, allowing us to go to
sufficiently large L to observe V 2

E(L) → v2
g as L → ∞. The

inset of Fig. 11(b) shows the finite-size scaling of V 2
E(L) for

� = 0 using L = 100,200, . . . ,800, which yields V 2
E → v2

g in
the limit L → ∞, taking first δE → 0 for each system size.
We thus, in principle, have numerical access to the dynamics in
the low-energy limit well described by Luttinger liquid theory
using a B0 quench.

B. Massive phase

In Ref. 20, examples of a linear increase of the spatial
variance of the magnetization σ 2

S (t), defined in Eq. (16), were
found in the massive phase, which were interpreted as an
indication of diffusive dynamics. We now demonstrate that
while the spin dynamics may behave diffusively, i.e., δσ 2

S ∼ t

over a certain time window, the energy dynamics in the same
quench is still ballistic, i.e., δσ 2

E ∼ t2.
In Fig. 12, we show the full time evolution of the bond ener-

gies for a Gaussian magnetic field with B0 = 1.5J and σ0 = 5
on a chain of L = 200 sites at � = 1.5. It consists of two rays
propagating with opposite velocities. In Fig. 13, we compare
the spatial variance of the magnetization σ 2

S (t) to the one of the
bond energies σ 2

E(t) calculated in the same time evolved state.
The main panel of Fig. 13 shows σ 2

E(t) − σ 2
E(0), which is very

well described by a power-law fit with an exponent β = 2.03
on the accessible time scales. The inset of Fig. 13 displays the
data for δσ 2

S (t) = σ 2
S (t) − σ 2

S (0) taken from Ref. 20. The spa-
tial variance of the energy density is quadratic in time, even at
times t � 12/J where the spatial variance of the magnetization
increases only linearly. This example reflects the qualitative
difference between spin and energy transport in the massive
phase of the XXZ model at zero global magnetization. The
conservation of the global energy current is consistent with
the observation of ballistically propagating energy wave
packets, while spin clearly does not propagate ballistically.
Our result, obtained in the nonequilibrium case with a
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FIG. 12. (Color online) Time-dependent bond energies for the
dynamics induced by a B0 quench with B0 = 1.5J, σ0 = 5 on a chain
of L = 200 sites at � = 1.5. In this case, both local spin and local
energy densities are perturbed and the corresponding local currents
are nonzero.

zero-temperature background density, is consistent with the
picture established from both linear-response theory51,55 and
steady-state simulations.28,61,64

Very recently, Jesenko and Žnidarič have also studied the
time evolution of spin and energy densities induced by a
B0 quench.28 They concentrate their analysis on the velocity
of the fastest wave fronts, contrasting energy against spin
dynamics. Based on the presence of these rays of fast prop-
agating particles, they claim that the wave packet dynamics
still has ballistic features. However, their analysis neglects
the influence of slower excitations that also contribute to
the dynamics of the wave packet, which is captured by the
variance, and it ignores the decay of the intensity in the outer
rays that we typically observe whenever δσ 2

S ∼ t .20 The latter
is, if at all, weak in a ballistic expansion characterized by

0 10 20
time tJ

0

1000

σ E

2 (t
)-

σ E

2 (0
)

α*t
2

10 20
time tJ

0

10

σ S

2 (t
)-

σ S

2 (0
)D*t+const.

Δ=1.5, L=200, B
0
=1.5J

FIG. 13. (Color online) Spatial variance of the energy density
(main panel) and the spin density (inset), induced by a B0 quench
with B0/J = 1.5 and σ0 = 5 [compare Eq. (3)] at � = 1.5. In this
case, both local spin and local energy densities are non zero during
the time evolution. The inset was reproduced from Ref. 20.

δσ 2
S ∼ t2. Therefore, while the analysis of Ref. 28 unveils

interesting details of the time evolution of densities during a
B0 quench, we maintain that the variance is a useful quantity to
identify candidate parameter sets for spin diffusion in, e.g., the
nonequilibrium regime. Final proof of diffusive behavior then
needs to be established by either demonstrating the validity of
the diffusion equation or by computing correlation functions,
see, e.g., Refs. 55 and 61. For instance, in Ref. 28, Jesenko and
Žnidarič analyze the steady-state currents in the � > 1 regime
at finite temperature and obtain diffusive behavior.

VI. SUMMARY

We studied the real-time energy dynamics in XXZ spin-1/2
chains at zero temperature in two different scenarios. First,
we investigated the energy dynamics in the absence of spin
currents induced by a local sign change in the exchange
interactions. The spatial variance behaves as δσ 2

E(t) ∝ t2 for
all �, consistent with ballistic dynamics. In the gapless regime,
the velocity of the fastest excitation present in the dynamics
is the group velocity vg of spinons, yet our particular quench
also involves excitations with much smaller velocities resulting
in expansion velocities VE < vg . Furthermore, the ballistic
dynamics can be related to properties of energy currents. While
the total current vanishes in our setup, i.e., 〈JE〉 := ∑

i〈jE
i 〉 =

0, the current in each half of the chain 〈JE
L/2〉 > 0 takes a

constant value, after some transient dynamics. Therefore, in
each half of the system, we prepared a state with a conserved
global current, allowing us to make a direct connection to the
predictions of linear-response theory where the existence of
ballistic dynamics is directly linked to conservation laws that
prohibit currents from decaying.43 Moreover, we identified
an observable J ∗

E built from local currents whose expectation
value 〈J ∗

E(t)〉 is time independent if δσ 2
E ∝ t2 and vice versa.

This carries over to other types of transport as well and, in fact,
the analysis of the time dependence of 〈J ∗

E〉 can be used as an
independent means to identify ballistic regimes, or to unveil
the absence thereof.

0 5 10 15 20 25 30
time tJ

0

1

2

3

4
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(t
)
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Δ=1.5
ln(t/t

0
)

FIG. 14. (Color online) Time dependence of the von Neumann
entropy SvN for a bipartition that cuts the system across the central
bond during the time evolution starting from a ferromagnetic region
coupled to an antiferromagnetic one at � = 0.5,1,1.5
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In the second part, we studied the energy dynamics induced
by quenching a Gaussian magnetic field, with two main
results. These quenches allow us to access the regime of
weakly perturbed initial states and in that limit, we recover the
predictions from Luttinger liquid theory for the wave-packet
dynamics. Their variance simply grows as δσ 2

E = v2
gt

2. In
the massive phase, a very interesting phenomenon occurs,
since the energy dynamics is ballistic on time scales over
which the spin dynamics behaves diffusively although both
are driven by the same perturbation. This resembles the
picture established from linear-response theory,43 there applied
to the finite-temperature case, in the nonequilibrium setup
studied here. While our numerical results cover spin chains on
real-space lattices and initial states far from equilibrium, the
extension of our work to a finite temperature of the background
will be crucial to tackle the most important open questions.

ACKNOWLEDGMENTS

We thank W. Brenig, S. Kehrein, A. Kolezhuk, and R.
Noack for very helpful discussions. S.L. and F.H-M. acknowl-
edge support from the Deutsche Forschungsgemeinschaft
through FOR 912, M.H acknowledges support by the SFB
TR12 of the Deutsche Forschungsgemeinschaft, the Center
for Nanoscience (CeNS), Munich, and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).
F.H-M. acknowledges the hospitality of the Institute for
Nuclear Theory at the University of Washington, Seattle,
where part of this research was carried out during the INT
program “Fermions from Cold Atoms to Neutron Stars:
Benchmarking the Many-Body Problem.”

APPENDIX: ENTANGLEMENT GROWTH

Here, we want to study the growth of entanglement
across a junction separating regions in a spin chain with
ferromagnetic correlations from ones with antiferromagnetic
ones.

To that end, we take initial states inspired by Ref. 19 where
one half of the system has a positive and the other one a
negative J . We obtain this configuration as a variation of Ji-
quench choosing:

Ji =

⎧⎪⎨
⎪⎩

J, i < L/2,

0, for i = L/2,

−J, i > L/2,

(A1)

in Eq. (2). We then perform the time evolution under the
antiferromagnetic Hamiltonian [Eq. (1)]. As a measure of the
entanglement we calculate the von Neumann entropy

SvN = −Tr(ρAlnρA) (A2)

of the reduced density matrix ρA = TrBρ, where ρ =
|ψ(t)〉〈ψ(t)| and |ψ(t)〉 is the time-evolved wave function,
for a bipartition in which we cut the chain into two halves of
length L/2 across the central link. Our results are plotted in
Fig. 14. We observe that the von Neumann entropy grows at
most logarithmically (purple dashed line), in agreement with
Ref. 21. The overall largest values of SvN(t) are found at the
critical point � = 1 (red squares). This behavior is very similar
to the observations made in Ref. 19 for spin dynamics starting
from a state with all spins pointing up (down) in the left (right)
half.
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64T. Prosen and M. Žnidarič, J. Stat. Mech: Theor. Exp. (2009)

P02035.
65G. Benenti, G. Casati, T. Prosen, and D. Rossini, Europhys. Lett.

85, 37001 (2009).
66G. Benenti, G. Casati, T. Prosen, D. Rossini, and M. Žnidarič, Phys.
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Chapter 3

Work distribution functions and
x-ray edge absorption spectra

One of the first examples of a nonequilibrium many-body quantum system beyond the
linear response regime addressed in the literature dates back to the asymptotic solution
of the so-called x-ray edge problem by Nozieres and De Domenicis [128]. In the 1930’s
sharp peaks in optical x-ray spectra have been observed for simple metals, for details and
references to theoretical and experimental work see the review by Ohtaka and Tanabe [129].
Within a perturbative treatment Mahan [115] showed to leading logarithmic accuracy that
the absorption of an x-ray edge photon can lead to power-law singularities in the optical
spectra, see Fig. 3.1. Later, it was realized that this complicated linear response many-body
problem of matter-light interaction can be mapped onto an exactly solvable nonequilibrium
one [128].

Consider an x-ray beam incident on a simple metal, for a schematic picture see Fig. 3.1.
The conduction band is filled up with electrons up to the Fermi level. At energies far be-
low the Fermi energy very narrow bands appear corresponding to nearly localized electrons
bound to the core atoms constituting the lattice. Associated with the in general compli-
cated band structure there is a multitude of different imaginable processes where electrons
are excited between different bands. Among all possible excitation processes, however,
there is just one specific that is responsible for the sharp experimentally observed peaks in
the x-ray edge spectra. The excitation of localized electrons from the narrow tight-binding
bands into the vicinity of the Fermi energy is accompanied with the creation of a localized
immobile hole that is left behind. Due to Coulomb interactions the positively charged hole
establishes a potential scatterer for the other electrons constituting the electronic conduc-
tion band. Associated with the sudden absorption of a photon is then the sudden creation
of a localized impurity to which the conduction band electrons have to adapt to.

In general, x-ray edge absorption spectra A(ω) show a power-law behavior at zero
temperature T = 0

A(ω)
ω≈ωth∼ θ(ω − ωth)(ω − ωth)−γ, T = 0, (3.1)

beyond a threshold frequency ωth with an exponent γ that is solely determined by the
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Figure 3.1: Schematic illustration of the band structure of a simple metal and the x-ray
edge absorption process. All energy levels are filled up to the Fermi energy εF in the
conduction band. Below the conduction band comes the valence band that is completely
filled by electrons. For very low energies narrow tight-binding bands appear that are built
out of strongly localized electrons bound to the core atoms. For an incoming x-ray beam
of photons with angular frequency ω one can imagine a variety of different excitation
processes. The x-ray edge singularity corresponds to a process where a core electron is
excited to the Fermi energy. For details see the text.

phase shifts of the conduction band electrons at the Fermi level as argued by Hopfield [72].
For frequencies ω < ωth there are no available states for the excited core electron due to
the Pauli principle such that no photon absorption can take place. By relating x-ray edge
spectra to work distribution functions, see Sec. 3.1, the existence of the threshold frequency
ωth > 0 can be traced back to the minimum work the photon has to perform on the system
such that it can excite the core electron and to switch on the perturbation. The algebraic
divergence as ω → ωth signals that the absorption of a photon is most likely accompanied
by the creation of a multitude of low-energy particle-hole excitations in the conduction
band.

The power-law is valid on a scale set by the conduction bandwidth D, i.e., for ω � D.
In the simplest case of the switch on of a potential scatterer embedded in a sea of spinless
fermions one obtains

γ = 1− (1− δ/π)2 (3.2)
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time

Figure 3.2: Schematic illustration of the general nonequilibrium protocol. The system is
initially prepared in the canonical state of the Hamiltonian H0 at a temperature T . In an
interval from time t = 0 to t = tf an external force acts on the system leading to a time-
dependent parameter λ = λ(t) and a time-dependent Hamiltonian H(λ(t)). At time tf the
protocol stops and the subsequent time evolution is governed by the final Hamiltonian Hf .

with δ the phase shift at the Fermi energy and δ/π = ∆n is the screening charge ∆n
according to the Friedel sum rule. At finite temperatures T > 0 the singularity gets
smeared and the absorption spectrum develops a Lorentzian form for frequencies |ω−ωth| �
T [185, 20]

A(ω)
|ω−ωth|�T∼ πT∆n2

(ω − ωth)2 + (πT )2∆n4
, T > 0. (3.3)

At frequencies T � ω − ωth � D, however, one still finds the power-law behavior as
for the zero temperature limit, see Eq. (3.1). On the other side of the Lorentzian peak,
T � ωth−ω � D, the probability for photon absorption is nonzero in contrast to the zero
temperature limit, but exponentially suppressed by temperature. This is a manifestation
of the Crooks relation, a nonequilibrium fluctuation theorem which will be discussed in
more detail in Sec. 3.2.2.

Although initially related to optical spectra, x-ray edge physics has been found in a
variety of different scenarios but all sharing the same principle, namely that a fermionic
many-particle system has to adapt to a suddenly created local perturbation. Recently,
x-ray edge physics has regained particular interest since quantum dots in semiconductor
heterostructures, see Sec. 3.4, provide the experimental framework for the implementation
of quantum impurity models with a high control on the system parameters. Most notably
in the present context, it has been demonstrated that optical spectra for specifically con-
structed quantum dots can be associated with x-ray edge spectra for the sudden switch
on of a Kondo impurity [176, 104]. In the meantime the x-ray edge problem has been
solved using a variety of different approaches, most notably bosonization in the weak scat-
terer limit [157] and by the Riemann-Hilbert approach [33] that will be used below for the
calculation of optical quantum dot spectra.

3.1 Work distribution functions

From a thermodynamic perspective the work W performed on a system is an elementary
quantity for the description of systems in a nonequilibrium process - especially when con-
sidering closed isolated system when there is no heat exchange with an environment as will
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be the case for all examples studied in the following. Remarkably, the definition of work
performed on a quantum system has been clarified only recently [167]. As a consequence
of fundamental quantum mechanical principles work cannot be represented by a Hermitian
operator leading to the notion of “work is not an observable”. The origin lies at the ob-
servation that two projective quantum mechanical measurements are required to actually
determine the work performed. As a consequence the work W is a random variable with a
probability distribution function P (W ) termed work distribution.

Consider a closed isolated quantum system with a Hamiltonian H(λ) that is prepared
in a canonical state at temperature T = β−1. Here and in the following we set Boltzmann’s
constant kB = 1. The system is supposed to depend on a classical parameter λ that can be
manipulated by acting with some external force. The system is taken out of equilibrium by
changing the parameter λ from a value λi to λf according to a prescribed protocol during a
time interval from t = 0 to t = tf , for a schematic picture see Fig. 3.2. Due to the inherent
randomness in the initial mixed state its energy is not known with certainty but can be
determined by a projective measurement that yields the energy Ei

n corresponding to the
eigenstate |Ei

n〉 with a probability

pn =
e−βE

i
n

Zi
(3.4)

with Zi =
∑

n exp[−βEi
n] = Tr exp[−βH(λi)] the partition function of the initial state.

Here, |Ei
n〉 denotes a complete set of eigenstates with eigenenergies Ei

n for the Hamiltonian
H(λi). As a consequence of the measurement the mixed state is projected onto the eigen-
vector |Ei

n〉. Due the nonequilibrium protocol this state is time evolved with the operator
U(tf ) determined by its equation of motion

i
d

dt
U(t) = H[λ(t)]U(t) (3.5)

with U(0) = 1, λ(0) = λi, and λ(tf ) = λf . Here we set ~ = 1. The probability that
the time evolved state |Ei

n(tf )〉 = U(tf )|Ei
n〉 has energy Ef

m - |Ef
m〉 denotes the full set of

eigenstates for H(λf ) - is given by the conditional probability

p(m, tf |n) =
∣∣〈Ef

m

∣∣U(tf )
∣∣Ei

n

〉∣∣2 . (3.6)

The two energy measurements for this single realization of the nonequilibrium protocol
determine the corresponding work performed W via W = Ef

n −Ei
n. The associated proba-

bility distribution P (W ) for W is then given by summing over all possible initial and final
states with the same energy difference W [167]

P (W ) =
∑

n,m

pn p(m, tf |n) δ(W − Ef
n + Ei

n). (3.7)

In the literature P (W ) as defined in this equation appears also in different contexts. In
studies of quantum chaos P (W ) is termed strength function [47]. In work about nonequi-
librium dynamics in quantum many-body systems P (W ) is associated with an energy
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distribution function [136, 144, 116]. Concerning optical x-ray edge experiments P (W )
can be associated with absorption and emission spectra, see Secs. 3.3 and 3.5.

Work distribution functions are related to dynamical correlation functions via Fourier
transformation [167]

P (W ) =

∫
dt eiWtG(t), G(t) =

〈
eiH(λi)te−iHH(λf )t

〉
, 〈. . . 〉 = Tr

[
e−βH(λi)

Zi
. . .

]
, (3.8)

where HH(λf ) = U †(tf )H(λf )U(tf ) with U the full time evolution operator obeying the
operator equation analogue to the Schrödinger equation, see Eq. (3.5). The simplest case
and the most important one for what follows is that of a quench where a parameter of the
Hamiltonian is changed suddenly. For such a particular protocol we have that ti = tf = 0
yielding a trivial time evolution operator U = 1. The dynamical correlation function G(t)
then reduces to the expectation value of two counter propagating time evolution operators

G(t) =
〈
eiH(λi)te−iH(λf )t

〉
. (3.9)

Considering the contribution in the Hamiltonian that is suddenly switched on as a pertur-
bation G(t) may be interpreted as a measure for the “dynamical“ strength of the pertur-
bation and its influence on the system’s time evolution - G(t) compares the dynamics of
the unperturbed system with the perturbed one. This becomes even more transparent in
the zero temperature limit when the system is initially prepared in the ground state |ψ0〉
of the Hamiltonian H(λi)

G(t) = 〈ψ0|eiH(λi)te−iH(λf )t|ψ0〉. (3.10)

where the dynamical correlation function G(t) reduces to the overlap of two states time-
evolved with different Hamiltonians. In this way it quantifies the stability of quantum
motion [131]. The modulus L(t) = |G(t)|2 ofG(t) is termed the Loschmidt echo [78, 89, 162]
and may be associated with a return probability in the spirit of Loschmidt’s gedanken
experiment about microreversibility in all physical laws. For more details see Sec. 4.

3.2 Work fluctuation theorems

If an external force acting on the system under study is sufficiently weak for a perturbative
treatment, the system’s properties are completely determined by linear response theory
where the influence of the external perturbation is fully encoded in the equilibrium fluc-
tuations. This manifests in the famous fluctuation-dissipation theorem [24]. For external
forces that cannot be considered as weak the fluctuation dissipation theorem is violated
and the system is driven out of equilibrium. It has been discovered recently that there ex-
ists a more general class of fluctuation theorems that are valid also for systems arbitrarily
far away from equilibrium [25]. Among these are the so-called work fluctuation theorems
such as the Jarzynski equality [80], the Crooks relation [32], and the Bochkov-Kuzovlev
theorem [19, 27].
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Wav∆F W

P (W )

Figure 3.3: Schematic plot of a work distribution function P (W ). The average work
performed Wav ≥ ∆F is bounded from below by the free energy difference ∆F due to the
second law of thermodynamics. There are individual but unlikely processes with W < ∆F
where work can be extracted from the system. Note, however, that this does not correspond
to a ”violation“ of the second law of thermodynamics, see text.

3.2.1 Jarzynski equality

Preparing the system of interest in a canonical state at a temperature T the second law of
thermodynamics gives a lower bound on the average work performed

Wav =

∫
dW W P (W ) ≥ ∆F. (3.11)

set by ∆F where ∆F = F (λf , T )−F (λi, T ) is determined by the difference in free energies
of the system at the same temperature T but for different parameters λf and λi. The
lower bound is reached for reversible processes. In Fig. 3.3 a schematic plot of a work
distribution function is shown. Although the average work Wav is larger than ∆F there
are individual processes with W < ∆F and a nonzero probability to extract work from the
system. Note, however, that this does not correspond to a ”violation“ of the second law of
thermodynamics as the average work still obeys Eq. (3.11).

There is, however, a much stronger result than the lower bound given by the second
law of thermodynamics that is called the Jarzynski equality [80]

〈e−βW 〉P = e−β∆F , 〈. . . 〉P =

∫
dW . . . P (W ). (3.12)

It relates the work distribution function to free energy differences not by a lower bound but
via an equality. First shown for classical systems [80], the Jarzynski equality has later been
proven also for quantum systems [123]. It connects an inherently nonequilibrium quantity -
the work distribution function P (W ) - with the purely equilibrium quantities temperature
T = β−1 and free energies ∆F . Weighting the work distribution with an exponential
exp[−βW ] washes out all the nonequilibrium details. This is even more remarkable because
Eq. (3.12) is valid for arbitrary nonequilibrium protocols. The probability distribution
P (W ) depends on the precise path in parameter space whereas its weighted integral only
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Figure 3.4: Within the protocol (F ) of the forward process the system parameter λ is varied
from λ0 to a value λf . For the backward process (B) the protocol is executed in the time-
reversed way. The right-hand side shows a schematic plot of the forward work distribution
function PF (W ) and the work distribution function PB(−W ) for the backward process
at minus the work performed. As a consequence of the Crooks relation both distributions
intersect each other exactly at one point where W = ∆F irrespective of the nonequilibrium
protocol. For more details see text.

about the initial preparation and a hypothetical equilibrium system at temperature T and
value λf of the external parameter.

The Jarzynski equality allows to deduce equilibrium quantities, ∆F , from nonequilib-
rium measurements. The equilibrium information is hidden in the work distribution P (W )
and can be revealed by the appropriate average. Consequently, the Jarzynski equality has
been used to determine free energy differences of classical systems in experiments [36, 110].
Concerning quantum systems, however, there has been no experimental verification due to
difficulties to measure the corresponding work distribution function. Recently, there has
been a proposal using cold ions in a harmonic traps [73]. This proposal has, however, not
been realized yet. In Sec. 3.3 below it will be shown that work distributions of quantum
impurity models have been measured for decades in terms of x-ray edge spectra which in
principle allows for the study of the Jarzynski equality in experiments.

The second law of thermodynamics can be inferred from the Jarzynski equality using
Jensen’s inequality [168]. It should be noted, however, that this does not constitute a proof
of the second law as the derivation of Eq. (3.12) already relies on basic thermodynamic
principles through the initial canonical state. In contrast to the second law of thermody-
namics the Jarzynski equality also holds for microscopic systems provided the initial state
before the start of the nonequilibrium protocol can be described by a canonical ensemble.
Therefore, Eq. (3.12) constitutes an extension of the second law to microscopic systems.

3.2.2 The Crooks relation

Consider now both the forward and backward nonequilibrium protocols. Within the back-
ward process the system is initially prepared in the canonical state of the Hamiltonian
H(λf ) at the same temperature T . At time t = 0 the nonequilibrium protocol is started
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where the parameter of the backward process λB(t) changes according to λB(t) = λF (tf−t)
where λF (t) is the parameter dependence for the forward protocol. In the following the
work distribution functions for the forward and backward protocols will be denoted by
PF (W ) and PB(W ), respectively. From the second law of thermodynamics one can again
deduce for the average work WB

av of the backward process

WB
av =

∫
dW W PB(W ) ≥ −∆F ⇒

∫
dW W PB(−W ) ≤ ∆F (3.13)

where the free energy difference ∆F = F (λf , T ) − F (λi, T ) is defined as in Eq. (3.11).
Based on this observation the mean of PB(−W ) is located at a value smaller than ∆F
as is schematically indicated in Fig. 3.4. As a consequence PF (W ) and PB(−W ) have to
intersect each other at least in one point in case where their support is not too small as
is typically the case for nonzero temperatures. As it turns out, however, see below, there
cannot be more than one intersection point.

Independent of the details of the nonequilibrium protocol and the considered system
the forward at backward work distributions are connected via a universal relation - the
Crooks relation [32]

PF (W )

PB(−W )
= eβ(W−∆F ). (3.14)

First proven for classical systems [32] its validity has later been extended to closed [168, 166]
and open quantum systems [26]. For open quantum systems however, the meaning of the
free energy difference ∆F changes and contributions from the coupling to the environment
have to be included [26].

As is the case for the Jarzynski equality, see Eq. (3.12), the Crooks relation establishes a
connection between nonequilibrium (PF (W ), PB(W )) and equilibrium quantities (T = β−1,
∆F ). The Crooks relation is more general than the Jarzynski equality because the former
can be deduced from the latter as its integral version [32]:

PF (W )e−βW = PB(−W )e−β∆F ⇒
∫

dW e−βW PF (W ) = e−β∆F . (3.15)

Despite of being more general, an additional advantage of the Crooks relation is that it is
local in W in contrast to the Jarzynski equality for which P (W ) has to be known for all
relevant values of W . This is especially important for experiments as due to the exponential
weight e−βW in Eq. (3.12) P (W ) is amplified exponentially for negative values of W . Thus,
the small values of P (W ) for negative W have to be resolved with a high precision in
measurements. On the other hand, the Crooks relation requires the measurement of two
different work distributions. For certain cases, however, as will be shown below, see Sec. 3.3,
the Crooks relation can also manifest in a single work distribution.

For the value W = ∆F the two work distribution functions PF (∆F ) = PB(−∆F )
have to intersect each other. As eβW is a monotonously increasing function there can
only be this one intersection point. In case of zero temperature initial states the Crooks
relation implies that PF (W ) = 0 for W < ∆E and PB(−W ) = 0 for W > ∆E with
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∆E = Egs(λf )−Egs(λi) = limT→0 ∆F the ground state energy difference and thus restricts
the support of the work distribution functions. At zero temperature the energy of the initial
state - the respective ground state - is precisely known such that there are no fluctuations
arising from the initial energy measurement. The minimum work that has to be performed
on the system is thus the ground state energy difference yielding the restriction of the
support. Note that for this special case it is possible to define a work operator, for the
forward process this is ŴF = H(λf )−Egs(λi), as it is not necessary to perform two energy
measurements.

As in case of the Jarzynski equality, the Crooks relation has been used in experiments
for the measurement of equilibrium free energy differences in classical systems [30, 83].
Moreover, the Crooks relation has been verified in electrical circuits in the linear response
regime [53], mechanical oscillators [36], for small colloidal particles experiencing entropy
changes when translated through surrounding water while captured in an optical trap [179]
and for nonthermal systems, specifically a driven two-level system in a non-equilibrium
steady state [158].

3.3 Publication: The Crooks relation in optical spec-

tra

As already indicated before, work distributions have up to now only been measured for
classical but not quantum systems. The main difficulty stems from the observation that
work is not an observable as discussed in Sec. 3.1. Instead, two energy measurements
are necessary to determine the work performed on the system where at least the first
one has to be nondestructive which poses a great challenge on the experimental viability.
Recently, a measurement scheme for cold ions in optical traps has been proposed [73] but
not realized yet. Below, it is shown that work distribution functions have already been
measured for decades. X-ray edge absorption and emission spectra can be identified with
work distributions for the sudden switch on or off of a local perturbation embedded into a
fermionic bath.

Using optical spectra for measuring work distributions the practical problem of imple-
menting the sequence of a nondestructive first energy measurement, applying the pertur-
bation, and performing the second energy measurement is carried out in a single step. A
photon of angular frequency ω can be absorbed if and only if its energy ~ω precisely equals
the energy difference between initial and final state. In this way the photon performs two
energy measurements at the same time. It provides its energy ~ω to the system and thereby
performs the work W = ~ω. Moreover, for the X-ray edge type problems the absorption
is associated with the sudden switch on of a local perturbation such that the absorption
process incorporates all necessary and elementary ingredients for work distributions.

For the x-ray edge problem absorption and emission correspond to forward and back-
ward processes allowing for the experimental verification of the Crooks relation, see Sec. 3.2.2,
for quantum systems in experiments. This requires the measurement of two different spec-
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tra, absorption and emission. For the particular case of a weak local perturbation, it
is shown below that there exists an additional symmetry relating absorption and emis-
sion spectra such that the Crooks relation manifests already in a single spectrum. This
result holds in second order renormalized perturbation theory and applies also to strongly-
correlated impurity systems such as the Kondo model at sufficiently high temperatures.

The following article has been published in Physical Review Letters.
M. Heyl and S. Kehrein, Phys. Rev. Lett. 108, 190601 (2012).
Copyright 2012 by the American Physical Society.
The supplementary information can be found below this article.
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We show that work distributions and nonequilibrium work fluctuation theorems can be measured in

optical spectra for a wide class of quantum systems. We consider systems where the absorption or

emission of a photon corresponds to the sudden switch on or off of a local perturbation. For the particular

case of a weak local perturbation, the Crooks relation establishes a universal relation in absorption as well

as in emission spectra. Because of a direct relation between the spectra and work distribution functions

this is equivalent to universal relations in work distributions for weak local quenches. As two concrete

examples we treat the x-ray edge problem and the Kondo exciton.
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Equilibrium thermodynamics provides the framework
for the description of the equilibrium properties of macro-
scopically large systems. This includes the properties of
systems in equilibrium states as well as the description of
transitions between different equilibrium states even if the
system is not in equilibrium in the meantime. Starting in
1997 with a seminal contribution from Jarzynski [1], the
field of nonequilibrium work fluctuation theorems [2]
opened up. These relate a measurable nonequilibrium
quantity, the work performed, to equilibrium free energies
even if the system is driven arbitrarily far away from
equilibrium.

Suppose a system is prepared in a thermal state at
inverse temperature �. If the Hamiltonian HðtÞ of the
system changes during a time interval from 0 to tf accord-

ing to a prescribed protocol, work is performed on the
system. In order to determine the work done two energy
measurements are necessary leading to the notion that
work is not an observable [3]; the work W rather is a
random variable with a probability distribution function [3]

PFðWÞ ¼
Z ds

2�
eiWsGðsÞ; GðsÞ ¼ heiHð0Þse�iHHðtfÞsi: (1)

Here h� � �i denotes the thermal average over the initial state
and HHðtfÞ ¼ UyðtfÞHðtfÞUðtfÞ with UðtfÞ the time-

evolution operator obeying the differential equation
i@tUðtÞ ¼ HðtÞUðtÞ. In this Letter we set @ ¼ 1.

Let PBðWÞ be the probability distribution function for
the backward protocol. Then the Crooks relation, first
shown for classical systems [4] and later extended to closed
as well as open quantum systems [5–7]:

PFðWÞ
PBð�WÞ ¼ e�ðW��FÞ; (2)

establishes a universal connection between the forward and
backward processes that only depends on the equilibrium
free energy difference �F of the final and initial state
independent of the details of the protocol. The Jarzynski
relation [1] is a consequence of Eq. (2), see, e.g., Ref. [4].
Experimental tests of the Crooks relation have been

performed in recent years for classical systems. Among
these are folding-unfolding experiments of small RNA-
hairpins where the free energy difference between the
folded and unfolded state has been extracted using the
Crooks relation [8,9]. Moreover, it has been verified in
electrical circuits [10], for mechanical oscillators [11],
small colloidal particles [12], and nonthermal systems [13].
In the quantum case a measurement of work distribu-

tions has not been performed up to now. Recently, a
measurement scheme in optical traps has been proposed
[14] that has not been realized yet. In the present Letter we
show that work distributions of quantum systems have
been measured for decades in terms of x-ray spectra of
simple metals. We point out that there exists a large class of
quantum systems associated with the x-ray edge problem
where absorption spectra Að!Þ and emission spectra Eð!Þ
can be identified with forward and backward work distri-
butions for a sudden switch on or off of a local perturba-
tion. This allows for an experimental observation of
nonequilibrium work fluctuation theorems such as the
Crooks relation. For the particular case of a weak local
perturbation, the Crooks relation manifests in the universal
relations
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Að!þ�FÞ
Að�!þ�FÞ ¼ e�!;

Eð!þ�FÞ
Eð�!þ�FÞ ¼ e��! (3)

that hold in second order renormalized perturbation theory.
This is the central result of this Letter that will be proven
below. Here �F is the free energy difference between the
system with and without local perturbation at the same
inverse temperature �. Notice that an independent mea-
surement of �F is not required to establish Eq. (3) in an
experiment. Actually, Eq. (3) permits a determination of
�F similar to experiments in biophysics [8,9]. Because of
the correspondence between spectra and work distribu-
tions, Eq. (3) implies universal relations for work distribu-
tions of weak local quenches:

PFðWþ�FÞ
PFð�Wþ�FÞ¼e�W;

PBðW��FÞ
PBð�W��FÞ¼e�W: (4)

Here, PFðWÞ is the work distribution for a protocol where
the local perturbation is suddenly switched on and PBðWÞ
the work distribution for the backward protocol.

Consider a system weakly coupled to a monochromatic
light field of frequency! where the absorption or emission
of a photon corresponds to the sudden switch on or off of a
local perturbation. Such systems have been discussed ex-
tensively in the literature. In the x-ray spectra of simple
metals a system of free fermions has to adapt to a suddenly
created or annihilated local potential scatterer [15–18]. For
metals with incomplete shells the local perturbation is
related to localized orbitals [18,19]. As has been shown
recently, spectra of quantum dots allow for an idealized
implementation of x-ray edge type problems [20,21]. In the
remainder, H denotes the Hamiltonian with the local per-
turbation and H0 without, respectively.

Crooks relation in absorption and emission spectra.—
First, we concentrate on the absorption case, the related
emission spectra will be discussed below. The absorption
spectrum for incident light of frequency ! in second order
of the system-light field coupling (Fermi’s golden rule) is
related to a dynamical correlation function via Fourier
transformation

Að!Þ ¼ �A

Z dt

2�
ei!tGAðtÞ: (5)

The constant �A contains parameters depending on the
experimental details such as the intensity of the incident
light beam or the system-light field coupling. Note that the
photon energy ! in Eq. (5) is not the bare one, it is usually
measured relative to a constant offset !0, e.g., the core-
hole binding energy in the x-ray edge problem. We
consider those systems where the dynamical correlation
function GAðtÞ appearing in Eq. (5) is of the structure

GAðtÞ ¼ 1

ZA

Trðe��H0eiH0te�iHtÞ; ZA ¼ Trðe��H0Þ
(6)

as in the case of x-ray edge type problems [15–21]. For a
particular problem at hand, the question of whether GAðtÞ
can be brought into the form in Eq. (6) has to be studied on
a case by case basis. Regarding Eq. (6) GAðtÞ is the
characteristic function of a work distribution for a quench
from H0 to H, cf. Eq. (1). This identification allows for an
observation of the Crooks relation in an optics experiment.
Recently, x-ray edge singularities have been found in work
distributions for local quenches in an Ising chain at criti-
cality [22].
The emission spectrum Eð!Þ corresponding to the same

setup is given by

Eð!Þ ¼ �E

Z dt

2�
e�i!tGEðtÞ (7)

with

GEðtÞ ¼ 1

ZE

Trðe��HeiHte�iH0tÞ; ZE ¼ Trðe��HÞ:
(8)

Hence, Eð�!Þ is proportional to the work distribution for a
protocol where the local perturbation is switched off, that is
precisely the backward process to absorption. A direct
application of the Crooks relation in Eq. (2) therefore
yields

Að!Þ
Eð!Þ ¼ �A

�E

e�ð!��FÞ (9)

as an exact result. This relation depends on experimental
details through the parameters �A and �E. The linear
scaling of lnðAð!Þ=Eð!ÞÞ as a function of the frequency
! of the light beam, however, is universal with a slope �.
Note that Eq. (9) is valid for an arbitrary strength of the
local perturbation, we only assume a small coupling to the
external light field.
Two different measurements, absorption and emission,

are necessary to explore this relation in experiment.
However, the Crooks relation can also be measured in a
single experiment in case of weak local perturbations
where Eq. (3) holds as will be shown below. This has the
additional advantage as opposed to the exact relation in
Eq. (9) that also the experiment specific constants �A and
�E drop out.
Equations (1), (6), and (8), show the formal equivalence

between work distribution functions and optical x-ray edge
spectra. In conventional experiments the work distribution
function is sampled by recording in each realization the
work performed. The full distribution function is succes-
sively built up jointly over all work values. Optical spectra,
however, are recorded differently. The outcome of a mea-
surement is not the work performed. Instead one obtains
directly the probability for photon absorption (or emission)
at a given frequency ! (work performed). The full distri-
bution function is then constructed by sweeping the laser
through all relevant frequencies.
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The advantage of measuring work distributions via
optical spectra is that the absorbed photon carries out the
sequence of measuring the energy in the initial state,
applying the perturbation, and measuring the energy of
the final state, in a single step. It can be absorbed or emitted
only in case when its frequency ! matches precisely the
energy difference between the system’s initial and final
state. The disadvantage is that only specific local perturba-
tions and only specific protocols (sudden switchings) can
be implemented.

Crooks relation in a single spectrum.—Suppose V is the
unitary transformation that diagonalizes the Hamiltonian
H. In the following we normal order Hamiltonians relative
to the finite temperature initial mixed state [23]. For ge-
neric weak coupling impurity problems the diagonalized
Hamiltonian can be represented as [24]

VHVy ¼ H0 þ�F (10)

in the thermodynamic limit [25] where�F denotes the free
energy difference between the systems described byH and
H0 at the same temperature T. The appearance of tempera-
ture in this equation can be understood from the normal
ordering procedure [24]. As a consequence of Eq. (10), the
dynamical correlation functions GA=EðtÞ can be written as

GAðtÞ ¼ 1

ZA

Trðe��H0VyðtÞVÞe�i�Ft;

GEðtÞ ¼ 1

ZA

Trðe��H0VðtÞVyÞei�Fte���F;

(11)

where VðtÞ ¼ eiH0tVe�iH0t and �F ¼ ���1 logðZE=ZAÞ.
For all the relevant cases, it is possible to represent the
unitary transformation V as an ordered exponential V ¼
Oexp½�� where � is anti-Hermitian, �y ¼ ��, and O
denotes some ordering prescription. For generic weak
coupling problems such as the Kondo model at nonzero
temperature analyzed later, the flow equation approach
provides a general prescription for the construction of the
unitary transformation V as an ordered exponential of its
generator �ðBÞ [26]

V ¼ T B exp

�Z 1

0
dB�ðBÞ

�
; (12)

where �ðBÞ is determined by a set of differential equations.
For B> B0, T B orders an �ðBÞ left of an �ðB0Þ.
Expectation values of ordered exponentials such as in
Eq. (11) can be related to the exponential of a cumulant
average [27] that can be expanded in a power series in
powers of �. The first cumulant vanishes as � can be
chosen normal ordered relative to the initial state. For the
x-ray edge problem the cumulant expansion stops at sec-
ond order within the validity of the bosonization technique,
see below. For more complicated problems such as the
Kondo exciton the diagonalizing unitary transformation
can be obtained by the flow equation framework, see
Eq. (12). In this case, the generator �ðBÞ and thus the

operator � is proportional to the strength of the local
perturbation such that in the case of a weak local perturba-
tion the expansion is controlled by a small parameter. For
systems with significant renormalization effects, couplings
have to stay small over the whole renormalization flow.
Performing this cumulant expansion up to second order

one observes that GAðtÞ and GEðtÞ are directly related to
each other via GAðtÞei�Ft ¼ GEðtÞe�i�Fte���F. For the
spectra this result implies �AEð!þ�FÞe���F ¼
�EAð�!þ�FÞ. Plugging this relation into the Crooks
relation, see Eq. (9), one directly proves the main result,
Eq. (3), in second order renormalized perturbation theory.
In the remainder of this Letter, we will discuss two

examples for the Crooks relation in absorption spectra:
the x-ray edge problem and the Kondo exciton.
The x-ray edge problem.—In the x-ray edge problem the

absorption of a photon is accompanied by the sudden
creation of a local potential scatterer in a sea of noninter-

acting fermions [16]. Hence, we have H0 ¼
P

k"k : c
y
k ck :

and H ¼ HðgÞ ¼ H0 þ ð2�=LÞgPkk0 : c
y
k ck0 : where the

colons denote normal ordering, see [24]. We consider a
linearized dispersion "k ¼ vFk and set vF ¼ 1. The
Fourier transform of the absorption spectrum is given
by [16]

SðtÞ ¼ 1

ZA

Trðe��H0eiH0tc ð0Þe�iHðgÞtc yð0ÞÞ (13)

that is yet not in the desired form as in Eq. (6). Using the
bosonization technique, the fermionic fields c ðxÞ can be

represented in terms of bosonic ones, �ðxÞ, via c ðxÞ ¼
a�1=2Fe�i�ðxÞ with a�1 an ultraviolet cutoff [28]. The
Klein factor F commutes with HðgÞ and does not contrib-
ute to SðtÞ due to its property FFy ¼ 1. The bosonization
identity allows us to regard the fermionic fields as a unitary
transformation acting on HðgÞ such that SðtÞ / GAðtÞe�i�t

with a constant energy shift � that can be absorbed into a
redefinition of the constant offset !o and GAðtÞ is in the
desired form:

GAðtÞ ¼ 1

ZA

Trðe��H0eiH0te�iHð1þgÞtÞ: (14)

The diagonalizing transformation V of Hð1þ gÞ equals

V ¼ eið1þgÞ�ð0Þ [17]. Although the effective strength of the
scatterer 1þ g is not small, the cumulant expansion stops
at second order as the operator in the exponent is linear in
bosonic operators. Hence, in the range of validity of the
bosonization treatment, the Crooks relation in Eq. (3) holds
exactly for the x-ray edge absorption spectrum. Comparing
bosonization [17] with the exact treatment [16], it yields
the correct result up to second order in g. This restriction
originates from the linearization of the free fermionic
spectrum [17].
The Kondo exciton.—Recently, Türeci et al. [21] pro-

posed an experimental setup for a quantum dot where
the absorption of a photon corresponds to the sudden
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switch on of a Kondo impurity. Hence, we have H0 ¼P
k�"k : c

y
k�ck� : and H ¼ H0 þ

P
kk0Jkk0 : ~S � ~skk0 : . For

details about the Kondo problem, see, for example,
Ref. [29]. The dynamical correlation function GAðtÞ for
the absorption spectrum is given by Eq. (6). The diagonal-
izing unitary transformation V can be obtained by the flow

equation approach [26], cf. Eq. (12), with �ðBÞ ¼P
kk0 ð"k � "k0 ÞJkk0 ðBÞ : ~S � ~skk0 : in 1-loop order. The cou-

plings Jkk0 ðBÞ are determined by a set of differential equa-
tions [30]. Importantly, the flow equation framework
includes all the renormalization effects such as the emer-
gence of a low-energy scale TK, the Kondo temperature.
The absorption spectrum is obtained via the cumulant
expansion up to second order in the coupling strength. Its
validity is restricted to weak coupling problems such that
we have to require T � TK [31]. A plot of the absorption
spectrum is shown in Fig. 1 for different temperatures. As a
reference, a NRG curve for T ¼ 100TK obtained by Türeci
et al. [21] for an Anderson impurity model in the Kondo
regime is included in this figure [32]. In the vicinity of the
main peak at small j!j< T, the NRG calculation contains
an unphysical double peak structure. For more details we
refer to Ref. [21]. For frequencies j!j * T, however,
where the NRG data are accurate we observe excellent
agreement with the results of the flow equation formalism.
Asymptotic formulas for Að!Þ in the limit! ! �1 can be
found in Ref. [21]. The inset shows the validity of Eq. (3).
The ratio Að!þ �FÞ=Að�!þ �FÞ is the universal func-
tion e�! independent of any details.

Conclusions.—We have shown that work distributions
and thus nonequilibrium work fluctuation theorems can be
measured in optical spectra of quantum systems such as the
x-ray edge problem or the Kondo exciton. For weak local
perturbations, the Crooks relation establishes a universal
relation within a single spectrum, absorption or emission,
cf. Eq. (3).
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DETAILS ABOUT THE DIAGONAL STRUCTURE OF THE LOCALLY PERTURBED HAMILTONIAN

In this supplementary information we want to analyze the general statement about the diagonal structure of locally
perturbed Hamiltonians in Eq. (10) of the main text for the case of a paradigmatic example, the potential scattering
Hamiltonian Hp:

Hp = H0 + g
2π

L

∑

kk′

c†kck′ , H0 =
∑

k

εkc
†
kck. (1)

The fermionic operator c†k creates a fermion in a state with wave vector k. For simplicity we restrict to the case of
spinless fermions. The parameter g is the scattering amplitude and L is the system size.

Normal-ordering and energy offset

In the main text we normal-ordered the Hamiltonians relative the initial finite temperature mixed state at inverse
temperature β. In the following, the normal ordered counterparts will be denoted by an additional superscript n

Hn
0 = H0 − 〈H0〉0, 〈. . . 〉0 = Z−1

0 Tr
[
e−βH0 . . .

]
, Z0 = Tr

[
e−βH0

]
. (2)

In comparison with Eq. (1) the normal-ordered Hamiltonian Hn
0 is shifted by a constant energy contribution 〈H0〉0. In

case of nonquadratic interacting systems such as the Kondo model in the main text the appropriate normal-ordering
prescription is given by Wick [1].

In principle, temperature is a statistical property emerging on the macroscopic level, thus, it should not appear
in the microscopic description of the system in terms of the Hamiltonian. However, there is a principal freedom of
fixing the arbitrary global energy offset. In this work we choose the global offset in such a way that the thermal
expectation value of the unperturbed system 〈Hn

0 〉0 = 0 vanishes in the initial state. The corresponding shifted
potential scattering Hamiltonian is then given by

H̃p = Hp − 〈H0〉0 (3)

Diagonalizing transformation

The potential scattering Hamiltonian in Eq. (1) can be diagonalized via a unitary transformation V

Hd
p = V HpV

† =
∑

k

Ekc
†
kck, V = exp [χ] , χ =

∑

kk′

vkk′c†kck′ , (4)

for a suitably chosen matrix vkk′ that is proportional to g for weak potential scatterers. As the potential scatterer is
a local perturbation in a large system of size L the dispersion Ek coincides with εk up to finite-size corrections

Ek = εk +
π

L
δk. (5)

Thus limL→∞ Ek = εk. Note that we restrict to cases without bound states where contributions to the spectrum of
O(1) can appear instead of O(L−1) as above. Concerning global system properties, the finite-size corrections given by



2

δk vanish in the thermodynamic limit, the local system properties, however, are determined by the δk’s. Regarding
the time evolution of the single-particle operators

eiH
d
p tcke

−iHd
p t

L→∞−→ cke
−iεkt (6)

the finite-size effects can be neglected in the thermodynamic limit as we always have L � t. The unitary transforma-
tion V not only diagonalizes Hp but at the same time also H̃p such that

V H̃pV
† = Hd

p − 〈H0〉0 = Hn
0 +

π

L

∑

k

δk : c
†
kck : +

π

L

∑

k

δkf(εk) (7)

Here, the colons : . . . : denote normal-ordering which for the present quadratic Hamiltonian is a short-hand version
for : c†kck : = c†kck − 〈c†kck〉0.

The last term in the above equality is the free energy difference ∆F between the system with and without local
perturbation

∆F = −β−1
∑

k

log
[
1 + e−βEk

]
+ β−1

∑

k

log
[
1 + e−βεk

]
=

π

L

∑

k

δkf(εk) +O(L−1) (8)

with f(εk) = 1/[1 + eβεk ] the Fermi-Dirac distribution. Note that for the internal energy difference ∆U we have
∆U =

∑
k Ekf(Ek)−

∑
k εkf(εk) = ∆F +(π/L)

∑
k δkεkf

′(εk) with f ′ the derivative of the Fermi-Dirac distribution.
The second term on the right hand side of Eq. (7) denotes a finite-size correction to Hn

0 . This correction vanishes
when evaluated in the initial finite temperature Gibbs state. Concerning the time evolution of the single-particle
operators the corresponding contribution vanishes in the thermodynamic limit, see Eq. (6). As we will show below in
case of the absorption spectrum for the potential scattering Hamiltonian this part of the Hamiltonian gives no contri-
bution at all. Note that this property strongly depends on the initial state. For the remainder of this supplementary
information we will thus use the following identity

V Hn
p V

† L→∞−→ Hn
0 +∆F. (9)

ABSORPTION SPECTRUM

In the following, we show that the approximate identity in Eq. (9) yields precisely the absorption spectrum one
obtains from the exact solution.

Based on the knowledge of the diagonalizing transformation V one can calculate the Fourier transform GA(t) of
the absorption spectrum, see Eq. (6) in the main text, also without the identity in Eq. (9). For GA(t) we have

GA(t) = Z−1
A Tr

[
e−βH0e−i(Hd

p−H0)tV †(t)V
]
, V †(t) = eiH0tV †e−iH0t. (10)

where we have used that the finite-size effects for the time evolution can be neglected, see Eq. (6). The expressions for
the emission spectrum can be obtained analogously. Using the exponential representation of V in Eq. (4) we perform
a cumulant expansion in the expansion parameter g leading to

GA(t) = exp

[
−i〈Hd

p −H0〉c0 t+ 〈χ− χ(t)〉c0 +
1

2
〈χχ− χ(t)χ〉c0 +O(g3)

]
(11)

because χ is proportional to g for weak potential scatterers. The superscript c indicates a cumulant average. All
higher cumulants 〈(Hd

p − H0)
n〉c0 for n > 1 vanish in the thermodynamic limit. The same is true for the mixed

cumulants 〈(Hd
p − H0)

nχm〉c0 for n,m > 0. As 〈χ(t)〉0 = 〈χ〉0 the lowest order contribution is of second order in g.
The first term is the free energy difference as in Eq. (8)

〈Hd
p −H0〉0 =

π

L

∑

k

δkf(εk) = ∆F. (12)

Concluding one obtains

GA(t) = exp

[
−i∆Ft+

1

2
〈χχ− χ(t)χ〉0

]
. (13)
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Using normal-ordered Hamiltonians and Eq. (9) the absorption spectrum is determined by the generating function

GA(t) = Z−1
A Tr

[
e−βHn

0 eiH
n
0 te−iH̃pt

]
. (14)

Based on Eq. (9) one can write

GA(t) = Z−1
A Tr

[
e−βHn

0 V †(t)V
]
e−i∆Ft (15)

with V †(t) = eiH0tV †e−iH0t as before. Performing again the cumulant expansion one obtains the same result as in
Eq. (13).

[1] G. C. Wick, Phys. Rev. 80, 268 (1950).
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3.4 Absorption spectra of quantum dots

X-ray edge spectra in metals and other materials are by now a well-studied field, for an
overview see, for example, the review [129]. As mentioned before x-ray edge spectra can be
associated with local quenches in fermionic quantum impurity systems. Depending on the
details of the material under investigation different types of quenches have been realized
such as the switch on of a potential scatter or a resonant level for metals with incomplete
shells. For each individual material, however, the properties of the respective x-ray edge
processes are fixed. Recently, it has been realized that optical spectra of single quantum
dots allow for the experimental implementation of x-ray edge type problems [68, 176, 104].
Contrary to experiments at bulk materials quantum dots offer a detailed control of the
system parameters allowing for a detailed study of x-ray edge phenomena.

3.4.1 Minimal model for the description of quantum dots

Quantum dots are nanostructures in which electrons are confined similarly to a particle in a
box yielding a discrete level structure of eigenstates with a spacing that can be controlled
by the size of the dot. In most cases quantum dots are experimentally realized at the
interface of semiconductor heterostructures such as GaAs/AlGaAs where two-dimensional
electron gases (2DEG) are forming. One way of introducing the strong spatial confinement
is to place metallic gates on top of the semiconductor material. By applying voltages on
the gates they can be used to design a potential landscape for the electrons in the 2DEG.
Irrespective of the experimental details there exists a minimal model for most applications
that describes the properties of such a quantum dot connected to the 2DEG in terms of an
extended Anderson impurity model that can be separated into three different contributions:

H = Hdot +Htun +Hlead. (3.16)

The first term Hdot covers the description of the isolated quantum dot typically involving a
discrete spectrum and interactions between the electrons. The conduction band electrons
in the 2DEG are approximated by a Fermi gas of noninteracting electrons yielding a simple
representation of Hlead. Of course, real electrons do interact. In a two-dimensional system,
however, it is possible to incorporate the presence of interactions by introducing renormal-
ized effective parameters of a free theory within the validity of Fermi liquid theory. The
lead and the quantum dot are coupled to each other typically by a tunneling mechanism.
In most cases, it is assumed that the coupling term Htun only affects the s-wave channel
such that the description of the conduction band can be reduced to a one-dimensional of
chiral scattering states.

In the most important case for the following analysis only two levels of the quantum
dot are relevant for the dynamics of the respective nonequilibrium x-ray edge protocols.
For a schematic picture see Fig. 3.5. For later convenience the upper level with energy
εc will be termed the conduction band level of the quantum dot whereas the lower one
with energy εv the valence band level following the notation in Ref. [68]. The position of
the quantum dot levels can be shifted relative to the Fermi energy εF of the conduction
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band via the external gate voltage Vg. In what follows it will be assumed that the gate
voltage is chosen such that εc > εF and εv < εF . Due to the strong spatial confinement
electron-electron interactions on the quantum dot can in most cases not be neglected. This
yields the following Hamiltonian for the quantum dot

Hdot = Hc
dot +Hv

dot +Hcv
dot (3.17)

where

Hc
dot =

∑

σ=↑,↓

εcncσ + Unc↑nc↓,

Hv
dot =

∑

σ=↑,↓

εvnvσ + Uvnv↑nv↓,

Hcv
dot = −Uexc

∑

σ,σ′

ncσ(1− nvσ′). (3.18)

The operators nc/vσ = d†c/vσdc/vσ measure the occupation of electrons with spin σ in the

dot level c or v, respectively. The operator d†c/vσ creates an electron of spin σ in the level

c/v on the dot. The interaction energy that has to be paid if one of the two levels is
doubly occupied is given by U and Uv, respectively. The excitation of a valence electron
to the upper level εc leaves behind a positively charged hole similarly as for the original
x-ray edge problem, see the introduction of Ch. 3. This leads to an attractive capacitative
interaction of strength Uexc shifting the upper level to lower energies as well as the lower
level to higher energies. It assumed, however, that the position of the lower level is still
far below the Fermi surface.

The lead electrons of the 2DEG are described as an effectively one-dimensional system
of noninteracting fermions

Hlead =
∑

kσ

εkc
†
kσckσ (3.19)

with a dispersion relation εk which for all examples below is approximated linearly in the
vicinity of the Fermi surface via εk ≈ ~vF (k − kF ) with vF the Fermi velocity and kF the
Fermi momentum. The operator c†kσ creates an electron of spin σ =↑, ↓ and momentum k
in the conduction band.

The upper quantum dot level is tunnel coupled to the 2DEG via

Ht = V
∑

kσ

[
c†kσdcσ + d†cσckσ

]
(3.20)

with the amplitude V . As a consequence the local level hybridizes with the conduction
band electrons yielding a level broading of the order of the hybridization strength

Γ = πρ0V
2 (3.21)

with ρ0 the noninteracting lead density of states at the Fermi energy εF . For the relevant
experiments one can omit the hybridization of the quantum dot valence electrons [68, 104]
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Figure 3.5: Schematic illustration for the implementation of x-ray edge spectra for quantum
dots connected to a lead. Initially the system is prepared in a state in which the upper
quantum dots level εc is unoccupied whereas the lower one εv occupied. This can be
achieved by tuning the external gate voltage appropriately provided the level splitting of
the quantum dot is large enough. Consider an incident light beam with photons of angular
frequency ω. When a photon is absorbed by the quantum dot and excited from εv into εc
the Coulomb interaction between the positively charged hole in εv and and an electron in
εc leads to a shift εc → εc −Uexc to lower energies. Provided εc −Uexc − εF ≤ Γ the upper
level can hybridize with the conduction band. This effectively amounts to a sudden switch
on of the coupling between quantum dot and conduction band. For details see text.

3.4.2 Description of x-ray absorption in quantum dots

Consider a quantum dot under the influence of an incident single mode laser beam of
angular frequency ωL, for a schematic picture see Fig. 3.5. Suppose that the quantum
dot is initially prepared in such a way that the lower quantum dot level εF − εv � T,Γ is
occupied whereas the upper one unoccupied, i.e., εc−εF � T,Γ where T is the temperature
and Γ the hybridization strength, see Eq. (3.21). Note that this requires a large splitting
εc − εv � T,Γ of the single-particle spectrum in the dot that can be achieved for strong
confinement. If the laser frequency ωL is chosen appropriately one can induce optical
excitations under the absorption of a photon. In case of circularly polarized light it is
possible to address just one of the two electron species, spin-↑ say. This yields the following
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coupling between dot and laser field

HL(t) = γ
[
d†c↑dv↑ae

−iωLt + a†d†v↑dc↑e
iωLt
]
. (3.22)

The operator a† creates a photon of frequency ωL. The strength of the coupling is
parametrized by the amplitude γ. Note that HL is chosen in a gauge where the diago-
nal photonic part disappears from the Hamiltonian yielding a time-dependent coupling.
The dynamics of the system in presence of the laser beam will be treated perturbatively
in γ in the following.

The quantum dot valence level occupations nvσ are constants of motion of H. Initially
we have nvσ = 1 for σ =↑, ↓. As a consequence of an absorption process generated by
HL(t) the occupation of the ↑ occupation changes to nv↑ = 0. It turns out to be suitable
to introduce projections of H onto the subspaces containing zero (Hf ) or one (Hi) spin-↑
electron in the valence level corresponding to the system before and after absorption.

Hi =
∑

σ=↑,↓

εcncσ + Unc↑nc↓ + 2εv + Uv +
∑

kσ

εkc
†
kσckσ (3.23)

Hf =
∑

σ=↑,↓

(εc − Uexc)ncσ + Unc↑nc↓ + εv +
∑

kσ

εkc
†
kσckσ + V

∑

kσ

[
c†kσdcσ + d†cσckσ

]

Note that nv↓ = 1 always. For Hi tunneling processes are suppressed as εc−εF � T,Γ such
that Htun can be neglected. Although the upper quantum dot level εc lies far above the
Fermi surface the absorption of a photon yields a shift εc → εc−Uexc to lower energies due
to the attractive capacitative coupling between hole and electron states in the quantum
dot. For an appropriately chosen εc the excitonic binding energy Uexc can be sufficiently
large in order to push the upper level into the vicinity of the Fermi energy allowing the level
to hybridize with the continuum. In this regime the absorption of a photon is accompanied
by complex local dynamics of the quantum dot. Depending on the precise parameters of
Hf this can lead to the build of Kondo correlations [176] that have already been observed
experimentally [104].

Suppose that the system is initially prepared in a mixed state state at temperature T .
Due to the specific choice of the location of the initial dot levels the hybridization can be
neglected yielding a factorized density matrix

ρ = ρlead ⊗ ρdot (3.24)

where the conduction band state is given by

ρlead =
1

Zlead

e−βHlead , Zlead = Tre−βHlead , (3.25)

and the dot state by
ρdot = d†v↑d

†
v↓|〉〈|dv↓dv↑ (3.26)

with |〉dot the dot vacuum without any electron.
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Suppose that the laser beam is switched on at time t = 0. The number of absorbed
photons ∆N (t) after a time t is then given by the change in photon occupation in the
background field

∆N (t) = N (t = 0)−N (t) (3.27)

where N (t) = 〈a†(t)a(t)〉. The dynamics of the system is governed by the time evolution
operator U(t) obeying the differential equation

d

dt
U(t) = −iH(t)U(t), H(t) = H +HL(t), (3.28)

see Eqs. (3.16, 3.22). In the Heisenberg picture the photonic operator is time evolved via
a(t) = U †(t) aU(t).

In second order time-dependent perturbation theory in HL, see Eq. (3.22), the number
of absorbed photons is related to a local correlation function

∆N (t) = γ2|φ|2
∫ t

0

dt′
∫ t

0

dt′′ei(ωL−εv−Uv)(t′−t′′)Tr
[
ρ dc↑(t

′) d†c↑(t
′′)
]

(3.29)

with dc↑(t) = exp[iHt]dc↑ exp[−iHt]. Here, it has been assumed that the laser field can be
described by a coherent state with an amplitude φ. According to this result perturbation
theory is valid not only in case of a small coupling γ. Additionally, one has to require a
weak laser intensity given by |φ|2 such that the excitations due to absorption are rare and
can be treated as independent from each other.

The corresponding absorption rate ΓL(ωL) at a frequency ωL of the laser beam is given
by the time derivative of the total number of absorbed photons in the asymptotic long-time
limit

ΓL(ωL) =
d∆N (t)

dt

t→∞−→ 2γ2|φ|2Re

∫ ∞

0

dt′ ei(ωL−εv−Uv)(t−t′) Tr
[
ρ dc↑(t) d

†
c↑(t

′)
]

(3.30)

Taking into account the subspaces corresponding to nv↑ = 0 or nv↑ = 1 associated with
the respective Hamiltonians Hi and Hf , see Eq. (3.24), the absorption rate can be further
simplified

ΓL(ωL) = 2γ2|φ|2Re

∫ ∞

0

dt ei(ωL−ω0)tG(t), G(t) =
1

Zi
Tr
[
e−βHieiHite−iHf t

]
(3.31)

with Zi = Tre−βHi the partition function for the system described by Hi at inverse tem-
perature β = T−1. This result again confirms the preceding analysis in Sec. 3.3 as the
function G(t) in the above equation precisely equals the moment generating function for
the work distribution of a quench with initial Hamiltonian Hi and final Hamiltonian Hf ,
see Eq. (3.9). As a consequence the absorption rate ΓL(ωL) is identical to a work distribu-
tion up to a constant prefactor γ2|φ|2. The offset ω0 = εc + εv + Uv is typically absorbed
into a redefinition of ωL via ωL → ωL + ω0.

An analogous analysis can also be applied to the emission case. As for absorption the
emission spectrum is proportional to a work distribution for the backward protocol of a
quench from Hf to Hi.
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3.5 Publication: The X-ray edge singularity in optical

spectra of Quantum Dots

Depending on the details of the parameters in the final Hamiltonian Hf , see Eq. (3.24,
different physical regimes can be addressed in the analysis of the x-ray edge absorption
spectra. For large local interactions U � Γ, T and appropriately tuned εcf = εc − Uexc

with εF − εcf � T,Γ and εcf + U − εF � T,Γ one ends up in the strongly correlated
local moment regime associated with the Kondo effect. This regime has been studied both
theoretically [176] as well as experimentally [104].

The low-energy properties of Hf in the local moment regime are dominated by spin
fluctuations such that charge fluctuations on the quantum dot can be neglected. The
opposite limit where the two spin channels are - at least approximately - decoupled yields
a quadratic and in principle exactly solvable model. This can, for example, be achieved in
the limit of a strong tunnel coupling between the quantum dot and the conduction band
with Γ ≥ U where renormalization group studies have shown that the corresponding fixed
point of the model is associated with the noninteracting limit U = 0 [100, 101]. For more
details, see below.

For U = 0 the Hamiltonian Hf reduces to two independent resonant level models for
both the spins species. In the context of the x-ray edge problem these systems have been
associated with metals with incomplete shells and have been studied theoretically already
in the literature [94, 98, 99]. The asymptotic analytical zero temperature solution near
the absorption threshold has been determined perturbatively in the limit where the final
local level εcf lies far below or far above the Fermi energy [98, 99]. For a system with
additional potential scatterer - as it can be important, see below - analytical results have
been obtained for the case where the final level energies εcf > εF [94].

In contrast to the original x-ray edge problem solved by Mahan [115] and Nozieres [128]
where the local perturbation is a potential scatterer the resonant level model establishes
a dynamical local perturbation in the sense that the perturbation itself has dynamical
internal degrees of freedom. Below, the absorption spectrum in the vicinity of the threshold
is solved analytically for zero temperature on the basis of an auxiliary Riemann-Hilbert
problem [33] thereby extending the known results to the whole parameter regime.

The following article has been published in Physical Review B.
M. Heyl and S. Kehrein, Phys. Rev. B 85, 155413 (2012).
Copyright 2012 by the American Physical Society.
http://prb.aps.org/abstract/PRB/v85/i15/e155413
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I. INTRODUCTION

In condensed-matter theory the x-ray edge singularity
constitutes one of the most important paradigms, appearing
in a variety of different contexts. In the x-ray edge problem
one probes the response of a fermionic system, interacting or
noninteracting, subject to a sudden local perturbation. Its origin
lies in the study of x-ray spectra of simple metals where it was
shown that the absorption or emission of a photon corresponds
to the sudden switch on or off of a local potential scatterer
embedded in a noninteracting Fermi sea.1–4 Since then x-ray
edge physics has been found in a variety of different systems,
such as Luttinger liquids with impurity,5 Anderson impurity
and Kondo models,6–10 resonant tunneling current-voltage
characteristics through localized levels,11,12 fermionic systems
with gapped spectra,13 decoherence in two-level systems,14 or
work distributions.15

In quantum-dot experiments x-ray edge physics has been
found in resonant tunneling current-voltage characteristics
through localized levels16 where the I -V curves display edge
singularities I ∼ θ (V − V0)(V − V0)−γ (Refs. 11 and 12) as
a function of the applied bias voltage V at zero temperature,
with an exponent γ that is determined by the associated local
perturbation. At nonzero temperatures T the singularity gets
smeared and IT γ becomes a universal function of eV/kBT ,17

as has been demonstrated in numerous experiments.17,18

In this work we focus on the realization of the x-ray edge
problem in noninteracting quantum dots by means of optics
experiments. The possibility of tuning the system parameters
in quantum dots enables one to vary the relevant quantity in the
x-ray edge problem: the phase shift δ of the conduction-band
electrons. We analytically calculate the absorption line shape
near the threshold of a suitably initialized quantum dot at
zero temperature, extending the known analytical results6,7

to the whole parameter regime of local level detunings. This
is an important generalization of x-ray edge physics to an
experimentally accessible setup, and it constitutes one of the
very few examples that allows for exact solutions. We show
that the absorption spectrum can be identified with a work
distribution19 for a local quench in a resonant level model.
Moreover, we highlight the connection to the Loschmidt
echo, which can be related to the Fourier transform of the
absorption spectrum.15,20 Thus the presented setup allows for
the measurement of the Loschmidt echo in a condensed-matter
system by means of optical spectra.

The paper is organized as follows. First, we outline the
experimental setup that allows us to mimic the x-ray edge
problem in quantum dots. Then we calculate the absorption
spectrum near the threshold via an associated Riemann-Hilbert
problem.21 In the end we show the results and point out the
relation to work distributions and to the Loschmidt echo.

II. MODELING THE ABSORPTION PROCESS AS
A QUENCH IN AN EXTENDED RESONANT

LEVEL MODEL

Below, we present a possible experimental realization
of x-ray edge physics in noninteracting quantum dots
coupled to an electronic reservoir following the ideas of
Helmes et al.9 and Türeci et al.10 In Fig. 1 a schematic picture
of the setup is shown. Consider a narrow quantum dot with a
large splitting of the single-particle energies. In the following
we will assume that the two spin channels are decoupled
such that we can restrict ourselves to a single channel of
spinless fermions. One possible realization of this decoupling
is presented in the Appendix. The decoupling of the two spin
degrees of freedom eliminates spin fluctuations that can lead
to a strongly correlated low-energy state characterized by the
Kondo resonance at the Fermi energy in the local density
of states. This scenario has been investigated recently in
Ref. 10. As argued in the Appendix, the formation of a Kondo
resonance is avoided in the case where charge fluctuations on
the quantum dot are sufficiently strong. This can be achieved
through a strong coupling between the quantum dot and the
conduction band.

By varying the back gate voltage Vg , the quantum dot
can be tuned in such a way that the topmost occupied level
lies far below the Fermi surface, (εF − εh)/� � 1, provided
the level splitting is large enough. Here, � = πρ0V

2 denotes
the level broadening, with ρ0 being the density of states at the
Fermi level and V the hopping amplitude of electrons between
dot and reservoir. Thus, the lower level can be considered
occupied. If an incident laser beam with angular frequency ω

excites the electron from the lower level into the upper one,
a positively charged hole is left behind. Due to a capacitative
coupling Ueh between the excited electron and the hole, the
upper level εi is shifted to lower energies εf . The localized
hole not only interacts with the dot electron, it also establishes
a local potential for the conduction-band electrons. Assuming

155413-11098-0121/2012/85(15)/155413(6) ©2012 American Physical Society
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FIG. 1. (Color online) Schematic picture of a quantum dot
coupled to a fermionic reservoir, which allows us to study x-ray edge
physics in absorption spectra of quantum dots. The photon absorption
of a suitably initialized quantum dot implements a sudden switch-on
of the tunnel coupling between dot and fermionic reservoir due to a
capacitative coupling between the excited electron and the residual
hole. For details see the text.

that the hole is stable such that it can be considered static, at
least compared to the other time scales in the problem, we can
model this system by the following initial (before absorption)
and final (after absorption) Hamiltonians:

Hi =
∑

k

εk :c†
kck :+εic

†
dcd,

Hf =
∑

k

εk :c†
kck :−g

∑
kk′

:c†
kck′ :+εf c

†
dcd (1)

+V
∑

k

[c†
kcd + c

†
dck] + �E.

For one particular experimentally relevant realization of these
model Hamiltonians, see the Appendix. The hole degree of
freedom already has been integrated out and is contained
in a constant energy shift �E of the final Hamiltonian.
The operator c

†
k creates an electron with wave vector k in

the reservoir. Note that the quantum numbers k refer to an
effective one-dimensional chiral description of the electronic
degrees of freedom. Thus, we assume s-wave scattering, which
allows for a reduction to a one-dimensional problem. For
convenience, the wave vector k is measured relative to kF . The
colons : · · · :denote normal ordering with respect to the Fermi
sea. We measure the single-particle energies relative to the
Fermi level, i.e., εF = 0. The operator c

†
d creates an electron

on the upper level of the quantum dot whose energy differs
depending on if a photon has been absorbed or not.

The Hamiltonians in Eq. (1) without the potential scattering
term have been introduced in the context of the x-ray edge
problem by Kotani and Toyozawa6,22 to describe the x-ray
spectra of metals with incomplete shells. They solved the
problem analytically in the vicinity of the threshold for the case
where the final local level lies far above or below the Fermi

energy. Moreover, they phenomenologically inferred from
their analytical results the threshold behavior of the absorption
spectrum over the whole parameter space. A similar problem
at finite temperatures has been investigated in the context of
decoherence in charge qubits.23 The combined influence of
a local potential scatterer and a virtual bound state was first
discussed by Kita et al.,7 who solved the problem analytically
for the case where the final local level energy lies above the
Fermi level, i.e., εf > 0.

The aim of this work is to extend the known analytical
zero-temperature results to the whole parameter regime of
local level detunings with a general framework that can
also be useful in other contexts. This includes, for example,
decoherence in charge qubits coupled to a defect level.23,24

III. ABSORPTION SPECTRUM

Assuming that the coupling between the system and the
light field is small, one obtains for the absorption spectrum
A(ω), the rate at which photons are absorbed, in second order
of the coupling (Fermi’s golden rule) at zero temperature,

A(ω) = κ
∑

n

|〈en|c†
d |ψ0〉|2δ[ω − (en − egs)]. (2)

Here, |ψ0〉 denotes the ground state of the initial Hamiltonian
with energy egs and |en〉 is a complete orthonormal eigenbasis
of the final Hamiltonian with corresponding energies en. The
constant prefactor κ contains the experimental details such as
the intensity of the incident laser beam and the system–light-
field coupling. Representing the δ function by an integral over
phase factors, one can relate A(ω) to a dynamical correlation
function G(t) via Fourier transformation,

A(ω) = κ

∫
dt

2π
ei(ω−εi )t G(t), (3)

with

G(t) = 〈0|eiHi t e−iHf t |0〉. (4)

Here, |0〉 = c
†
d |ψ0〉 denotes a product state of the Fermi

sea for the conduction-band electrons with a filled local
d orbital. In view of the x-ray edge problem, G(t) is the
equivalent to the core-hole Green’s function. The dynamical
correlation function G(t) in Eq. (4) is an important quantity
also in other physical contexts. The quantity L(t) = |G(t)|2
is the Loschmidt echo that allows for a quantification of the
irreversibility of a system,15,20 here Hi , under a perturbation,
here Hf − Hi . Moreover, G(t) is the characteristic function
of a work distribution P (ω) for a quench from Hi to Hf ,
where P (ω) = κ−1A(ω) is the probability of having performed
the work ω on the system under this protocol.19 The relation
between absorption spectra and work distributions, which is
evident from a physical point of view, has been worked out
recently.25 A photon when absorbed provides its energy ω

to the system, which is equivalent to having performed the
work ω.

Analytic results for the dynamical correlation function
G(t) in the asymptotic long-time limit t → ∞ have been
obtained for the case where the final energy εf of the local
d level lies above the Fermi level, i.e., εf > 0.7 In the case
without a potential scatterer, Kotani and Toyozawa6 calculated
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analytically the characteristic function G(t) in the limit where
the final local energy level lies far above or far below the Fermi
level. In both systems, the long-time behavior of the dynamical

correlation function G(t) is algebraic, G(t)
t→∞−→ (iηt)−γ , γ =

(1 − δ/π )2, with an exponent γ that only depends on the phase
shift δ of the conduction-band electrons at the Fermi level in
the presence of the local perturbation. The prefactor η is a
high-energy scale of the order of the bandwidth. Due to the
Friedel sum rule, δ/π is the screening charge that determines
the exponent according to the rule of Hopfield.26

In the following, we will extend the known results to
the whole parameter regime, including also the case where
εf � 0. Although the problem is in principle quadratic, the
mathematical difficulty stems from the fact that, in contrast
to the original x-ray edge problem, an additional dynamical
degree of freedom, the local d level, and its coupling to the
fermionic reservoir are switched on. As a consequence the
additional degree of freedom acquires a finite lifetime.

The absorption process creates two local perturbations:
the potential scatterer as well as the coupling to a localized
level. The time scale for the local level to hybridize with the
conduction band is set by the inverse �−1 of the equilibrium
level broadening �. Thus, for times t 	 �−1 the local level is
effectively decoupled and the dynamics are controlled solely
by the potential scatterer. This then leads to the following
picture. For times smaller than the inverse bandwidth W−1,
t 	 W−1, the time evolution of G(t) is nonuniversal and is
controlled mainly by high-energy excitations. In the interme-
diate regime W−1 	 t 	 �−1, the dynamics is dominated by
the local potential scatterer, with the local level still effectively
decoupled. This is then equivalent to the original x-ray edge
problem such that the amplitude G(t) decays algebraically
G(t) ∼ (iηt)−α2

, with η being a high-energy scale of the order
of the bandwidth. The exponent α = δ∗/π is set by the phase
shift δ∗ for the potential scattering Hamiltonian in Eq. (1) with
V = 0. The dynamics of the system for times t � �−1 are
given by the full Hamiltonian and will be determined via the
combined influence of the hybridization as well as the potential
scatterer. In the following we will calculate the dynamics in
the asymptotic long-time regime t � �−1 for all local level
detunings εf , yielding that again G(t) ∼ (iηt)−(1−δ/π)2

decays
algebraically with an exponent that is determined by the phase
shift δ.

Due to the quadratic nature of the problem - the final and
initial Hamiltonians are both bilinear in fermionic operators -
the characteristic function G(t), which is a thermal expectation
value of exponentials in Hi and Hf , can be reduced to a single-
particle problem. Functions such as G(t) can be represented
in terms of determinants12,27,28

G(t) = det M, M = 1 − f + f R, (5)

of matrices in the single-particle space due to the Slater
determinant structure of the initial state. The matrix R with
matrix elements

Rll′ = 〈|clR̂c
†
l′ |〉, R̂ = eiHi t e−iHf t , l,l′ = k,d, (6)

where | 〉 is the true vacuum without any fermion, is essentially
determined by the single-particle subspace of R̂. The operator
R̂ can be idenitified as the time-evolution operator of H =
Hf in the interaction representation with respect to the free
Hamiltonian H0 = Hi . The matrix elements of R reduce to
the retarded Green’s functions of the final Hamiltonian up to
a phase. The initial state is encoded in the matrix f :

fdd = 1, fdk = fkd = 0, fkk′ = δkk′θ (−k). (7)

It will be convenient to separate the dynamics of the additional
dynamical degree of freedom, the local d level, from the
dynamics of the conduction-band electrons. For that purpose,
we write the matrix M in a block notation

M =
(

A B

C D

)
, (8)

where

A = Mdd, Bk = Mdk, Ck = Mkd, Dkk′ = Mkk′, (9)

such that one obtains, by use of an elementary property of the
determinant,

G(t) = det M = (A − BD−1C) det D, (10)

where BD−1C = ∑
kk′ BkD

−1
kk′ Ck′ is a scalar. Note that this

separation of one degree freedom is formally similar to the
treatment of a bound state in the x-ray edge problem in
Ref. 21. However, in the present setup the additional d level
is a dynamical degree of freedom, whereas a bound state is
a static object. The matrix D now only includes reservoir
states such that det D can be calculated with techniques known
from the original x-ray edge problem. But the separation of
the reservoir and d-level degrees of freedom comes at the
cost of finding the inverse D−1 of an infintely large matrix.
Using the Riemann-Hilbert method by d’Ambrumenil and
Muzykantskii,21 however, the evaluation of the determinant of
D is equivalent to finding its inverse D−1. In the context of the
response of a fermionic system subject to a local perturbation,
the auxiliary Riemann-Hilbert problem first appeared in
Ref. 29. Subsequently, it has been used in the theory of full
counting statistics30 and for the x-ray edge problem21,31 even
under nonequilibrium conditions.32 In the context of quantum
inverse scattering problems, the Riemann-Hilbert problem is
a well-established technique for evaluating determinants.33

The inversion of the matrix D cannot be done exactly, but
only asymptotically for large times t � �−1. For details, see
Ref. 21. In this asymptotic limit it is well known that only
the low-energy excitations in the vicinity of the Fermi level
are relevant for the dynamics. Assuming that the scattering
matrix S(E) for the conduction-band electrons in presence of
the local perturbation is only weakly dependent on energy,
one can approximate S(E) by its value at the Fermi level
S(E) ≈ S(EF ) = e2iδ . Here, δ is the corresponding phase
shift. Within this approximation, the inversion of the matrix
D is then equivalent to solving a singular integral equation
with a Cauchy kernel.21 Such singular integral equations can
be solved analytically due to their relation to Riemann-Hilbert
problems.21,34 For the long-time limit of the generating funtion
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G(t), one thus obtains

G(t)
t��−1−→ (iηt)−γ , γ = (1 − δ/π )2, (11)

in agreement with the known results for the case εf > εF and
consistent with the Hopfield rule of thumb.26 Thus, the known
asymptotic behavior extends to the whole parameter regime as
already shown in numerous numerical calculations.7,22,35 This
result constitutes one of the rare cases where it is possible to
obtain exact analytical solutions.

Equation (11) expresses the asymptotic behavior of the
generating function G(t) in terms of the parameters η and
δ. The quantity η, a high-energy scale of the order of the
bandwidth, cannot be obtained analytically, as is usually
the case for all the analytical treatments of the x-ray edge
problem.1–4 The phase shift δ of the electrons at the Fermi level
is a nonuniversal quantity that depends on a lot of details, such
as the full free fermionic dispersion relation. Thus, in general
it can only be determined numerically for a given system. Only
in special cases it is possible to arrive at general statements
about δ; for the case of a weak potential scatterer, for example,
see Ref. 4; for a far-detuned local level |εf − εF | � �, see
Ref. 6. If the final local level energy is resonant with the Fermi
level, i.e., εf = εF , we have δ/π = 1/2.

In the context of the initial problem, a quantum dot subject
to a laser field, we have to bear in mind that the system actually
exhibits two spin channels. If the laser excites electrons of
both spins, the problem is still separable in the spin degree of
freedom, i.e., G(t) = G↑(t)G↓(t), and the dynamics of each
spin component is governed by the Hamiltonians in Eq. (1).
The exponent γ of the asymptotic long-time decay of the
generating function G(t) gets contributions from both spin
channels, i.e., γ = γ↑ + γ↓, with γσ = (1 − δσ /π )2 and δσ is
the phase shift of the spin-σ electrons at the Fermi level. If
the incident laser beam is circularly polarized it is possible
to address just one of the two electronic spin species; spin-↑
for example. In this case, only one spin-↑ electron is excited
from the core hole into the upper local level. Again, the total
exponent γ = γ↑ + γ↓ is given by two contributions. For γ↑ =
(1 − δ↑/π )2 we then get the same result as in Eq. (11). The
spin-↓ contribution, however, is different as the absorption
process does not excite a spin-↓ electron in the dot. Thus, we
get an exponent γ↓ = (δ↓/π )2 due to the presence of the local
potential scatterer generated by the absorption of the spin-↑
electron.

Absorption lineshape. From Eq. (11), one can deduce
the behavior of the absorption lines hape near the threshold
analytically,

A(ω)
ω→ωth∼ θ (ω − ωth)(ω − ωth)γ−1, (12)

which shows the typical power-law singularity. The singularity
is a consequence of the singular behavior of the initial
Fermi-Dirac distribution of the conduction-band electrons
at zero temperature. Thus, at nonzero temperatures T the
singularity is cut off;37 see Ref. 31 for the finite-temperature
generalization in the context of the Riemann-Hilbert method.
In Fig. 2, numerical renormalization group (NRG) data for
the absorption spectrum are shown. For light frequencies ω in
the vicinity of the threshold, the analytical power-law results
included as thin solid lines fit perfectly to the exact NRG
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FIG. 2. (Color online) Absorption spectrum A(ω) as a function
of the incident light frequency ω near the threshold frequency ωth

for different final energies εf of the quantum dot level at zero
temperature. For simplicity we restrict ourselves to the case g = 0
without a potential scatterer. Here, � = πρ0V

2 denotes the half-width
of the hybridized level in the quantum dot, with ρ0 being the
noninteracting density of states at the Fermi level. The thick lines
are results obtained by NRG calculations.36 The thin lines show the
analytic power-law results, which fit perfectly the exact NRG data in
the asymptotic low-frequency regime for |ω − ωth| 	 �. For details,
see the main text.

results. The analytical curves in Fig. 2 are obtained by a fit of
the high-energy scale η that cannot be obtained analytically
by the present appoach, as mentioned before. The phase shift
δ, however, is not fitted; rather, it is obtained within the NRG
independently of the absorption spectrum.

Work distribution. In view of the equivalence to a work
distribution, the existence of the threshold in the absorption
spectrum is evident. In the beginning, the system is prepared
in the ground state of the initial Hamiltonian. The minimum
energy, i.e., work, that has to be provided to the system
by switching on the coupling to the resonant level, is
the ground-state energy difference between initial and final
Hamiltonians. Thus, it is impossible for a photon of energy
less than the ground-state energy difference to be absorbed.
The singular behavior of the absorption spectrum shows that
the dominant excitations that are created by the absorption
process are low-energy excitations in the vicinity of the Fermi
level.

Loschmidt echo. As already mentioned before, the charac-
teristic function G(t) is also related to the Loschmidt echo,15,20

L(t) = |G(t)|2 = |〈0|eiHi t e−iHf t |0〉|2. (13)

The Loschmidt echo quantifies the stability of motion in
time of a system; in this case the Hamiltonian Hi , under
a perturbation Hf − Hi . Thus, for long times t , Eq. (11)
states that, no matter how small the local perturbation is,
the time evolution of the state |0〉 with the final Hamiltonian
drives the system into a subspace of the Hilbert space
that is orthogonal to the initial state. From the Anderson
orthogonality catastrophe38 it is known that the ground state
of the final Hamiltonian is contained in this subspace. The

155413-4



X-RAY EDGE SINGULARITY IN OPTICAL SPECTRA OF . . . PHYSICAL REVIEW B 85, 155413 (2012)

system as a whole, however, does not evolve into the ground
state of the final Hamiltonian |0f 〉, as the overlap of both wave
functions |〈0f |e−iHf t |0〉|2 = |〈0f |0〉|2 ∼ N−α2

with α = δ/π

being constant in time. Here, N is the particle number. Thus,
the vanishing behavior of G(t) for t → ∞ cannot be simply
traced back to the Anderson orthogonality catastrophe,38 i.e.,
the vanishing overlap between ground-state wave functions.
For the original x-ray edge model including only the potential
scatterer, it has been shown that the characteristic scaling
behavior of overlaps with system size is valid not only for
the ground-state wave function overlap, but also for low-lying
excited states |ε〉.3,39 Here, the energies ε are measured
relative to the ground-state energy of the final Hamiltonian.
For a finite-size system it has been shown by the authors in
Ref. 39 that, the function σ (En = nW/N ) = ∑En+�E

ε=En
|〈ε|0〉|2

[W is the bandwidth] has a scaling behavior similar to that
in the Anderson orthogonality catastrophe, namely σ (En) ∼
(n/N )α

2−1 ∼ Eα2−1
n , provided the energy En is small. This

scaling behavior in energy is intimately connected to the
scaling behavior with system size in the der Anderson or-
thogonality catastrophe; however, it is an extension to excited
states. The asymptotic power-law behavior of L(t) is therefore
not just a consequence of the vanishing ground-state overlap,
but instead is due to the existence of a multitude of low-energy
excitations satisfying the characteristic scaling behavior also
found in the Anderson orthogonality catastrophe.

Due to the correspondence between absorption spectra and
work distributions, we know that the average energy in the
system Ef = 〈0|Hf |0〉 after the switch-on of the perturbation
is larger than the ground-state energy E

gs

f of Hf . After the
quench the system has (on average) an excess energy w =
Ef − E

gs

f , in the context of the work distribution one can term
w the dissipated work. The asymptotic long-time behavior
of the Loschmidt echo L(t) suggests that in course of time
the system redistributes this excess energy completely into a
multitude of low-energy excitations.

IV. CONCLUSION

In this work we have discussed the x-ray edge singularity
in optical spectra of quantum dots. We presented a general
framework that allows one to determine analytically the
singular threshold behavior of absorption spectra in quantum
dots at zero temperature. This establishes an important
generalization of x-ray edge physics to experimentally ac-
cessible environments that can be used to observe x-ray edge
physics in a controlled setup. Moreover, we highlighted the
correspondence of the spectra to work distributions and to
the Loschmidt echo. The presented framework might also
be useful in other contexts such as decoherence in charge
qubits.
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APPENDIX: MODEL AND EXPERIMENT

In this Appendix we present one possible absorption
experiment whose effective description is governed by the
Hamiltonians in Eq. (1). Consider a single semiconductor
quantum dot embedded in a Schottky diode structure. Such
quantum dots coupled to a fermionic reservoir can generically
be described by Anderson impurity models:

H =
∑
kσ

εkc
†
kσ ckσ + V

∑
kσ

[c†
kσ dσ + d†

σ ckσ ]

+
∑

σ

ε0d
†
σ dσ + Ud

†
↑d↑d

†
↓d↓. (A1)

The operator c
†
kσ creates an electron in the reservoir with

spin σ and wave vector k that is measured relative to kF .
The quantum numbers k refer to an effective chiral one-
dimensional description; see also the main text. The quantum
dot is modeled by a single level with energy ε0 in each spin
channel. The operator d†

σ creates one electron of spin σ on
the dot. The two spin channels are coupled via the local onsite
interaction of strength U . The hybridization � = πρ0V

2, with
ρ0 being the noninteracting density of states, constitutes a
second important energy scale. For a semiconductor quantum
dot in such a Schottky diode structure, � can be tuned up
to such large values that U and � are of the same order.
For � > U renormalization group studies reveal that the
physical properties of the system are dominated by fixed
points that correspond to the noninteracting limit of the above
Hamiltonian with U = 0.40 In this regime it is therefore valid
to assume that the two spin channels are decoupled, each of
which can be modeled by a resonant level Hamiltonian H̃ . Due
to this decoupling we can restrict ourselves to a single channel
of spinless electrons in the following:

H̃ =
∑

k

εkc
†
kck + ε0d

†d + V
∑

k

[c†
kd + d†ck]. (A2)

This is the effective description of the quantum dot before the
absorption of a photon. As explained in the main text, one
effect of the absorption is the shift of the local level energy
ε0 → ε0 − Ueh via the attractive electron-hole interaction Ueh.
Additionally, the absorption is associated with the switch on
of a local potential scatterer for the electrons in the reservoir
such that we have the following initial (Hi) and final (Hf )
Hamiltonians:

Hi =
∑

k

εkc
†
kck + ε0d

†d + V
∑

k

[c†
kd + d†ck],

Hf =
∑

k

εkc
†
kck + (ε0 − Ueh)d†d (A3)

+V
∑

k

[c†
kd + d†ck] − g

∑
kk′

c
†
kck′ .
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Let W be the unitary transformation that diagonalizes Hi , i.e.,

Hi = WHiW
† =

∑
k

ε̃kc
†
kck + εid

†d, (A4)

where the matrix elements of W are defined by the equations

WdW † = Wddd +
∑

k

Wdkck,

(A5)
WckW

† = Wkdd +
∑
k′

Wkk′ck′ .

It is straightforward to show that all matrix elements have a
square-root scaling with system size, i.e., Wll′ ∼ L−1/2 with
l = k,d. In the new basis the final Hamiltonian equals

Hf = WHf W † =
∑

k

ε̃kc
†
kck + εf d†d

+
∑

k

[Ṽ c
†
kd + Ṽ ∗d†ck] −

∑
kk′

g̃kk′c
†
kck′ , (A6)

where the new coupling constants are given in terms of the
matrix elements of W in the following way:

εf = εi − g

∣∣∣∣∣
∑

k

Wkd

∣∣∣∣∣
2

, Ṽ = −g
∑

k

Wkd,

(A7)

g̃kk′ = −g
∑
qq ′

W ∗
qkWq ′k′ − UehW

∗
dkWdk′ .

Here, we have neglected all terms whose contribution vanishes
in the thermodynamic limit. For the singular behavior of
the absorption spectrum at the threshold, only low-energy
excitations are relevant. For the description of the low-energy
sector one can replace the coupling constants g̃kk′ → g̃00 by
their values at the Fermi level. In conclusion, we have shown
one possible experimental scenario that leads to the model
Hamiltonians in Eq. (1).
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Chapter 4

Dynamical phase transitions

The nonequilibrium dynamics in quantum many-body systems can change its qualitative
behavior abruptly as has been observed in a number of different systems [11, 40, 153, 159,
117] suggesting the existence of a dynamical equivalent to equilibrium phase transitions.
Such a correspondence, however, has up to now not been established conceptually for closed
quantum systems.

The staggered magnetization of one-dimensional anisotropic Heisenberg chains shows
a change in its long-time behavior after a quench from purely exponential to damped
oscillatory exactly at the equilibrium quantum critical point where relaxation also becomes
most efficient [11]. Similar observations have been made for quenches in the Hubbard
model [40, 153] where for a quench from an initial zero temperature Fermi sea the step in
the Fermi distribution shows oscillatory contributions for interactions U > Udyn

c larger than
a critical value Udyn

c & Uc that, however, is close to but not precisely the value Uc of the
equilibrium metal-Mott insulator phase transition [40]. For quenches in the bosonic mean-
field version of the Hubbard model a similar shift in the value of the critical interaction
Udyn
c compared to Uc has been found [159]. A system of weakly interacting bosons in two

dimensions can undergo a transition similar to an equilibrium Kosterlitz-Thouless one in
consequence of a specific nonequilibrium protocol where the equilibrium order parameter
correlation function shows a transition from algebraic to exponential behavior [117]. As a
general observation for all the described examples the presence of an underlying equilibrium
critical point seems to be important.

For classical systems a framework for dynamical phase transitions has been introduced,
first in the context of glasses [67]. This phase transition happens in the space of trajectories.
According to a measure for the activity of the system the dominant trajectories contributing
to the dynamics are classified as either active or inactive. The dynamical order parameter
of this transition is then given by the average activity of the dominant trajectories. This
concept has been extended to small [57] and macroscopically large [10] open quantum
systems. Up to now, however, a conceptual framework of a dynamical phase transition for
closed quantum systems does not exist. In the following, a possible definition of such a
transition will be introduced.



78 4. Dynamical phase transitions

4.1 The concept of a dynamical quantum phase tran-

sition

The definition of a dynamical phase transition in the following will be studied for quantum
quenches, for details see Sec. 2. For such protocols the system under study is prepared in
the ground state |ψ0〉 of a Hamiltonian H0. At time t = 0 a parameter λ of the Hamiltonian
is suddenly switched from a value λ0 to a new value λf corresponding to a Hamiltonian
Hf = H(λf ) different fromH0 = H(λ0). For the generic case where |ψ0〉 is not an eigenstate
of Hf the initial state will show nontrivial dynamics.

For what follows, a dynamical phase transition will be defined on the basis of real-
time nonanalyticities in the sense that the derivative at a given order of some measurable
quantity shows a jump or a singularity in time. This implies the breakdown of short time
expansions similar to the breakdown of, e.g., high-temperature, expansions at a critical
point of an equilibrium phase transition. Thus, it is not possible to determine the system’s
dynamics by a short time expansion even in case where the expansion is known to all orders
in time t. The time evolution of states in quantum mechanics is governed by the Schrödinger
equation. This immediately poses the question whether these real-time nonanalyticities
are compatible with general quantum mechanical principles. As it turns out, however, the
respective dynamical phase transitions as analyzed below only occur in the thermodynamic
limit again similar to the equilibrium case. In this way no fundamental and conceptual
problems arise for the propagation of states in time as for finite-size or eventually large
systems the Schrödinger equation always allows, in principle, for straightforward solutions
by integration.

Expanding the time evolved initial state |ψ0(t)〉 = exp[−iHf t]|ψ0〉 in the eigenbasis
|Eν〉, Hf |Eν〉 = Eν |Eν〉, of the final Hamiltonian one obtains the Lehmann representation

|ψ0(t)〉 =
∑

ν

e−iEνt|Eν〉〈Eν |ψ0〉. (4.1)

How can such an object of rotating phases become nonanalytic? Clearly, if the Hilbert
space has finite dimension such as for finite fermionic or spin lattice systems, this super-
position will always result in an analytic expression. This signals the importance of the
thermodynamic limit as emphasized before. Note that the dynamical phase transition in
the space of trajectories as introduced in Ref. [67] can also happen for small systems [57] far
beyond the thermodynamic limit. The expression as such in Eq. (4.1) is purely formal, the
physically relevant quantities are expectation values, probabilities, etc., that are studied
in what follows.

4.1.1 Loschmidt amplitude

The central quantity of the analysis will be termed the Loschmidt amplitude

L(t) = 〈ψ0|eiH0te−iHf t|ψ0〉 (4.2)
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that establishes a measure of how far time evolution drives the system away from the initial
state. In the following, the zero of energy will be chosen such that H0|ψ0〉 = 0. In this
gauge the propagator exp[−iH0t] acting on the state |ψ0〉 can be replaced by the identity.
The Loschmidt amplitude can be decomposed into absolute value and phase contributions
in its polar representation

L(t) = |L(t)|eiϕ(t). (4.3)

Its modulus squared

L(t) = |L(t)|2 =
∣∣〈ψ0|e−iHf t|ψ0〉

∣∣2 (4.4)

is the Loschmidt echo and may be interpreted as a return probability [78]. The Loschmidt
echo quantifies the stability of quantum motion and shares deep connections to the field
of quantum chaos [131].

The quantity ϕ(t) measures the phase acquired in consequence of the nonequilibrium
protocol and may be viewed as the nonadiabatic equivalent to the Berry phase [14] that is
associated with an adiabatic transport of a wave function along a parameter manifold.

In view of Sec. 3.1 and in particular Eq. (3.10) the Loschmidt amplitude is the moment
generating function of the work distribution function of the respective quantum quench.
This formal identification has the immediate consequence that, remarkably, the Loschmidt
phase ϕ(t) is gauge invariant. As such it is a measurable quantity, in principle [14]. Phases
and phase differences are typically measured through interference experiments. From ele-
mentary quantum mechanics the outcome of a measurement in closed systems is associated
with the eigenvalues of a Hermitian operator in the Hilbert space under study. For phases,
however, no such observable exists; so how can a phase be measured then? This paradox
can be resolved by noticing that the quantum quench requires the coupling to an envi-
ronment, see the arguments in Sec. 1. Treating the influence of a classical force acting on
the system through a Hamiltonian depending on an external parameter has the immediate
advantage that the system can be considered as if it were isolated. As a consequence,
however, some measurable quantities for which an observable exists in the full system may
only appear as gauge-invariant quantities in the restricted subsystem [142].

4.1.2 Fisher zeros

Recalling that a dynamical phase transition has been defined on the basis of real-time
nonanalyticities the question remains which quantities are potentially able to show non-
analyticities generically. The notion of generically in this context is supposed to mean
as generic as there are equilibrium phase transitions. Below, it will be shown that the
Loschmidt amplitude is such a quantity as has been demonstrated already for the specific
case of magnetic field ramps in the Ising model [138]. Consider a generalized function

L(z) = 〈ψ0|e−iHf z|ψ0〉, z ∈ C, (4.5)

by extending time into the whole complex plane. The basic observation is that on the
purely imaginary time axis z = −iτ the generalized Loschmidt amplitude becomes an
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equilibrium boundary partition function

Z(τ) = L(−iτ) = 〈ψ0|e−Hf τ |ψ0〉 (4.6)

of a system with boundaries separated by a distance τ with boundary conditions imple-
mented by the boundary states |ψ0〉 [105]. This identification is up to the present knowledge
of purely formal nature. The equilibrium boundary partition function Z(τ) has no physical
meaningful relationship to the nonequilibrium quench problem as it is known up to now.

The formal observation in Eq. (4.6) has a few important implications. First, it clarifies
the appropriate scaling behavior in the thermodynamic limit. Note that the thermody-
namic limit is of fundamental importance as already argued below Eq. (4.1). The free
energy is extensive in system size V such that the Loschmidt amplitude has to be of
large-deviation form [171]

L(z)
V→∞−→ eV f(z) (4.7)

with f(z) independent of V . Concluding, the proper quantity in order to study the behavior
of the Loschmidt amplitude in the thermodynamic limit is the rate function f(z). This
is completely analogous to the equilibrium case where the appropriate quantity is the free
energy density and not the partition function itself for large system sizes.

Let µ be a parameter of an equilibrium partition function Z of a system of size V such
as magnetic field h or temperature T . Then Z and in particular the phase transitions of
the model are determined by the zeros in the extended complex parameter plane of µ. In
case of a magnetic field, i.e., µ = h, the corresponding partition function zeros are called
Lee-Yang zeros [106], for µ = β = T−1 they are called Fisher zeros [46]. Denoting those
by µr the partition function Z can be represented in product form

Z(µ) = e−G(µ)
∏

r

[
1− µ

µr

]
(4.8)

yielding the free energy F

F (µ) = −T
∑

r

log

[
1− µ

µr

]
+ Tg(µ). (4.9)

Here, Boltzmann’s constant kB = 1 has been set to one such that temperature is measured
in units of energy. The functions G(µ) and g(µ) = V −1G(µ) are smooth and analytic.
Concerning phase transition they will therefore be unimportant such that they will not
be considered in what follows. If Z(µ) is just a finite polynomial in µ the factorization of
the partition function is obvious and G(µ) is a constant. In case of an infinite polynomial
the factorization is guaranteed by the Weierstrass factorization theorem as long as the
expression in Eq. (4.8) converges. In the general case this cannot be proven but as it turns
out the convergence is always given for all practical purposes. In the above representation
in Eq. (4.8) all the details and properties of the physical system are encoded in the location
of the zeros µr.
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Figure 4.1: Schematic illustration of the partition function zeros of a parameter µ extended
into the whole complex plane. The physical axis corresponds to real values of µ ∈ R. For
a finite-size system the zeros are located at discrete and well-separated points as indicated
by stars in the left picture. As the system size V increases the zeros accumulate on lines.
At those points where such a line of zeros crosses the physical µ ∈ R axis - in this schematic
picture this corresponds to µ = µc - the system undergoes a phase transition.

For a finite-size system the zeros are typically located at discrete points in the complex
µ plane away from the physical µ ∈ R axis. Increasing the system size the number of zeros
increases and they typically accumulate on lines [46]. For a schematic picture see Fig. 4.1.
Although for a finite-size system no zero lies directly on the real µ axis a line of accumulated
zeros may cut the axis in the thermodynamic limit. In such case the partition function
becomes nonanalytic and the system thus undergoes a phase transition. The character of
this transition whether it is continuous or of first order as well as the respective exponents
or the latent heat are all encoded in the line density of zeros at the transition point [79].
If the line density is a constant the phase transition is of first order and the respective
constant is proportional to the latent heat. Provided the line density vanishes in a power-
law fashion one obtains a continuous phase transition. For the case of Fisher zeros where
µ = β = T−1 is the inverse temperature the exponent of the algebraic behavior of the
density of zeros determines the critical exponent of the specific heat. Most importantly,
for numerical simulations finite-size scaling of the zeros allows for the derivation of the
latent heat or all the critical exponents [79].

As shown before the Loschmidt amplitude becomes an equilibrium partition function
on the imaginary time axis such that it is possible to adopt the knowledge about the
partition function zeros to the nonequilibrium quantum quench problem. As a function of
time the Loschmidt amplitude is determined by its complex time zeros tr such that it can
be represented in the following way

L(t) = e−G(t)
∏

r

[
1− t

tr

]
(4.10)
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where the prefactor determined by the smooth function G(t) will play no role in the fol-
lowing considerations. The complex time zeros will be termed Fisher zeros in the following
due to the formal similarity of imaginary time and inverse temperature. If in the thermo-
dynamic limit such a line of Fisher zeros crosses the real-time axis at a specific point t∗ the
Loschmidt amplitude becomes nonanalytic at t = t∗ defining the location of the dynamical
phase transition.

Based on these general considerations about partition function zeros the Loschmidt
amplitude can become nonanalytic generically in the sense of as generic as there are equi-
librium phase transitions. It is therefore not just coincidence that the Loschmidt amplitude
for magnetic field quenches in the transverse field Ising model studied below shows nonan-
alyticities. One may thus expect that nonanalyticities appear also in Loschmidt echoes of
other model systems. In case of the Ising model there is a direct connection between real-
time nonanalyticities and the quantum critical point of the underlying equilibrium theory.
A general proof of such a relationship, however, does not exist. In Sec. 4.2 below lines of
Fisher zeros as well as the nonanalyticities of the Loschmidt amplitude are investigated for
magnetic field quenches in the one-dimensional transverse field Ising model.

Note that even though there seems to be formal relationship between the Loschmidt
amplitude and an equilibrium partition function, the Loschmidt amplitude should not be
viewed as a “dynamical partition function” because it is not possible to deduce the time
evolution of thermodynamic quantities from it such as generalized forces or the expectation
values of local observables. What can be deduced from the Loschmidt amplitude is the
average work performed Wav, compare Ch. 3, via Wav = idL(t)

dt
|t=0.

4.1.3 Observables

Although it defines the location of a dynamical phase transition the Loschmidt amplitude
is a rather abstract quantity and difficult to measure for large systems because of its
exponential suppression due to its large-deviation scaling, see Eq. (4.7). In case of slow
ramps instead of quenches the rate function f(t) takes on small numerical values that the
measurement of the Loschmidt amplitude is within the scope of experimental resolution.
Apart from this special case, in experiments one is typically interested in local observables
and correlation functions. As far as it is known in the literature there exists no example
of a local observable with real-time nonanalyticities. A general proof of this property,
however, does not exist. Even though local observables may be analytic it remains to
clarify the potential impact of the dynamical phase transition onto them. The Loschmidt
amplitude quantifies the deviations from the initial state |ψ0〉 during time evolution. From
a physical point of view one may expect that those properties of the system that are
especially sensitive to the initial state may be influenced most by nonanalyticities in the
Loschmidt amplitude and therefore by the dynamical phase transitions. One general class
of observables that fall into this category may be equilibrium order parameters for the
case where the initial state is chosen within the ordered phase of the model under study.
But as will have become clear those are just physically motivated arguments without an
explicit proof. Ultimately, this general statement has to be tested at least on the basis of
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a sufficiently large class of examples to show its validity. Below, they will be verified for
the one-dimensional Ising model. Another but structurally very similar model where the
validity of these arguments can be shown is the one-dimensional XY -chain as investigated
in the work of Ref. [11].

For the particular example of magnetic field quenches in the one-dimensional transverse
field Ising model studied in Sec. 4.2 one such observable is the longitudinal magnetization
that represents the equilibrium order parameter. In one dimension the ferromagnetic or-
der only exists at zero temperature such that the nonzero energy pumped into the system
by the quench will force the magnetization to vanish in the long-time limit. This always
happens [22, 23], on intermediate time scales, however, the dynamics turn out to be par-
ticularly influenced by dynamical phase transitions. Here, just a short overview will be
given, for details see Sec. 4.2. Suppose the Ising system is prepared in a ferromagnetically
ordered state with a finite magnetization. For a final transverse magnetic field that still
supports ferromagnetic order in equilibrium the Loschmidt amplitude is analytic for all
times t. As soon, however, as the final magnetic field crosses the equilibrium quantum
critical point the Loschmidt amplitude shows nonanalyticities that appear periodically on
an emergent nonequilibrium time scale t∗ not set by the mass of the theory but by an en-
ergy scale larger than the gap. Simultaneously, the equilibrium order parameter develops
an oscillatory decay similar to the staggered magnetization in one-dimensional Heisenberg
chains [11] mentioned in the beginning of this Chapter, see Ch. 4. Below, it is found nu-
merically that the frequency of this oscillation of the equilibrium order parameter precisely
coincides with the periodic appearance of nonanalyticities in the Loschmidt amplitude.
Although no formal proof has been found establishing a relation between the Loschmidt
amplitude and the equilibrium order parameter there is a connection between the two
as demonstrated numerically. From the general physical argument given above one may
expect that such a relation may be not restricted to this special case but to be rather
generic.

4.2 Dynamical quantum phase transitions in the Ising

model

The one-dimensional transverse field Ising chain constitutes the paradigmatic model for
the study of continuous equilibrium phase transitions. Within the Ising model the z-
components of 1/2-spins are coupled on a lattice of length L in presence of a transverse
field

HI(g) = −J
2

L∑

l=1

[
σzl σ

z
l+1 + gσxl

]
. (4.11)

Here, σµl with µ = x, y, z denotes the Pauli matrices. The ferromagnetic coupling constant
J > 0 sets the overall energy scale and will be set to J = 1 in the following. The strength
of the transverse magnetic field is set by g. The Ising model exhibits a continuous quantum
phase transition from a ferromagnetically ordered phase for g < 1 to a quantum paramagnet
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Figure 4.2: Equilibrium zero-temperature phase diagram of the one-dimensional transverse
field Ising model. The critical point gc = 1 separates a ferromagnetically ordered phase
for g < gc from a quantum paramagnet for g > gc. The associated local order parameter
is the longitudinal magnetization ρz that vanishes as ρz ∼ (gc − g)1/8 near the quantum
critical point g → gc. The gap in the spectrum ∆ vanishes linearly when the magnetic
field g approaches the quantum critical point.

for g > 1 as is illustrated in a schematic phase diagram in Fig. 4.2. For details about the
equilibrium properties see Ref. [149].

The Ising Hamiltonian in Eq. (4.11) exhibits an exact Z2 symmetry implemented by
the unitary transformation

U =
L∏

l=1

σxl (4.12)

that maps the Pauli matrices according to the formulas

σxl 7→ σxl , σzl 7→ −σzl . (4.13)

In the ferromagnetically ordered phase for g < gc this Z2 symmetry is broken yielding
a nonvanishing longitudinal magnetization as illustrated in Fig. 4.2. The spontaneous
symmetry breaking can be demonstrated best for the particular case of zero transverse
magnetic field g = 0. In this case the system reduces to a collection of spins with a
ferromagnetic nearest-neighbor coupling of the spin-z components. In this limit there is
an exact ground state degeneracy of the two fully polarized states

|ψ1〉 = | ↑ . . . ↑〉, |ψ2〉 = | ↓ . . . ↓〉, (4.14)

with opposite longitudinal magnetization in z-direction. The elementary excitations above
the two respective ground states |ψ1〉 and |ψ2〉 are domain walls [149]. At small but
finite magnetic field the exact degeneracy is lifted with an energy difference, however,
exponentially suppressed by system size.

In the opposite limit of large magnetic fields g � 1 where the ferromagnetic coupling
can be neglected to zeroth order the ground state of the system is unique. All spins point
in one direction and the ground state factorizes into a product state

|ψ0〉 = | → · · · →〉 =
L∏

l=1

| →〉l, | →〉l =
1√
2

[| ↑〉l + | ↓〉l] , (4.15)
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of states | →〉l corresponding to the +1 eigenvalues of the Pauli matrices σxl .
The Ising Hamiltonian can be solved exactly by a mapping onto a quadratic fermionic

theory [132]. For that purpose it is convenient to perform a rotation around the y -spin
axis about 90 degrees that effectively amounts to the replacement

σzl 7→ σxl , σxl 7→ −σzl . (4.16)

This transformation yields the following Hamiltonian

HI(g) =
J

2

L∑

l=1

[
gσzl − σxl σxl+1

]
. (4.17)

For what follows this representation of the Ising model will be used throughout. Using
the Jordan-Wigner transformation, see also Sec. 2.3, it is possible to represent the Ising
Hamiltonian in terms of operators

c†l = e−iφlS+
l , cl = S−l e

iφl , φl = π
l−1∑

m=1

[
Slz +

1

2

]
, (4.18)

that fulfill fermionic anticommutation relations
{
cl, c

†
l′

}
= δll′ , {cl, cl′} = 0,

{
c†l , c

†
l′

}
= 0. (4.19)

In this fermionic representation the Ising Hamiltonian maps onto a quadratic fermionic
theory

H(g) =
J

2

L∑

l=1

[
2gc†l cl − g + c†l cl+1 + c†l+1cl + c†l c

†
l+1 + cl+1cl

]
. (4.20)

To arrive at this simple expression of the Hamiltonian antiperiodic boundary conditions
have been imposed on the fermionic chain. The Hamiltonian does not conserve the number
of fermionic particles. Parity, however, is conserved, i.e., starting in a sector with an
even number of Jordan-Wigner fermions the action of the Hamiltonian can never yield
a state with an odd number of them. This property has been used in the derivation of
Eq. (4.20) where the Hamiltonian has been projected onto the even parity sector. The
above Hamiltonian can be diagonalized exactly on the basis two transformations. First,
introduce the momentum representation of the fermionic operators via

ck =
1√
L

L∑

l=1

e−iklcl. (4.21)

The momentum k = 2π[nk + 1/2]/L with nk = −L/2, . . . , L/2 ∈ N takes on values in
the interval k ∈ [−π, π] in the thermodynamic limit. The precise discrete structure of the
momentum values is a consequence of the antiperiodic boundary conditions chosen before.
Note that the lattice spacing a = 1 has been set to one. In the Fourier transformed basis
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only ±k momentum states are coupled to each other as a consequence of translational
invariance

H(g) = J
∑

k>0

[
(g − cos(k))

(
c†kck + c†−kc−k

)
+ i sin(k)

(
c†−kc

†
k + c−kck

)
− g

2

]
. (4.22)

The last step of the diagonalization procedure consists of performing a Bogoliubov rotation
in the momentum basis of the fermionic Jordan-Wigner operators that mixes creation and
annihilation operators of opposite momentum

ηk = uk(g)ck − ivk(g)c†−k, η−k = uk(g)c−k + ivk(g)c†k, k > 0, (4.23)

with inverse transformation

ck = uk(g)ηk + ivk(g)η†−k, c−k = uk(g)η−k − ivk(g)η†k, k > 0. (4.24)

Here, the functions uk(g) ∈ R and vk(g) ∈ R are supposed to be real. The unitarity of the
transformation then requires that u2

k(g) + v2
k(g) = 1 allowing for the parametrization

uk(g) = cos(θk(g)), vk(g) = sin(θk(g)). (4.25)

Applying the Bogoliubov transformation to the Hamiltonian in Eq. (4.22) diagonalizes the
problem provided the Bogoliubov angles θk(g) fulfill the following equation

tan(2θk(g)) =
sin(k)

g − cos(k)
. (4.26)

For this choice the Hamiltonian becomes diagonal

H(g) =
∑

k>0

Ek(g)
[
η†kηk − η−kη†−k

]
. (4.27)

As tan(x) is a periodic function of its argument x Eq. (4.26) does not uniquely determine
the Bogoliubov angles θk(g). Requiring that θk(g) ∈ [0, π/2] is an analytic function of k
and that the final spectrum Ek(g) > 0 is positive fixes θk(g) to be

θk(g) =
1

2
arctan

[
sin(k)

g − cos(k)

]
+
π

2
θ[cos(k)− g] (4.28)

with θ(x) = 1 for x > 0 and θ(x) = 0 for x < 0 the Heaviside step function. Even though
the Heaviside step function is not analytic the full expression for θk(g) is. With this choice
for the Bogoliubov angles the final spectrum Ek(g) is given by the following expression

Ek(g) =

√
[g − cos(k)]2 + sin2(k). (4.29)

Here and for what follows, J as the overall energy scale has been set to J = 1. The ground
state of the Hamiltonian is thus the Fermi sea |〉η without any η-fermion such that ηk|〉 = 0.
The associated gap ∆ = Ek=0(g) of the single-particle spectrum is vanishes at the quantum
critical point g = gc linearly as ∆(g) = |g − gc|.
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Figure 4.3: Schematic illustration of the transverse magnetic field quench in the one-
dimensional Ising model. For times t < 0 the system is prepared in the ground state |ψ0〉
according to a value gi of the transverse field. At time t = 0 the magnetic field is suddenly
switched to a new value gf . This sudden quench induces dynamics of the initial state for
times t > 0.

4.2.1 Quenches in the transverse magnetic field

In the following the nonequilibrium time evolution will be generated by a quantum quench
in the transverse magnetic field as is illustrated in Fig. 4.3. For more details about quantum
quenches and important related questions see the introduction to Ch. 2. For times t < 0
the system is supposed to be prepared in the ground state |ψ0〉 of the Hamiltonian H(gi)
in Eq. (4.17) at some initial magnetic field g = gi. At time t = 0 the magnetic field g is
suddenly switched to a new value g = gf . As the initial state |ψ0〉 is not an eigenstate of
the final Hamiltonian Hf = H(gf ) it will show nontrivial dynamics.

The nonequilibrium dynamics of magnetic field quenches in the transverse field Ising
model have been analyzed in numerous works in the literature [146, 147, 22, 23, 138, 160,
74, 75]. Of most relevance for the dynamical phase transition discussed below is the time
evolution of the equilibrium order parameter, the longitudinal magnetization

ρx(t) =
1

2
〈ψ0(t)|σxl |ψ0(t)〉. (4.30)

that is independent of the location l = 1, . . . , L on the chain due to translational invariance.
Note that the representation of the Ising model in Eq. (4.17) is used in what follows instead
of Eq. (4.11). In equilibrium, the longitudinal magnetization is known exactly [132]

ρeq
x =

1

2

[
1− g2

] 1
8 (4.31)

with an exponent 1/8 demonstrating that the one-dimensional transverse quantum Ising
model belongs to the universality class of the 2D classical Ising model [149].

Due to the quench a finite amount of energy is pumped into the system. The order
in the one-dimensional Ising model only exists at zero temperature such that one may
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expect that the longitudinal magnetization vanishes at least in the asymptotic long-time
limit. This is indeed the case as demonstrated recently [22, 23]. Depending on the values
of initial and final magnetic fields different cases have to be distinguished. For quenches
starting and ending in the ordered phase, i.e., gi, gf < 1, the order parameter decays
exponentially at long times at a rate that is known exactly [22, 23]

ρx(t)
t→∞−→
√
Ce−Γt, Γ = −

∫ π

0

dk

π

dEk(gf )

dk
log |cos(θk(gf )− θk(gi))| (4.32)

with θk(g) the Bogoliubov angles defined through Eq. (4.26) and Ek(gf ) the spectrum
of the final Hamiltonian, see Eq. (4.29). The prefactor is a function of initial and final
magnetic field and is also known analytically [23]

C =
1− gigf +

√
(1− g2

i )(1− gf )2

2
√

1− gigf (1− g2
i )

1/4
. (4.33)

In case where the final magnetic fields crosses the equilibrium quantum critical point the
longitudinal magnetization acquires an additional oscillatory behavior. In this regime there
exists no analytical solution to the problem, but a conjecture [23] that nicely fits to the
numerical results

ρx(t)
t→∞−→
√
C [1 + cos (2ε∗t+ α)]1/2 e−Γt. (4.34)

The period of the oscillatory contribution is set by an energy scale ε∗ = Ek∗(gf ) given
by the condition cos[θk∗(gf ) − θk∗(gi)] = 0. This energy scale will appear again below in
the study of the dynamical phase transition. The shift α in the phase of the oscillatory
contribution is not known as a function of the magnetic fields. The rate Γ of the decay
is again given by the formula in Eq. (4.32). The prefactor, however, differs compared to
quenches within the ferromagnetic phase

C =

√
gf
√

1− g2
i

gi + gf
. (4.35)

For quenches starting in the disordered phase, i.e., gi > 1, the order parameter remains
zero during time evolution.

4.2.2 Loschmidt amplitude

As already argued in Sec. 4.1.1 the Loschmidt amplitude

L(t) = 〈ψ0|eiH0te−iHf t|ψ0〉 (4.36)

plays the central role for the dynamical phase transition introduced in Sec. 4.1. For mag-
netic field quenches in the one-dimensional Ising model the Loschmidt amplitude is known
exactly [162]

L(t) = e−i∆Ete−Lf(t) (4.37)



4.2 Dynamical quantum phase transitions in the Ising model 89

where ∆E = Egs(gf )−Egs(gi) is the ground state energy difference for the two Ising models
at different magnetic fields g = gi and g = gf . As already argued in Sec. 4.1.2 the Loschmidt
amplitude has to satisfy a large-deviation principle such that the rate function f(t) has
to be independent of system size L. Due to the integrability of the model the Loschmidt
amplitude factorizes into subspaces of different momentum yielding the following analytical
expression for f(t) [162]

f(t) = −
∫ π

0

dk

2π
log
[
cos2(φk) + sin2(φk)e

−2iEk(gf )t
]
. (4.38)

In this equation a short-hand expression has been introduced for the difference of the two
Bogoliubov angles θk(gi) and θk(gf ) corresponding to the initial and final Hamiltonian, see
Eq. (4.26),

φk = θk(gi)− θk(gf ). (4.39)

Before turning to the actual dynamical phase transition a different quantity will be analyzed
first - the work distribution function for the quantum quench.

4.2.3 Work distribution function

A quantum quench changes the internal energy of the system and thereby work W is
performed. As already analyzed in detail in Sec. 3.1 quantum work is not an observable
but rather a random variable with a probability distribution function P (W ) termed work
distribution function [167]. For a quantum quench the work distribution function is given
by the following general expression

P (W ) =
∑

λ

|〈Eλ|ψ0〉|2δ [W − (Eλ − Egs(gi))] . (4.40)

Here, Egs(gi) denotes the ground state energy of the initial state |ψ0〉 of the Ising model at
initial transverse magnetic field g = gi. In the following the zero of energy will be chosen
such that Egs(gi) = 0. The states |Eλ〉 denote a complete set of eigenstates of the final
Hamiltonian Hf with energies Eλ, i.e., Hf |Eλ〉 = Eλ|Eλ〉. As already demonstrated in
Eq. (3.10) the Fourier transform of the work distribution P (W ) of a quench is given by
the Loschmidt amplitude such that there is a deep connection for those two quantities.

In the following a general framework will be presented that allows for the calculation
of the work distribution functions. For that purpose define a function

G(τ) =
∑

λ

|〈Eλ|ψ0〉|2e−Eλτ = 〈ψ0|e−Hf τ |ψ0〉 = L(−iτ) (4.41)

that is the imaginary time extension of the Loschmidt amplitude. It may be interpreted
as an equilibrium boundary partition function as already analyzed in Sec. 4.1.2. Using the
definition of the work distribution in Eq. (4.40) the function G(τ) is related to P (W ) via
Laplace transformation

G(τ) =

∫
dWP (W )e−Wτ . (4.42)
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Recall that on the real-time axis the relation between P (W ) and the Loschmidt ampli-
tude L(t) is given by a Fourier transformation. Due to the exponential suppression of
L(t) with system size, compare Eq. (4.37), even the numerical evaluation of the Fourier
transformation is practically impossible. As the magnetic field g acts globally the work W
performed is an extensive quantity such that it is suitable to change variables to intensive
work densities w = W/L

G(τ) = e−Lg(τ) =

∫
dwP(w)e−Lwτ . (4.43)

with P(w) = V −1P (wV ). Here, the large-deviation property of the Loschmidt amplitude
L(t) in the whole complex time plane has been used such that G(τ) = exp[−Lg(τ)] with
g(τ) the cumulant generating function of P (W ). The knowledge of the analytical result
of the Loschmidt rate function f(t) in Eq. (4.38) has the immediate consequence that also
g(τ) = ∆Eτ − f(−iτ) is known exactly:

g(τ) = ∆Eτ −
∫ π

0

dk

2π
log
[
cos2(φk) + sin2(φk)e

−2Ek(gf )τ
]
. (4.44)

In order to obtain the distribution function P(w) of the work density w from G(τ) the
Laplace transform in Eq. (4.43) has to be inverted. For the general case this requires
the knowledge of G(τ) in the whole complex τ plane which is, however, a difficult task.
Provided the function G(τ) satisfies a large-deviation principle - as is the case in the present
problem - the inversion of the Laplace transform simplifies drastically in the thermodynamic
limit L → ∞. In case where g(τ) is differentiable the Gärtner-Ellis theorem states that
not only G(τ) but also P(w) has to be of large deviation form [171]

P(w) = e−Lθ(w). (4.45)

The work rate function θ(w) is again independent of system size L and is related to g(τ)
via a Legendre transform

θ(w) = − inf
τ∈R

[wτ − g(τ)] (4.46)

with inverse
g(τ) = inf

w∈R
[wτ + θ(w)] (4.47)

Here, inf denotes the infimum. In this way θ(w) and g(τ) are related to each other in
the same manner as the thermodynamic potentials in statistical mechanics such as energy
and free energy. Moreover, work density w and separation of the boundaries τ , confirm
Sec. 4.1.2, are conjugate variables such as volume and pressure. As further consequences
of the Gärtner-Ellis theorem g(τ) is a concave and θ(w) a convex function [171]. Moreover,
P(W ) obeys a central limit theorem [171]. In the thermodynamic limit the work distribu-
tion can be approximated by a Gaussian that becomes a delta-function at the average work
density wav =

∫
dwwP(w) in the limit L→∞. Most importantly for practical purposes is

that this prescription of calculating the work distribution function only requires the knowl-
edge of g(τ) on the real-τ axis. This is of particular interest for numerical simulations as
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Figure 4.4: Cumulant generating function g(τ) for quenches in the transverse field Ising
model from initial magnetic field gi = 0.1 to different final gf .

imaginary time propagation is way more efficient than the real-time one especially concern-
ing Quantum Monte Carlo. The most probable values of P(w) are fortunately encoded in
the small τ behavior of g(τ) that is easily accessible through perturbation expansions, for
example. Although the Legendre transform formally requires to find the minimum over
the whole real line it is in most cases not necessary to know the respective functions for
all values of w or τ as the Legendre transform only acts locally in the variables [171].

If the cumulant generating function g(τ) is not differentiable then θ(w) is not a convex
function and typically exhibits more than just one local maximum. But still P(w) obeys
a large deviation principle and the Legendre transform yields a function θ(w) that is
the convex envelope of the exact solution. Provided the nonanalyticity is not located at
τ = 0 the most probable values of P(w) still allow for an effective Gaussian description
derived from the Gärtner-Ellis theorem while the nonanalyticities only effect the tails of
the distribution. If, however, g(τ) is not analytic at τ = 0 one most likely faces a situation
where P(w) has two equally probable global maxima. But note that for all examples below
the cumulant generating function is differentiable for all τ . In Fig. 4.4 the characteristic
behavior of the function g(τ) is shown for different magnetic field quenches. The cumulant
generating function is smooth and concave.

Based on these formal considerations it is the scope of the remainder of this section to
compute the work distribution functions for magnetic field quenches in the one-dimensional
Ising model.
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Extreme quenches and coin tossing

Before coming to the general case two analytically solvable limits will be investigated,
namely magnetic field quenches from gi = 0 to gf → ∞ and vice versa. The associated
Bogoliubov angles as defined in Eq. (4.26) appearing in the cumulant generating function
g(τ) are given by

θk(g = 0) =
π

2
− k

2
, θk(g →∞) = 0. (4.48)

The corresponding spectra Ek(g), see Eq. (4.29), become flat in both limits

Ek(g = 0) = 1, Ek(g →∞) = g (4.49)

such that the cumulant generating function g(τ) in Eq. (4.44) for both extreme quenches
can be represented in the following way:

g(τ) = ∆Eτ −
∫ π

0

dk

2π
log

[
1 + cos2

(
k

2

)(
e−2∆τ − 1

)]
(4.50)

The difference of the Bogoliubov angles φk = θk(gi)−θk(gf ) is invariant under the exchange
gi ↔ gf only up to a sign change that, however, leaves the cumulant generating function
invariant. The precise direction of the quench only enters through the gap ∆ that takes
two different values ∆ = 1, gf depending on whether gf = 0 or gf →∞. The above integral
exhibits an exact analytical solution in terms of elementary functions:

g(τ) = ∆ετ − log
[
1 + e−∆τ

]
+ log 2. (4.51)

with ε = ∆E/L the ground state energy density difference. The work rate function θ(w)
can be obtained from g(τ) through a Legendre transformation, see Eq. (4.46), yielding

θ(w) = ŵ log [ŵ] + [1− ŵ] log [1− ŵ] + log 2 (4.52)

where a normalized variable

ŵ =
w −∆E

∆
(4.53)

has been introduced which takes on values ŵ ∈ [0, 1]. The restriction to positive values is
associated with the fact that the minimum work that has to be performed on the system
is the ground state energy difference when starting from an initial zero temperature state.
Recall that this is a consequence of the Crooks relation as already analyzed in Sec. 3.2.2.
The property that ŵ and as well the work density w itself is bounded from above is a
consequence of the bounded spectrum of the Ising Hamiltonian and as such a consequence
of the lattice structure of the model.

The result for the work rate function θ(w) in Eq. (4.52) is identical to a coin tossing
experiment when identifying ŵ with the fraction of either heads or tails in a sequence of
L coin flips [171]. The relation between the extreme quenches and coin tossing becomes



4.2 Dynamical quantum phase transitions in the Ising model 93

0

0.25

0.5

0.75

1

0 0.25 0.5 0.75 1

w
o
rk

ra
te

fu
n
ct
io
n
θ(
w
)/

lo
g
(2
)

normalized work density ŵ

Figure 4.5: Work rate function θ(w) for the extreme quenches gi = 0 7→ gf = ∞ and
gf = 0 7→ gi =∞.

particularly evident for the quench from zero to infinite magnetic field. In this case, the
final Hamiltonian

Hf =
gf
2

L∑

l=1

σzl (4.54)

equals a collection of L independent two state systems that one may identity with head
and tail. As the work performed is measured by Hf work is equivalent to the number of
heads and tails measured in the initial state. For gi = 0 the initial state contains heads
and tails with equal probability. This shows that the work distribution indeed can be
viewed to measure the fraction of heads or tails in a coin tossing experiment with a coin
flipping sequence of length L. Turning the initial magnetic field to nonzero values nonlocal
correlations between the spins in the initial state will be generated. This is equivalent to
correlations in the sequence of L coin flips.

The function θ(w) has a unique zero at ŵ = 1/2 implying that the probability distribu-
tion P(w) = exp[−Lθ(w)] has a unique maximum at ŵ = 1/2 such that heads and tails are
equally likely and that biased sequences with more heads or more tails are exponentially
suppressed with L.

Work distributions for general quenches

After treating the special cases of zero and infinite magnetic field now the general case will
be studied. Based on the exact solution of the cumulant generating function, see Eq. (4.44),
and the subsequent Legendre transformation the work rate function θ(w) can be calculated
exactly. In Fig. 4.6 the exact curves of the work distribution functions for specific magnetic
field quenches are shown. As a common feature for all quenches θ(w) possesses a unique
minimum. This implies that the associated work distribution P(w) = exp[−Lθ(w)] exhibits
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Figure 4.6: Work rate functions θ(w) for quenches from gi = 0.1 to different final magnetic
fields gf in different phases. The work density w is shifted in all these plots by a constant
∆ε = ∆E/L that is the ground state energy difference between the final and initial zero
temperature system per lattice site. The overall behavior is not changing qualitatively for
different initial magnetic fields. In the left plot the work rate function is shown on a scale
set by the maximum possible work performed wmax. The right plot is scaled such that the
most likely values wav fall onto each other.

a single maximum that corresponds to the average work density performed wav. Moreover,
the dependence of θ(w) in the vicinity of the minimum is always quadratic yielding a
Gaussian probability distribution P(w) that in the thermodynamic limit L → ∞ obeys
a central limit theorem. Note that this general behavior is also robust in case where the
final or initial magnetic field are chosen at criticality.

Universality of small work asymptotics in the work distribution

The low work density w → ∆ε (∆ε = ∆E/L) asymptotics of the work rate function θ(w)
shows universal behavior as will be discussed in what follows. The behavior of θ(w) in
this limit only depends on the large distance limit τ → ∞ of the cumulant generating
function g(τ). This can be seen in Fig. 4.4 where g(τ) is plotted for different quenches.
The work rate function θ(w) and g(τ) are related via a Legendre transform, see Eq. (4.46)
such that for a given w the function θ(w) is determined by the condition w = g′(τ) that
has to be solved for τ = τ(w). The function g′(τ) has a constant contribution ∆ε that can
be absorbed from g′(τ) into w by defining

w = w −∆ε, g(τ) = g(τ)−∆ετ. (4.55)

It is precisely the function g(τ) that is plotted in Fig. 4.4. One observes that g(τ) ap-
proaches quickly a constant signaling small values of the derivative and thereby small
associated values of w in the Legendre transform.

For the long distance behavior τ →∞ of g(τ) it is suitable to separate its asymptotic
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value g∞ = g(τ →∞) through

δg(τ) = g(τ)− g∞ = −
∫ π

0

dk

2π
log
[
1 + tan2(φk)e

−2Ek(gf )τ
]
. (4.56)

The large τ properties are solely determined by the long-wavelength k → 0 behavior of
both φk and Ek(gf ). For that purpose one has to distinguish different cases.

If initial and final magnetic fields lie within one phase, i.e., either gi, gf < 1 or gi, gf > 1,
the small momentum limit of the difference in Bogoliubov angles is given to leading order
by

φk
k→0−→ 1

2

gf − gi
|gf − 1||gi − 1|k. (4.57)

This translates into a large distance behavior of [162]

δg(τ)
τ→∞−→ −C [|gf − 1|τ ]−3/2 e−2|gf−1|τ (4.58)

with C > 0 a constant that depends on both initial and final magnetic field. Its precise
value, however, will be of no importance in the following. This asymptotic result yields a
small work w dependence of the work rate function θ(w) in consequence of the Legendre
transform

θ(w)
w→∆ε−→ g∞ −

w

|gf − 1| log

[
w

|gf − 1|

]
(4.59)

For quenches across the quantum critical point the long-wavelength scaling of the Bo-
goliubov angles is fundamentally different

φk
k→0−→ ±π

2
− 1

2

gf − gi
|gf − 1||gi − 1|k (4.60)

where the + sign refers to quenches that start in the disordered phase gi > 1 and the −
sign to gf > 1. The additional constant of π/2 has an important impact onto the large
distance properties that now become [51]

δg(τ)
τ→∞−→ −D [|gf − 1|τ ]−1/2 e−|gf−1|τ (4.61)

with D > 0 again a constant. Note that the rate of decay is half as large as in the case of
quenches within one phase. This then yields a modified behavior for θ(w):

θ(w)
w→∆ε−→ g∞ −

w

2|gf − 1| log

[
w

2|gf − 1|

]
(4.62)

Despite of the factor 2 the qualitative behavior of ∼ w log(w) is universal in the small w
limit for those type of quenches. This only differs in case where the final magnetic field is
critical gf = 1 and

δg(τ)
τ→∞−→ − π

48τ
(4.63)

yielding an algebraic behavior of the work rate function

θ(w)
w→∆ε−→ g∞ −

√
π

12

√
w. (4.64)
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Figure 4.7: Lines of Fisher zeros for magnetic field quenches gi = 0.4 7→ gf = 0.8 in the left
plot (a) and gi = 0.4 7→ gf = 1.3 in the right plot (b). Out of the infinite family of lines
the first six in the vicinity of t = 0 are shown. For quenches within the same phase (a)
the lines of Fisher zeros all lie in the negative imaginary time plane. For quenches across
the equilibrium quantum critical point (b) the lines cross the real-time axis marked by the
black circles. Every time such a curve hits the real-time axis the Loschmidt amplitude
shows a real-time nonanalyticity yielding a dynamical phase transition.

4.2.4 Fisher zeros and real-time nonanalyticities

After analyzing the work distribution for the magnetic field quenches in the Ising model the
focus in the following will be laid onto the real-time nonanalyticities and Fisher zeros for
the Loschmidt amplitude. It will be demonstrated that the Loschmidt amplitude is analytic
for quenches within one. In the opposite case for quenches across the equilibrium quantum
critical point, however, the Loschmidt amplitude will develop real-time nonanalyticities
that appear periodically on an emergent nonequilibrium time scale t∗.

For a finite-size system the Loschmidt amplitude L(t) can be rewritten in product form
based on the exact result for the Loschmidt amplitude rate function f(t) in Eq. (4.38):

L(t) = e−i∆Et
∏

k>0

[
cos2(φk) + sin2(φk)e

−2iEk(gf )t
]
. (4.65)

In this representation the corresponding Fisher zeros tr can be determined directly. The
above product vanishes provided one factor becomes zero. Concentrating onto one mo-
mentum k the possible zeros have to fulfill the following formula

cos2(φk) + sin2(φk)e
−2iEk(gf )tr = 0. (4.66)
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Note that provided tr is a solution to this equation this is also the case for tr + nπ/Ek(gf )
with n ∈ Z. Thus, for each momentum k there is a whole family of solutions tn(k) that
can be parametrized in the following way

tn(k) = t(k) +
nπ

Ek(gf )
, n ∈ Z, (4.67)

where t(k) denotes the fundamental solution

t(k) =
π

2Ek(gf )
+ i

1

2Ek(gf )
log
[
cot2 φk

]
. (4.68)

In Fig. 4.7 plots of lines of Fisher zeros are shown for two paradigmatic cases. As already
argued in Sec. 4.1.2 the Loschmidt amplitude becomes nonanalytic as a function of time
provided a line of Fisher zeros crosses the real-time axis. In this case the system undergoes
a dynamical phase transition according to the definition given in Sec. 4.1. This can happen
when there is a mode k∗ that satisfies

cot2 φk∗ = 1. (4.69)

because only then the corresponding Fisher zero lies precisely on the real-time axis. This
is equivalent to φk∗ = π/4. Using the definition φk = θk(gi)− θk(gf ) and Eq. (4.26) for the
Bogoliubov angles θk(g) this condition can be solved for k∗ analytically

cos(k∗) =
1 + gigf
gi + gf

. (4.70)

Recall that the momentum k∗ is restricted to the real interval k∗ ∈ [0, π]. Therefore, this
equation can only be fulfilled provided gi and gf are chosen such that they correspond
to different phases in equilibrium. In other words the nonanalyticities in the Loschmidt
amplitude can only exist when the quench is performed across the equilibrium quantum
critical point. This is illustrated in Fig. 4.7 where one can see that only for those quenches
the lines of Fisher zeros cross the real-time axis.

The condition in Eq. (4.69) implies that the mode occupation nk∗ for k∗ in the eigenbasis
of the final Hamiltonian is precisely given by

nk∗ = 〈ψ0|γ†kγk|ψ0〉 = sin2(φk∗) =
1

2
. (4.71)

This corresponds to an infinite effective mode temperature. All modes k < k∗ have an
occupation nk > 1/2 signaling occupation inversion, see also Sec. 4.2.5.

As a consequence of this analytical analysis the Loschmidt amplitude shows a periodic
sequence of real-time nonanalyticities for quenches across the quantum critical point at
times

t∗n = t∗
(
n+

1

2

)
, t∗ =

π

Ek∗(gf )
= π

√
gi + gf

|g2
f − 1||gf − gi|

. (4.72)



98 4. Dynamical phase transitions

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.5 1 1.5 2

L
o
sc
h
m
id
t
ra
te

fu
n
ct
io
n
R
ef

(t
)

time t/t∗

gi = 0.8 → gf = 1.2
gi = 0.5 → gf = 1.5
gi = 0.6 → gf = 1.3
gi = 1.4 → gf = 0.9
gi = 1.1 → gf = 0.7
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The imaginary part shows similar kinks.

The new nonequilibrium time scale t∗n is emergent and depends on the final and initial
magnetic fields. This time scale t∗ will later also appear in the order parameter dynamics,
see Sec. 4.2.6. In Fig. 4.8 the Loschmidt rate function f(t) is shown for several quenches
across the equilibrium quantum critical point. The nonanalyticities manifest in kinks as
has already been observed for the case of slow ramps [138]. These kinks imply that the
derivative of the Loschmidt rate function f ′(t) exhibits jumps at times t = t∗n. Note that
in case of gf = 1 the time scale t∗ →∞ diverges.

As a consequence of these nonanalyticities the transverse field Ising model undergoes
a periodic series of dynamical phase transition for quenches across the quantum critical
point according to the definition given in Sec. 4.1.

4.2.5 Topological quantization: Chern number

Topological quantum numbers play an important role in the characterization and classifi-
cation of ground state properties such as in the field of topological insulators [88, 66]. The
quantization of the conductance in the quantum Hall effect is related to a Chern num-
ber [169]. Topological quantum numbers result from intrinsic geometrical properties of
the physical system under study. One of the most prominent manifestations of geometric
concepts in physical systems is the Berry phase associated with the adiabatic transport
of wave functions along a parameter manifold [14, 163]. For adiabatic transport along
closed two-dimensional parameter manifolds M2 there naturally exists a topological quan-
tum number, the so-called Chern number, that can be computed explicitly by integrating
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Figure 4.9: Schematic illustration of a compact two-dimensional manifold M2 without
boundaries. In the present context M2 is the manifold of a set of parameters that the
Hamiltonian under study depends on. To each point p ∈ M2 a state |ψ(p)〉 of the Hilbert
space H is attached. In the context of adiabatic transport |ψ(p)〉 is the ground state of the
Hamiltonian when the parameter takes a value p.

the related Berry curvature.

Berry curvature and Chern numbers

Consider a two-dimensional parameter manifold M2 such that with each point p ∈M2 one
associates a wave function |ψ(p)〉 in the Hilbert space under study. This is illustrated in
Fig. 4.9. Note that there is no relation between the dimensionality of the manifold M2

and the Hilbert space of the physical system. One natural way to associate points on M2

with wave functions is the following. Suppose the Hamiltonian H = H(λ, µ) of the system
depends on two external parameters λ and µ. To each value of λ and µ corresponds a
unique ground state |ψ0(λ, µ)〉 up to a U(1) symmetry due to the invariance of physical
properties under the multiplication of states with phases. The assignment of states to
points p ∈ M2 is, however, not restricted to ground state properties. Another possibility
where this assignment emerges is the time evolution of generalized forces of slowly driven
systems in the linear response regime [64], for example.

Suppose that for the system under study such an assignment between points p ∈ M2

and states |ψ(p)〉 exists. Moving along the manifoldM2 the associated states vary gradually
from point to point. The infinitesimal change in the wave function |ψ(p)〉 for nearby points
can be quantified via an appropriate differential ∇ [48]

∇|ψ(µ, λ)〉 = Aλ|ψ(µ, λ)〉dλ+ Aµ|ψ(µ, λ)〉dµ (4.73)

that may be interpreted as the usual derivative of wave functions projected back onto the
space of states |ψ(λ, µ)〉 [48]. Here Aλ and Aµ denote the derivatives in the two respective
directions µ and λ and are called Berry connections because they appear naturally in the
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context of the Berry phase [14, 163]

Aλ = i〈ψ(λ, µ)| d
dλ
|ψ(λ, µ)〉, Aµ = i〈ψ(λ, µ)| d

dµ
|ψ(λ, µ)〉. (4.74)

Note that the Berry connections and thus the differential ∇ are not gauge invariant. Mul-
tiplying the states by a λ-dependent phase, for example, gives an additional additive con-
tribution. The curl of the Berry connection called Berry curvature, however, is gauge
invariant. This is completely equivalent to the gauge dependent vector potential ~A(~r) in

the theory of electromagnetism where its curl, the magnetic field ~B(~r) = ~∇ × ~A(~r), is a
measurable quantity and therefore gauge independent. The Berry curvature is then given
by

θ2 = Im

〈
dψ

dµ

∣∣∣∣
dψ

dλ

〉
. (4.75)

When the Berry curvature is integrated over the whole manifold M2 and provided the
manifold is closed - this means compact without boundary - the outcome is an integer
number called the Chern index ch|ψ〉 corresponding to the states |ψ〉 [48]

ch|ψ〉 =

∫

M2

dλdµ θ2 ∈ Z. (4.76)

Geometrically, Chern numbers classify complex vector bundles [48] that can be thought of
as complex vector spaces attached to each point of a manifold. In the present context of
the Berry phase this vector space is one-dimensional and consists just of one state |ψ(p)〉
and multiplications of it with complex phases. The Chern indices are invariant under
continuous deformations of the underlying manifold and are therefore called topologically
protected. Only drastic changes of the structure of the underlying space can alter their
values.

Topology of the time-evolved initial state

The aim of what follows is to characterize the time evolved initial state |ψ0(t)〉 of the
quantum quench protocol via a topological quantum number. Denote by γk the fermionic
operators that diagonalize the final Hamiltonian

Hf =
∑

k>0

Ek(gf )
[
γ†kγk − γ−kγ†−k

]
(4.77)

after the quench, for details see the beginning of Sec. 4.2. For a finite-size system the time
evolved initial state |ψ0(t)〉 factorizes into contributions from the different momentum
sectors [162]

|ψ0(t)〉 = e−i∆Et
∏

k>0

|uk(t)〉, |uk(t)〉 =
[
cos(φk) + sin(φk)γ

†
kγ
†
−ke

−i2Ek(gf )t
]
|〉γk (4.78)
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Figure 4.10: Topological equivalence of the effective Brioullin zone and the S2-sphere after
two mappings.

up to a multiplicative phase that contains the ground state energy difference ∆E corre-
sponding to the initial and final Hamiltonians. The state |〉γk denotes the vacuum for
the γ-operators in the subspace of momentum k and −k such that γk|〉γk = γ−k|〉γk = 0.
Formally similar to the BCS theory of superconductivity this state contains on top of
the fermionic vacuum “Cooper-pairs”, i.e., fermions of opposite momentum. The final
Hamiltonian Hf obeys a global U(1) symmetry

γk 7→ e−iφγk (4.79)

as a consequence of particle number conservation. This symmetry is, however, not re-
spected by the time-evolved initial state due to the spontaneous creation of “Cooper pairs”
resulting in fluctuations of the particle number. Under this U(1) transformation the states
in the k-momentum subspaces change according to

|uk(t)〉 7→ |uk(t, φ)〉, |uk(t, φ)〉 =
[
cos(φk) + sin(φk)γ

†
kγ
†
−ke

−2iφe−i2Ek(gf )t
]
|〉γk. (4.80)

If φ = π the state is mapped back onto itself. Let (k, φ) ∈ M2 = [0, π] × [0, π] be the pa-
rameter manifold for the study of the Berry curvature and the related Chern number. This
manifold is rectangular and thus has boundaries. For topological quantization, however,
compact manifolds without boundaries are required. In the following it will be shown that
M2 can be identified with the 2-sphere S2. The basic steps are illustrated in Fig. 4.10.

For each k the states |uk(t, φ)〉 have the property that |uk(t, 0)〉 = |uk(t, π)〉 that allows
to wrap up the interval φ ∈ [0, π] and to identify the points at φ = 0 and φ = π such that
M2 can effectively be thought of as a cylinder

M2 ' [0, π]× S1. (4.81)

Here, the ' is to be understood as topologically equivalent. But still the manifold has
boundaries at k = 0 and k = π. The difference in Bogoliubov angles φk is directly linked
to the mode occupation of the γ-fermions in the time-evolved initial state

nk = 〈ψ0(t)|γ†kγk|ψ0(t)〉 = sin2(φk). (4.82)
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The modes at k = π can be associated with high-energy excitations. On general physical
grounds one may expect that there are no modes occupied in the ultraviolet limit. For the
quench in the transverse field Ising model this expectation holds precisely such that

sin(φk=π) = 0 (4.83)

implying that
|uk=π(t, φ)〉 = |〉γπ, (4.84)

see Eq. (4.80). Thus, at k = π the state |uk=π(t, φ)〉 is independent of the angle φ. As all
states on the φ circle at k = π are identical one can identify all points on the top of the
cylinder as illustrated in Fig. 4.10. In this way one gets rid of the top boundary of the
manifold.

In the infrared limit at k → 0 a similar procedure can be adopted. Depending on
the quench parameters, however, one has to distinguish two different cases. Note that an
analysis at k = 0 is not suitable even though it would simplify the discussion because of
the property γ†0γ

†
0 = 0. It is rather necessary to determine the limiting behavior k → 0.

For quenches within the same phase the mode occupations in the infrared limit are
identical to that of the high-energy case:

sin(φk→0) = 0. (4.85)

Using the same arguments as before this allows to identify all points at k = 0 yielding the
desired object, the 2-sphere S2, as illustrated in Fig. 4.10.

For quenches across the equilibrium quantum critical point the infrared behavior is
completely different:

sin(φk→0) = 1. (4.86)

This implies the following limiting behavior of the respective states

|uk→0(t, φ)〉 = e−2iφe−2i∆tγ†k→0γ
†
−k→0|〉γπ (4.87)

with ∆ = Ek→0(gf ) the gap of the final Hamiltonian. Varying the angle φ the states depend
on φ via a total phase. Thus, up to a gauge transformation also all points at k = 0 can be
identified yielding again the topological equivalence

M2 ' S2. (4.88)

These considerations about the topological structure of the manifold M2 immediately
imply that the integral over the associated Berry curvature yields a Chern number and
thus topological quantization according to Eq. (4.76). The next step is thus the actual
computation of the Berry curvature, see Eq. (4.75). The derivative with respect to the
angle φ is straightforward and gives

d

dφ
|uk(t, φ)〉 = −2i sin(φk)e

−2iφe−2iEk(gf )tγ†kγ
†
−k|〉γk. (4.89)
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For the derivative of the state |uk(t, φ)〉 with respect to momentum k the derivatives of the
states |〉γk and γ†k|〉γk have to be known. Those can be computed by means of elementary
perturbation theory [142]. Consider the state |〉γk+δk with δk a small parameter. Then

|〉γk+δk = |〉γk +
d

dk
|〉γkδk +O[δk2]. (4.90)

Provided there is a gap in the spectrum as is always the case when the quench does not
start or end at the quantum critical point perturbation theory shows that

d

dk
|〉γk =

d

dk
γ†k|〉γk = 0. (4.91)

This is the consequence of a particular choice of gauge implicitly taken in the outlined
perturbative treatment, the so-called parallel-transport gauge [142]. Based on this result
it is straightforward to determine the full derivative

d

dk
|uk(t, φ)〉 = (4.92)

[
− sin(φk)

dφk
dk

+

(
cos(φk)

dφk
dk
− 2i sin(φk)

dEk(gf )

dk

)
e−2iφe−2iEk(gf )tγ†kγ

†
−k

]
|〉γk.

This yields for the Berry curvature θ2 = −∂k sin2(φk) and thus for the Chern number

Z 3 ch|ψ0(t)〉 = sin2(φ0) =





0 , quenches within the same phase

1 , quenches across the quantum critical point
(4.93)

This Chern number quantifies the difference between quenches within the same phase and
across the quantum critical point. The topological protection manifests itself in such a
way that as long as no gap closes, i.e., as long as either the initial magnetic field gi and
the final magnetic field gf stay in their respective equilibrium phases, the Chern number
is constant. Only in case where gi or gf cross the equilibrium quantum critical point with
an associated gapless spectrum this topological quantum number can be altered.

Recalling that sin2(φ0) is the zero-momentum occupation nk=0 of the γk modes, see
Eq. (4.82), that diagonalize the final Hamiltonian, the Chern number also expresses the
thermal or athermal nature of the low-energy excitations. In equilibrium at zero temper-
ature the zero-mode occupation nk=0 = 0 vanishes due to the presence of a gap. Thus a
value ch|ψ0〉 = 1 of the Chern index indicates a occupation inversion as a consequence of
the quantum quench. The most important consequence of this property is that a value of
nk=0 = 1 directly leads to the existence of the critical mode k∗, see Eq. (4.70), under the
natural assumption of continuity of nk as a function of k. Thus, a nontrivial Chern number
automatically implies that the Loschmidt amplitude has real-time nonanalyticities and the
system undergoes a dynamical phase transition. In this way the Chern number quantifies
the difference between quenches within one phase and across the critical point in terms of
a single natural number that can take either zero or one.
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Both the initial and final Hamiltonians are time-reversal invariant. In the Ising model
the time-reversal operation is just complex conjugation in the real-space basis without an
additional unitary contribution. In general, time-reversal symmetry connects anti-podal
points k ↔ −k in the in this case one-dimensional Brioullin zone as ΘHi/f (k)Θ−1 =
Hi/f (−k). In the present case of the Ising model also the relation Hi/f (−k) = Hi/f (k)
holds. Here, Hi/f (k) denotes the Hamiltonian in the subspace of momentum k and Θ is
the antiunitary implementation of the time-reversal operator that in the present case is
given by Θ = K with complex conjugation K. Note that because Θ does not involve an
additional unitary transformation to complex conjugation the situation is different from the
case of topological insulators or Quantum Hall systems. In particular, there is no Kramers
degeneracy. Time-reversal symmetry connects the k ↔ −k subspaces of the Hamiltonian
yielding an effective Brioullin zone k ∈ [0, π] that contains all information [121]. This
is important because topological quantum numbers involving the whole Brioullin zone are
trivial [121]. Time reversal symmetry of the Hamiltonians is mirrored in the state |ψ0(t)〉 by
the fact that it can be written as a product involving only positive k > 0 from the effective
Brioullin zone. In the context of time-reversal symmetry it is interesting to note that
the Loschmidt amplitude can be identified with an expectation value of the time-reversal
operator Θ

L(t) = 〈ψ0|e−iHf t|ψ0〉 = 〈ψ0(−t/2)|Θ|ψ(−t/2)〉. (4.94)

Using the factorization of the time-evolved state |ψ0(t)〉 into the different momentum sub-
spaces this is equivalent to

L(t) =
∏

k>0

〈uk(−t/2)|Θ|uk(−t/2)〉. (4.95)

A dynamical phase transition is associated with zeros of the Loschmidt amplitude as an-
alyzed in detail in Sec. 4.1.2. In the representation in the last equation this is equivalent
that for k = k∗ at time t = t∗ the corresponding expectation value of Θ vanishes

〈uk∗(−t∗/2)|Θ|uk∗(−t∗/2)〉 = 0. (4.96)

This means that for this specific momentum k∗ at time t∗ the subspaces to which |uk∗(−t∗/2)〉
and Θ|uk∗(−t∗/2)〉 belong are orthogonal to each other. Note that a similar criterion has
been used to determine the Z2 index in the topological classification of quantum spin Hall
systems [88].

4.2.6 Equilibrium order parameter

In the previous part of this thesis the dynamical quantum phase transition in the Ising
model has been analyzed in terms of the Loschmidt amplitude and topological quantum
numbers. Although in principle measurable quantities in experiments local observables
and correlation functions are more easily accessible. In the following, the dynamics of the
local order parameter of the continuous equilibrium phase transition will be analyzed.
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Figure 4.11: Dynamics of the longitudinal magnetization after quenches across the quan-
tum critical point starting in the ferromagnetic phase. The lower plot shows the damped
oscillatory decay of the longitudinal magnetization for different quenches from the ferro-
magnetic to the disordered phase. The period of the oscillation is entirely determined by
the nonequilibrium time scale t∗n as can be clearly seen from this graph. Note that the zeros
of the order parameter are not precisely located at t = t∗n. The curves have been shifted
by a magnetic field dependent constant tϕ. The dynamics of the normalized local spin
expectation values sx(t) and sy(t) in the xy-plane are illustrated in the upper two graphs.
For quenches within one phase the ferromagnetic order is so rigid that the change in the
external magnetic field is not able to induce a significant displacement in the xy-plane.
In the opposite case of quenches across the quantum critical point as shown in the upper
right plot the magnetization starts to precess with a frequency Ω∗ = π/t∗.

The longitudinal magnetization ρx(t) is the local observable that measures the ferro-
magnetic order in the Ising ordering direction. Its equilibrium and already known nonequi-
librium properties have been summarized already in Sec. 4.2.1. Formally, the longitudinal
magnetization after the quench is given by

ρx(t) =
1

2
〈ψ0(t)|σxl |ψ0(t)〉. (4.97)

As the operator σxl connects states with different fermionic parity, compare the introduction
to Sec. 4.2, its expectation value cannot simply evaluated in terms of the Jordan-Wigner
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fermions. This technical detail can be circumvented by alternatively analyzing the spin-
spin correlation function

ρxx(t, r) =
1

4
〈ψ0(t)|σxl σxl+r|ψ0(t)〉 (4.98)

from which the value of the order parameter can be deduced in the limit of large distances
r →∞ [118]:

ρ2
x(t) = lim

r→∞
ρxx(t, r). (4.99)

This is called the Cluster decomposition. Most importantly, the fermion parity is conserved
by evaluating ρxx(t, r) such that the Jordan-Wigner representation of the Ising model can
be used. Expressing the Pauli matrices in terms of Jordan-Wigner fermions it is possible
to write ρxx(t, r) [109]

ρxx(t, r) = 〈ψ0|Bl(t)Al+1(t)Bl+1(t) . . . Bl+r−1(t)Al+r(t)|ψ0〉 (4.100)

with the (up to a prefactor) Majorana operators

Al = c†l + cl, Bl = c†l − cl. (4.101)

Each of the Al(t) and Bl(t) are linear combinations of fermionic operators and |ψ0〉 is the
ground state of a quadratic operator allowing to use Wicks theorem [181]. As a consequence
the spin-spin correlation function can be related to a Pfaffian [147] that can be evaluated
numerically.

For quenches within one phase the longitudinal magnetization decays exponentially in
time [22, 23], see Eq. (4.32). On the other hand, for large transverse magnetic fields where
the coupling between the neighboring spins can be neglected one may expect that the spin
expectation values precess in the xy-plane. The transition from exponential decay to a
damped Larmor precession happens precisely at that point where the final magnetic field
gf crosses the quantum critical point gf = 1. At this value the external force becomes
strong enough to overcome the rigidity of the ferromagnetic order.

In Fig. 4.11 numerical data for the longitudinal magnetization is shown for quenches
from the ordered into the disordered phase. The upper three-dimensional plots exemplify
the different qualitative behavior for quenches within the ferromagnetic phase and across
the quantum critical point. In equilibrium the magnetization in y-direction

ρy(t) =
1

2
〈ψ0(t)|σyl |ψ0(t)〉 (4.102)

vanishes as a consequence of time-reversal symmetry which is, however, broken in the
nonequilibrium scenario. Instead it acquires a nonzero value as one can directly deduce
from the equation of motion of the order parameter ∂tρx(t) = −gfρy(t). To analyze
the precession in the xy-plane it is suitable to introduce normalized functions sx(t) =

N−1(t)ρx(t) and sy(t) = N−1(t)ρy(t) on the unit circle with N (t) =
√
ρ2
x(t) + ρ2

y(t). In
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this way the exponential decay is eliminated making the precession visible in Fig. 4.11.
As one can see in Fig. (4.11) quenches within the ferromagnetic phase do not lead to a
significant dynamics in the spin orientation in the xy-plane. This is a consequence of the
rigidity of the ferromagnetic order. The external magnetic field does not provide enough
energy to overcome its stability.

In contrast, for quenches across the quantum critical point the spin expectation values
in the xy-plane start to precess as is expected for large transverse magnetic fields. Remark-
ably, the frequency Ω∗ of this precession is not set by the mass of the final Hamiltonian or
the Larmor frequency. Instead Ω∗ = π/t∗ is solely given by the emergent nonequilibrium
time scale t∗ that marks the periodicity with which the real-time nonanalyticities in the
Loschmidt amplitude appear, see Sec. 4.2.4. This finding is purely numerical and up to
the present moment there is no analytic proof for a connection of the dynamics between
the Loschmidt amplitude and the longitudinal magnetization. As the data shows, however,
there is a deep relationship between the dynamical quantum phase transition and physical
quantities. But note that there are other observables such as the transverse magnetization
ρz(t) that do not show an influence of the dynamical quantum phase transition. From a
physical point of view one may expect that those quantities that are especially sensitive
to the initial state are most likely influenced by the nonanalyticities in the Loschmidt am-
plitude and thus the dynamical quantum phase transition as discussed in more detail in
Sec 4.1.3.
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Chapter 5

Periodically driven many-body
quantum systems

One important aspect in the study of nonequilibrium systems is the possibility to generate
dynamically new states with properties not accessible through equilibrium thermodynam-
ics. For quenches and ramps as investigated in Sec. 2 systems can be trapped dynamically
in intermediate states with long lifetimes that are associated with a regime termed prether-
malization [13, 120]. The dynamics of integrable systems is restricted by the presence of
conservation laws leading to the expectation that they do not thermalize in the long-time
limit [137]. Instead, the asymptotic steady state is supposed to be described by generalized
Gibbs ensembles that bear some similarity to canonical states but require the maximiza-
tion of the entropy constrained by more constants of motion than just energy [145]. As
shown for a restricted class of systems there is a deep connection between prethermalization
plateaus, generalized Gibbs ensembles, and the proximity to integrable theories [95].

Another possibility for the dynamical generation of new quantum states is provided
by a periodic driving. Periodically time-dependent electric fields can lead to a dynamical
localization of noninteracting particles on a chain [37]. This takes over to interacting parti-
cles on a lattice where it has been demonstrated that the periodic driving can yield effective
renormalized microscopic parameters for time-averaged quantities allowing to manipulate
and design model Hamiltonians dynamically [38, 134, 175]. As shown below in Sec. 5.1
fast periodic driving can generate nonequilibrium steady states showing time-translational
invariance as equilibrium states but with violated fluctuation-dissipation theorem and prop-
erties not accessible within equilibrium thermodynamics [71].

Through a periodic driving energy is continuously pumped into the system. For local
perturbations the increase in energy can be typically redistributed among the system’s
internal degrees of freedom provided the whole system is infinitely large signaling the im-
portance of the thermodynamic limit, see for example Sec. 5.1. If the periodic perturbation
acts globally the increase in energy can lead to a substantial heating of the system provided
there is no external dissipation mechanism included in the description. This is especially
important for effective low-energy models such as the Luttinger liquid, see Sec. 5.3 below,
as the continuous heating will drive the model description beyond its limits of validity at
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some point in time. For the periodically driven Luttinger liquid the absence of dissipation
mechanisms manifests in a parametric instability with exponentially growing perturbations.
This sets an intrinsic time scale beyond which other internal or external perturbations have
to be included for a realistic description.

Compared to quenches or ramps periodically driven systems, especially interacting ones,
pose new challenges in terms of methodology. Most theories for interacting many-body
systems are based on low-energy approximations whose extension including the periodic
driving beyond the linear response regime is not straightforward. Concerning strongly-
correlated systems only a restricted class has been addressed. As for the quench or ramp
case one can distinguish local periodic perturbations that only act on a small subsystem
and global ones. The former has been studied in a number of works for periodically driven
Anderson impurity models [126, 113, 1, 114, 124, 69] and related Kondo models [87, 86,
60, 61, 152] using different approaches. The latter for Bose-Hubbard [38, 134], Fermi-
Hubbard [82, 42, 41, 175, 9], and Falicov-Kimball models [50, 49, 173, 174].

Despite of these fundamental questions it is important and instructive to study those
particular models that exhibit exact and nonperturbative solutions. Below, three different
examples will be investigated such as a Kondo model with periodically switched exchange
interaction in Sec. 5.1, transport through a noninteracting quantum dot in presence of
a periodic bias voltage in Sec. 5.2, and a Luttinger liquid with periodically modulated
interaction strength in Sec. 5.3.

5.1 Publication: Periodically driven Kondo model

The Kondo model is the paradigm for strongly correlated quantum impurity systems, for
details about its equilibrium and interaction quench properties see Sec. 2.1. The most
important feature of the Kondo model is the emergence of a low-energy and temperature
scale, the Kondo temperature TK , see Eq. (2.4), resulting from a multitude of coherent low-
energy spin excitations in the vicinity of the local spin. The most prominent manifestation
of the Kondo effect at zero temperature is the Kondo resonance, a sharp peak in the local
density of states of width TK , that is pinned precisely at the Fermi energy of the conduction
band.

At temperatures T � TK much larger than the intrinsic low energy scale TK the Kondo
effect gets smeared and disappears eventually [70]. Through a periodic driving energy is
continuously pumped into the system leading to the natural question whether the Kondo
effect survives this nonequilibrium scenario especially regarding the limit when the driving
frequency Ω� TK exceeds the Kondo temperature. There have been attempts to introduce
effective temperatures to describe the properties of nonequilibrium Kondo models [112,
125]. If it were possible to assign an effective temperature to a specific periodically driven
Kondo model one may expect that for sufficiently fast driving the temperature may be so
large to suppress the Kondo effect.

Below, the consequences of a periodic switch on and off of the Kondo exchange inter-
action is studied in the Toulouse limit. As it turns out it is not possible in this case to
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define an effective temperature because the excitations generated by the periodic driving
are fundamentally different from those induced by temperature. The dominant processes in
a periodically driven system are not just the energy conserving ones but rather those where
the energy is conserved up to multiples of the driving frequency Ω. This can be associated
with the absorption or emission of photons. Consequently, the respective excitations are of
a discrete structure rather than equivalent to a smearing of the Fermi surface as for finite
temperatures excluding the possibility to describe the system’s properties via an effective
temperature.

In experiments it has been demonstrated that microwave fields of sufficient intensity
can destroy the Kondo effect in quantum dots [44]. One mechanism for its suppression is
the generation of substantial charge fluctuations in the system [126] leading to ionization
of the quantum dot. Recall that the Kondo effect results from coherent spin excitations
in the vicinity of the local magnetic moment, compare Sec. 2.1, and requires a strictly
conserved local occupation up to virtual processes. Ionization of the quantum dot changes
the local occupancy thereby destroying the Kondo effect. Another mechanism for its sup-
pression that appears already for smaller driving frequencies than for the case of ionization
is attributed to spin-flip cotunneling [87, 86] when studying transport through a quantum
dot in the local moment regime.

The anisotropic version of the Kondo model exhibits an exact solution using bosoniza-
tion and refermionization for a specific line in parameter space, the so-called Toulouse
limit [172]. The model stays exactly solvable even under nonequilibrium conditions [111,
112]. For the periodically driven case the corresponding Hamiltonian is given by

H(t) =
∑

k,η=↑↓

vFk : c†kηckη : +
J‖(t)

2

2π

L

∑

kk′

[
c†k↑ck′↑ − c†k↓ck′↓

]
Sz

+
J⊥(t)

2

2π

L

∑

kk′

[
c†k↑ck↓S

− + c†k↓ck↑S
+
]
. (5.1)

The operator c†kη creates an electron with spin η =↑, ↓ in a state of momentum k. The
fermionic dispersion relation has been linearized around the Fermi energy such that vF is
the Fermi velocity. The colons : . . . : denote normal ordering relative to the noninter-
acting zero temperature Fermi sea. The zero of energy has been chosen such that k = 0
corresponds to the Fermi energy. In contrast to Eq. (2.3) a generalized version of the Kondo
Hamiltonian is studied where the coupling in z-direction of the spin J‖ does not have to
equal the coupling in the xy-plane J⊥. The exactly solvable Toulouse limit corresponds to
the line in parameter space where J‖ = 2−

√
2.

In the following, the local spin dynamics is analyzed analytically for a nonequilibrium
protocol where the exchange interaction in the Kondo model is switched on and off period-
ically. Initially the system is prepared in the ground state of the model without exchange
coupling, i.e., J‖(t < 0) = J⊥(t < 0) = 0, and a local spin polarization. For times t > 0
the couplings are periodically switched on and off

J‖(t) = J‖θ [sin(Ωt)] , J⊥(t) = J⊥θ [sin(Ωt)] (5.2)
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with J‖ = 2 −
√

2 in the Toulouse limit and J⊥ is set by the precise value of the Kondo
temperature in the model, see below. An experimental implementation for such a protocol
in quantum dots is presented below. This case, however, always yields an isotropic model
J⊥ = J‖. Nevertheless, the Toulouse limit shows many generic and universal features of
the strongly-correlated Kondo model especially concerning the local spin dynamics. Other
universal quantities such as the Wilson ratio explicitly depend on the anisotropy.

Remarkably the Kondo effect can be stable even in the limit Ω� TK . For the case of
a periodic switch on and off of the Kondo exchange interaction in the Toulouse limit the
Kondo effect survives even in the limit Ω � TK and gets renormalized associated with a
new value TK → TK/2 of the Kondo temperature. But note that an important observation
of the analysis is that the dynamics in the fast driving limit cannot be associated with
an effective equilibrium Hamiltonian. This is a consequence of the inapplicability of the
Trotter formula in the present problem. For more details see below.

In the slow driving limit the system’s dynamics becomes essentially equivalent to that
of a single interaction quench because the system is able to relax during the time until the
next switching. In the opposite limit of very fast switching one may expect generally on
the basis of the Trotter formula that the dynamics becomes equivalent to that of a time-
averaged Hamiltonian [43]. Physically speaking, the system cannot follow the fast external
perturbation and only experiences its average contribution. This is true as long as the
system exhibits a mechanism that prevents the absorption of high-energy excitations such
as a finite bandwidth. But as will be shown below, for the Kondo model in the Toulouse
limit this is not the case yielding a time-translational invariant state that, however, violates
the fluctuation-dissipation theorem. If the Trotter formula were applicable the steady state
would be an equilibrium state corresponding to the time-averaged value of the exchange
interaction which, however, is not the case here.

The following article has been published in Physical Review B.
M. Heyl and S. Kehrein, Phys. Rev. B 81, 144301 (2010).
Copyright 2010 by the American Physical Society.
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We investigate the Kondo model with time-dependent couplings that are periodically switched on and off.
On the Toulouse line we derive exact analytical results for the spin dynamics in the steady state that builds up
after an infinite number of switching periods. Remarkably, the universal long-time behavior of the spin-spin
correlation function remains completely unaffected by the driving. In the limit of slow driving the dynamics
becomes equivalent to that of a single interaction quench. In the limit of fast driving it is shown that the steady
state cannot be described by some effective equilibrium Hamiltonian due to the observation that an incautious
implementation of the Trotter formula is not correct. As a consequence, the steady state in the limit of fast
switching serves as an example for the emergence of new quantum states not accessible in equilibrium.
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I. INTRODUCTION

Recent progress in experiments stimulated the interest in
nonequilibrium phenomena of interacting many-particle sys-
tems. Cold atoms trapped in optical lattices offer the possi-
bility of studying the time evolution of quantum many-body
systems with time-dependent system parameters.1 Due to the
excellent isolation from the environment the nonequilibrium
dynamics of these systems are accessible with negligible de-
coherence over long times.

Nanostructures such as quantum dots provide the frame-
work to examine experimentally the nonequilibrium dynam-
ics in quantum impurity models. Most importantly for the
present work, quantum dots can act as magnetic impurities
displaying Kondo physics.2 In contrast to impurities in a bulk
sample, unscreened electrical or magnetic fields can be ap-
plied directly such that the local system parameters can be
varied in time by choosing appropriate time-dependent
fields.3

The possibility to experimentally study the properties of
interacting many-body systems out of equilibrium motivated
numerous analytical and numerical theoretical treatments.
Most of the activities have been concentrating on interaction
quenches in various model systems.4–7 For periodically
driven interacting many-body systems, however, less results
are known. Recently, periodic time-dependent Falicov-
Kimball models have been investigated in the limit of infinite
dimensions by using dynamical mean-field theory.9 Consid-
erable activity in the field of time-dependent quantum impu-
rity models led to a number of works on periodically driven
Anderson impurity3,10 and Kondo models.11–14

As the Kondo model is the paradigm model for strongly
correlated impurity systems, it is of particular interest in the
field of nonequilibrium phenomena. In equilibrium, the
Kondo effect emerges from the interaction of a localized spin
degree of freedom with a bath of surrounding electrons.
At sufficiently low temperatures, this bath of itinerant elec-
trons develops a localized spin polarization cloud in the vi-
cinity of the local spin, the so-called Kondo cloud, providing
a mechanism to screen the local magnetic moment. In the
zero temperature limit, the screening becomes dominant
leading to the emergence of a bound state. The surrounding
spin polarization cloud is tied to the local spin establishing

the so-called Kondo singlet with an associated binding en-
ergy TK, the Kondo temperature. The Kondo effect manifests
itself most prominently in the Kondo resonance, a sharp peak
in the local density of states that is pinned exactly at the
Fermi energy. As the Kondo effect is a coherent many-body
phenomenon, the question arises how it is affected in a non-
equilibrium setting.

Due to the complexity of many-body systems out of equi-
librium, it is instructive to investigate those cases where ex-
act nonperturbative solutions are accessible. In this context,
it is of particular interest that the Kondo model as a paradigm
model for strongly correlated impurity systems exhibits a
special line in parameter space, the Toulouse limit, where it
becomes exactly solvable.15 The Toulouse limit displays
many generic and universal properties of the strong coupling
limit of the Kondo model in equilibrium as well as for inter-
action quenches.4 The local spin dynamics, for example, that
is also investigated in this work, is well described whereas
other universal quantities such as the Wilson ratio explicitly
depend on the anisotropy.

The exact solvability of the Kondo model in the Toulouse
limit is used in this work to investigate nonperturbatively a
steady state that is generated by periodically switching on
and off the interaction at zero temperature. This steady state
is characterized by analyzing exact analytical results for the
local dynamical quantities, that is, the magnetization of the
impurity spin, the spin-spin correlation function, and the dy-
namical spin susceptibility.

A system that is driven by an external force approaches a
steady state if the amount of energy that is provided to the
system does not lead to an overheating, as it may happen for
systems with an unbounded spectrum. Since these steady
states emerge from a nonequilibrium setting, equilibrium
thermodynamics is not applicable for their description. As a
consequence, these states display new properties that are not
accessible by exciting the system thermally. Their character-
ization, however, poses a new challenge. Recently, there
have been attempts to assign effective thermodynamic quan-
tities such as effective temperatures to describe the properties
of systems in a nonequilibrium setup.3,5,7,8 As will be shown
in this paper, a characterization of the present steady state in
terms of an effective temperature is not possible. The exci-
tations that are created by the periodic driving are fundamen-
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tally different from those induced by temperature. A finite
temperature smears the Fermi surface whereas the periodic
driving leads to an excitation spectrum of discrete character
with excitations of multiples of the driving frequency.

Another question arising in the context of driven systems
is whether the universality in equilibrium systems such as the
Kondo model extends to the nonequilibrium case, whether
new universal properties emerge and whether equilibrium
quantities remain meaningful. Kaminski et al.,11,12 for ex-
ample, proposed a universal description for the conductance
through a Kondo impurity for a periodically driven Kondo
model. In the present setting, the spin-spin correlation func-
tion displays a universal long-time behavior that is com-
pletely independent of the driving. This universality origi-
nates from the fact that the low-energy excitations in the
immediate vicinity of the Fermi level that are relevant for the
long-time behavior are unaffected by the periodic driving
due to the discrete character of the excitation spectrum.

This paper is organized as follows. In Sec. II, the model
Hamiltonian, a time-dependent Kondo model in the Toulouse
limit, is introduced and mapped onto a quadratic effective
Hamiltonian. The method used to determine the time evolu-
tion in the periodic driving setup is presented in Sec. III. The
result for the magnetization of the impurity spin is shown in
Sec. IV. Section V is devoted to a detailed analysis of the
spin-spin correlation function and the results for the dynami-
cal spin susceptibility are presented in Sec. VI.

II. PERIODIC TIME-DEPENDENT KONDO MODEL

Consider a local spin whose exchange interaction with the
surrounding electrons is switched on and off periodically,
which generates a Kondo Hamiltonian with time-dependent
couplings. For convenience we allow for an anisotropy in the
exchange interaction leading to different couplings in z di-
rection, Jz=J�, and in the xy plane, Jx=Jy =J�

H = �
k�

k:ck�
† ck�: + �

i

Ji�t�
2 �

�,��

:��
†�0��i

�,��Si����0�: .

�1�

The operator ck�
† creates an electron with wave vector k and

spin �= ↑ ,↓ in the reservoir. The colons :¯ : denote normal
ordering relative to the Fermi sea. The local spin operator S�
with components Si , i=x ,y ,z, is coupled to the local spin
density of the conduction-band electrons whose components
are determined by the Pauli matrices �i. The electron’s dis-
persion relation has been linearized around the Fermi level
and energies are measured in units of vF relative to the Fermi
energy, i.e., vF=1 and �F=0. As the local scatterer is as-
sumed to be pointlike, only s-wave scattering occurs render-
ing the problem to be effectively one-dimensional.16

For negative times, the system is prepared in one of the
ground states ��0� of the noninteracting problem that are
product states of the Fermi sea for the conduction-band elec-
trons and a wave function for the local spin. As depicted in
Fig. 1, at time t=0, the periodic driving process starts by
switching on the interaction. After half of the period �, t
=� /2, the interaction is switched off until t=�. Afterwards,

this procedure is continued, until after an infinite number of
periods a steady state builds up, a state in which all real-time
correlation functions are invariant under a discrete time shift
of one period in all their time arguments. The energy scale
associated with the periodic switching is the driving fre-
quency �=2� /�.

Due to the time-dependence of the Hamiltonian, energy is
not a conserved quantity. Moreover, each quench that is per-
formed excites the system such that one can expect that after
an infinite number of switchings, in the steady state, an infi-
nite amount of energy is pumped into the system. This is
indeed the case in the present setup. Therefore, a dissipation
mechanism is needed that prevents the system from over-
heating. As has been shown by Doyon and Andrei,17 the
conduction band in the Kondo model itself can serve as a
bath if and only if it is taken as infinitely large. Therefore, a
definite order of taking limits has to be prescribed, namely,
the thermodynamic limit has to be taken before the limit of
long times

lim
t→�

lim
L→�

. �2�

In this way, as expected the conduction band is prevented
from overheating induced by a single impurity.

One possible way of experimentally realizing the periodic
switch on and off of the Kondo interaction in a quantum dot
is the following: consider a quantum dot with a local single-
particle level at energy �d and a large on-site interaction
U in the Kondo regime where �d	�F , �d+U
�F and
��d−�F� , ��d+U−�F�
� ,T. Here, � denotes the broadening
of the local level �d in the quantum dot and T the tempera-
ture. Via the Schrieffer-Wolff18 transformation, the corre-
sponding Anderson impurity model can be mapped onto a
Kondo model with an exchange coupling J��� 1

�F−�d−U

+ 1
�F−�d

�. Following a suggestion by Nordlander et al.,7 con-
sider the case where the local single-particle level �d
alternates between two different values �d1 and �d2 with
��d2−�F�
 ��d1−�F� where for each �d1 and �d2 the
quantum dot is assumed to be in the Kondo regime. Then,
the Kondo exchange coupling J2 corresponding to �d2 is
much smaller than J1. The associated Kondo temperature
kBTK2=D	0J2e−1/�J20�, 0 is the density of state at the
Fermi level and D a high-energy cutoff, vanishes exponen-
tially such that J2 can be set equal to zero. As a result,
the corresponding Kondo model becomes time dependent
with an exchange interaction J1 that is switched on and off
periodically. This can be shown rigorously by performing a

τ t2τ

J‖(t)

J⊥(t)

0

FIG. 1. �Color online� Time dependence of the perpendicular
J��t� and parallel coupling J��t� in the anisotropic Kondo Hamil-
tonian. For times t�0 all couplings are zero whereas for t�0 they
are switched on and off periodically with period �.
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time-dependent Schrieffer-Wolff transformation.11–13

The periodic driving in a quantum dot sets an upper
bound on the driving frequency �. As the Kondo Hamil-
tonian requires strict single occupancy, the driving has to be
small enough not to induce charge fluctuations on the dot
caused by hopping processes between the central region and
the conduction band by absorbing or emitting quanta of the
driving frequency, i.e., �	 ��d� , �d+U.11–13

At zero temperature in equilibrium, the screening of the
local magnetic moment by the conduction-band electrons
becomes dominant leading to the emergence of a bound
state called the Kondo singlet. Many universal features of
the equilibrium Kondo model in this strong coupling limit
are well described by the anisotropic Kondo Hamiltonian
in the Toulouse limit that corresponds to a special line
in parameter space of the Hamiltonian in Eq. �1� where J�

=2−	2. For this value of the parallel coupling, the Hamil-
tonian can be mapped onto an exactly solvable quadratic
noninteracting resonant-level model using bosonization and
refermionization.16 Recently, it was shown by Lobaskin and
Kehrein4 that these methods can also be adopted to an exact
solution of an interaction quench scenario. The only differ-
ence is an additional potential scattering term in the effective
Hamiltonian.

The bosonization technique establishes a bosonic repre-
sentation of fermionic fields ���x� in one dimension called
the bosonization identity, see Ref. 19 for a recent review. In
the thermodynamic limit, the bosonization identity reduces
to

���x� =
1
	a

F�e−i���x�, � = ↑,↓ , �3�

where the bosonic field ���x�=−�q�0�e−iqxbq�

+eiqxbq�
† �e−aq/2 /	nq is related to the fermionic densities

��x�¬��
†�x����x�ª�x���x� and a−1 is an ultraviolet cut-

off. The bosonic operators bq�
† = i /	nq�kck+q�

† ck� create a su-
perposition of particle-hole pairs with momentum transfer
q=2�nq /L�0. Here, L denotes the system size. The Klein
factor F� accounts for the annihilation of one electron as this
cannot be achieved by the bosonic field ���x�.

By performing a sequence of unitary transformations, the
Kondo Hamiltonian in the Toulouse limit can be simplified
tremendously. First, the spin and charge �s ,c� degrees of
freedom are separated by defining the bosonic fields �s�x�
= ��↑�x�−�↓�x�� /	2 and �c�x�= ��↑�x�+�↓�x�� /	2. The
charge sector of the anisotropic Kondo Hamiltonian is de-
coupled from the local spin and reduces to a collection of
uncoupled harmonic oscillators. Therefore it will be omitted
from now on. In the first half period, the interaction part in
the spin sector J� /	2�x�s�x�Sz+J� / �2a��F↑

†F↓e
i	2�s�0�S−

+H.c.� is modified by an Emery-Kivelson transformation U
=ei��s�x�Sz, �=	2−1, to J� / �2a��F↑

†F↓e
i�s�0�S−+H.c.� in the

Toulouse limit where J� =2−	2. For the second half period,
the Emery-Kivelson transformation generates a scattering
term �
Sz�t���x�s�0�, whose strength depends on the instan-
taneous magnetization of the impurity spin 
Sz�t��.4 The ex-
ponentials appearing in the transformed interaction part can
be refermionized by introducing new spinless fermionic

fields ��x�=a−1/2Fse
−i�s�x� using the inverse of the bosoniza-

tion identity where Fs=F↓
†F↑.

20 One may think of the �†�x�
fields as creating spin excitations at point x in the reservoir.
Moreover, another unitary transformation U2=ei�NsSz has to
be imposed in order to arrive at a completely refermionized
Hamiltonian and to ensure correct anticommutation relations
for all operators.20 Here, Ns= 1

2 �N↑−N↓� measures the total
spin polarization of the conduction-band electrons. By defin-
ing the operator d=e−i��Ns−Sz�S− and its Hermitian conjugate
d† as well as by performing a mode expansion for the new
fermionic fields ck= �2�L�−1/2�dx��x�eikx, one arrives at the
following Hamiltonian:

H = �
k

k:ck
†ck: + g�t�
Sz�t���

kk�

:ck
†ck�: + V�t��

k

�ck
†d + d†ck� ,

�4�

where g�t�=g��−sin��t��, V�t�=V��sin��t��, V=J�
	� /2aL,

g= �1−	2�� /L for t�0, and g�t�=g, V�t�=0 for t�0. For
times N�� t�N�+� /2 the Hamiltonian is a resonant-level
model. For times N�+� /2� t�N�+� the dynamics are gov-
erned by a potential scattering Hamiltonian and the local d
operators do not evolve in time such that 
Sz�t��= 
Sz�N�
+� /2��. As it will turn out in the following analysis, the
intermediate time evolution with the potential scattering
Hamiltonian has no influence on the local spin dynamics
such as the magnetization 
Sz�t�� at all. Therefore, it is not
necessary to solve the dynamics in a self-consistent way.

The Kondo scale can be connected to the parameters of
the resonant-level model via the impurity contribution to the
Sommerfeld coefficient in the specific heat:4 Cimp=�impT
where �imp=w�2 /3TK and w=0.4128 is the Wilson number.
In this way, the Kondo temperature TK is determined by TK
=�w� where �=V2L /2 is the hybridization function.

The functional dependence between the spinless fermions
ck and the conduction-band electrons ck� is highly nonlinear
and nontrivial. The local spin observable Sz, however, com-
mutes with all unitary transformations and can be connected
to operators of the effective Hamiltonian in a simple way

Sz = d†d −
1

2
. �5�

This relation allows to analytically calculate correlation
functions that involve the Sz observable such as the magne-
tization of the impurity spin P�t�= 
Sz�t��, the spin-spin cor-
relation function 
Sz�t�Sz�t��� and the dynamical spin suscep-
tibility ���t ,��, as it will be done in this work for the
periodic driving setup.

III. TIME EVOLUTION

As the Hamiltonian in Eq. �4� is quadratic, the time evo-
lution of the single-particle operators ck and d is entirely
determined by the Green’s functions Gll��t�=��t�
�cl�t� ,cl�

† �

cl�t� = �
l�

Gll��t�cl�, l,l� = k,d �6�

with a unitary matrix G. Despite the complexity of time evo-
lution for time-dependent Hamiltonians, the periodic driving
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as it is considered in this work involves two time slices,
during which the Hamiltonian is constant. For each half pe-
riod, the dynamics is determined by the Green’s functions for
a potential scattering G�n� and a resonant level model G. The
Green’s function for the potential scattering Hamiltonian var-
ies for different periods as the strength of the scatterer de-
pends on the instantaneous magnetization of the impurity
spin. Therefore, the Green’s functions are labeled by an ad-
ditional superscript where n stands for the number of the
period after starting the periodic driving. The time evolution
over one period transforms the single-particle operators in
the following way:

cl��� = �
l�

Mll��n�cl�, Mll��n� = �G� �

2
�G�n�� �

2
��

ll�

�7�

defining the unitary matrices M�n� that are obtained by ma-
trix multiplication. Note that the order of time evolution in
the Heisenberg picture is opposite to the order of time evo-
lution in the Schrödinger picture: the operators are first
evolved according to the potential scattering Hamiltonian al-
though it acts in the second half period. In this formulation,
the problem of long-time evolution reduces to a matrix mul-
tiplication problem since the long-time evolution is com-
pletely determined by evolving the single-particle operators
over multiple periods

cl�N�� = �
l�

Mll�
�N�cl�, Mll�

�N� = �M�1� . . . M�N��ll�. �8�

Finding the matrix elements of an arbitrary multiplication of
some matrices can be a difficult task. The matrices M�n�,
however, display nice mathematical properties such that an
analytical calculation can be carried out as is shown in the
Appendix. The goal is to derive solvable recursion formulas
by partially performing summations over intermediate indi-
ces. This yields the following relations:

Mdd
�N� = e−N��/2, Mdk

�N� = Mdk
e−iNk� − e−N��/2

e−ik� − e−��/2 ,

Mkd
�N� = Mkd

e−iNk� − e−N��/2

e−ik� − e−��/2 ,

Mkk�
�N� = �kk�e

−iNk� + Lkk�
e−iNk� − e−iNk��

e−ik� − e−ik��

+ MkdMdk� e−iNk�

�e−ik� − e−ik����e−ik� − e−��/2�

+
e−N��/2

�e−ik� − e−��/2��e−ik�� − e−��/2�

+
e−iNk��

�e−ik�� − e−ik���e−ik�� − e−��/2�
� + Kkk�

�N�. �9�

The precise definition of the functions appearing in these
relations can be found in the Appendix. The matrix elements
Mll�

�N� can be interpreted as the probability amplitudes for a

fermion in a single-particle state �l�=cl
†� � to transform into

�l�� after N periods �. Here, � � denotes the true vacuum with-
out any fermion. In Fig. 2, plots for �Mdk

����2 are shown, that
is, the probability for a d fermion to decay into a k fermion
after an infinite number of periods, i.e., as the steady state
has developed. For large periods, the probability distribution
approaches its equilibrium shape of a resonant-level model
whereas for decreasing the period � side peaks appear lo-
cated at odd multiples of the driving frequency �. This cor-
responds to hopping processes under the absorption or emis-
sion of an odd number of quanta �. Regarding the d† and d
operators as raising or lowering the local spin and ck

† as cre-
ating a spin excitation of energy k in the fermionic reservoir,
one can deduce from Fig. 2 that the elementary excitations
caused by the periodic driving are those where the local spin
is flipped by simultaneously creating spin excitations of en-
ergy n�, n odd. A Fourier series expansion of the
��sin��t��-function in the interval �0,�� reveals why mostly
the odd frequencies contribute

��sin��t�� = − �
n�2Z+1

cos�n�t� . �10�

Therefore, the switch on and off driving can be thought of as
a nonmonochromatic driving including all odd multiples of
the driving frequency.

As an aside, one can deduce from Eq. �9� that the periodic
switching only leads to the enhancement of certain fluctua-
tions that are already present in the corresponding equilib-
rium Hamiltonians. The periodic time dependence of the
Hamiltonian leads to a selection of certain transitions that
correspond to the absorption or emission of an odd number
of energy quanta �.

IV. MAGNETIZATION

The dynamics of all quantities is determined by the
Hamiltonian in Eq. �4�. Due to the Emery-Kivelson transfor-
mation, the instantaneous value of the magnetization P�t� of
the impurity spin

0.2

0.4

0.6

0.8

1

-8 -6 -4 -2 0 2 4 6 8

∣ ∣ ∣
M

(∞
)

d
k

∣ ∣ ∣

2

×
T

K

k/TK

equilibrium
η = 1
η = 2
η = 4
η = 8

FIG. 2. �Color online� Probability �Mdk
����2 for a local d fermion

to decay into a bath state k after an infinite number of periods. As a
reference, the equilibrium curve for a resonant level model with the
same Kondo temperature TK is included. The parameter �=�TK

=� / tK compares the speed of switching � with the internal time
scale tK=1 /TK.
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P�t� = 
Sz�t�� �11�

itself appears in the Hamiltonian. Therefore, the magnetiza-
tion provides the full access to the time evolution in the
present time-dependent setup. As it will turn out in the fol-
lowing, this does not imply that the problem has to be solved
self-consistently. In contrast, the time evolution of the mag-
netization is independent of the potential scattering term ap-
pearing in the effective Hamiltonian as already mentioned
below Eq. �4�. Due to Eq. �5�, the magnetization is connected
to the occupation nd�t�= 
d†�t�d�t�� of the local d level

P�t� = nd�t� −
1

2
. �12�

As a consequence of the periodicity of the Hamiltonian, it is
convenient to represent time coordinates in the following
way:

t = n� + s, n � N, s � �0,�/2� . �13�

For s� �� /2,�� the Sz operator is constant due to the switch
off of the spin dynamics. Therefore, the formulas in the fol-
lowing will always be presented for s� �0,� /2�. Using the
formulas in Eq. �9� and the fact that the matrices M�N� are
unitary, it can be shown that the magnetization decays expo-
nentially in time

P�t� = P�0�e−n��e−2�s, �14�

where the time scale is set by the Kondo scale tK=1 /TK
=1 / ��w��. For a single interaction quench, the magnetiza-
tion Pqu�t� equals4,16,21,22

Pqu�t� = P�0�e−2�t. �15�

Comparison with the result in Eq. �14� reveals that the peri-
odic driving affects the impurity spin orientation only by
reducing the total time during which the spin dynamics in the
Kondo Hamiltonian is switched on. The initial local spin
polarization is transferred to the conduction band and flows
away from the central region to infinity. Note that the mag-
netization is independent of the intermediate time evolution
generated by the potential scattering Hamiltonian.

In the limit of fast switching, �→0, the magnetization
decays exponentially in time

P�→0�t� = P�0�e−�t. �16�

The associated rate �, however, is smaller compared to the
single quench case where it is equal to 2�, see Eq. �15�. This
is surprising, as one might expect that the additional energy
provided to the system by the periodic driving may open
additional phase space for relaxation processes. The decrease
in the rate by one half occurs simply because the spin dy-
namics that are the only source of relaxation of the magne-
tization are switched on only during half of the time.

The exact result in Eq. �16� for the magnetization,
however, contrasts the dynamics one obtains by a naive
implementation of the Trotter formula. Following a sugges-
tion by Eisler and Peschel,23 the dynamics of a periodically
quenched system in the limit �→0 is identical to that of an

effective equilibrium Hamiltonian that can be obtained by
applying the Trotter formula24 to the time evolution operator
U over one period

U = e−iH1�/2e−iH2�/2 � e−i�H1+H2��/2 + O��2� . �17�

As a result, the effective Hamiltonian equals the time-
averaged one, that is a resonant level model with a hopping
amplitude V /2 plus a potential scattering term. The potential
scattering term, however, does not affect the spin dynamics.
Therefore, it will be omitted in the following. A resonant-
level model with hopping amplitude V /2 generates a decay
of the magnetization at a rate � /2 as ��V2, compare Eq.
�15�, in contrast to the exact value �.

From a mathematical point of view, the Trotter formula
fails as both Hamiltonians H1 and H2 have to be self-adjoint
in a mathematical sense, that is, a stronger requirement than
Hermitian. For bounded operators �in fact, all realistic mod-
els are equipped with a high-energy cutoff�, self-adjointness
is guaranteed, in contrast to unbounded operators as consid-
ered in this work. In fact, regarding a resonant-level model
with a nontrivial hopping element Vk�t�=V�t�e−�k / kc�2

where
V�t�=��sin��t�� and kc a high-energy cutoff, one indeed ob-
serves that in the limit �→0 the magnetization converges to
the result obtained by applying the Trotter formula, see Eq.
�17�.

Physically speaking, the inapplicability of the Trotter for-
mula is a consequence of the creation of high-energy excita-
tions in the fast driving limit. The typical excitations gener-
ated by the periodic driving are on the order of �=2� /�
corresponding to the absorption and emission of quanta of
the driving frequency, compare Fig. 2. As �→� for �→0,
the typical excitations carry high energies. If the system is
not provided with a mechanism, such as a finite bandwidth,
that suppresses or cuts off these high-energy excitations, they
will exist in the system even for �→0. Clearly, such excita-
tions are not present in equilibrium systems leading to the
conclusion that this fast-driven system cannot be described
by an equilibrium Hamiltonian reflecting the mathematical
statement above.

Summing up, the Trotter formula is not applicable in this
model with a flat hybridization function. Despite the fact that
realistic models actually exhibit a bounded spectrum, the re-
sults presented in this work describe correctly the dynamics
in the limit �
TK, provided that the physical cutoff D is
still much bigger than �.

V. SPIN-SPIN CORRELATION FUNCTION

A dynamical quantity that carries more information about
the local properties of the Kondo model is the spin-spin cor-
relation function


Sz�t�Sz�t��� = C�t,t�� −
i

2
��t,t�� , �18�

where C�t , t��= 1
2 
�Sz�t� ,Sz�t��� denotes the symmetrized

part and ��t , t��= i��t− t��
�Sz�t� ,Sz�t���� the response func-
tion for t� t�. After an infinite number of periods �, a steady
state develops in which all real-time correlation functions are
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invariant under a discrete time shift � in all their time argu-
ments. For the spin-spin correlation function this implies


Sz�t + ��Sz�t� + ��� = 
Sz�t�Sz�t��� . �19�

Therefore, the time coordinate t� can be restricted to the
interval �0,��. The average 
 . . . � in the steady state is to be
understood as


Sz�t�Sz�t��� = lim
N→�


�0�N���Sz�t�Sz�t����0�N��� , �20�

where ��0� denotes the initial state. In the steady state where

Sz�t��= 
Sz�t���=0, the spin-spin correlation function equals


Sz�t�Sz�t��� = 
n̂d�t�n̂d�t��� −
1

4
. �21�

Using the formulas in Eq. �9�, the spin-spin correlation func-
tion, that is a four-point function in terms of the fermionic
operators of the effective Hamiltonian, can be related to a
two-point function


Sz�t�Sz�t��� = 
d†�t�d�t���2, �22�

where


d†�t�d�t��� =
1

�
�

0

�

d�
e−i���

1 + �2�e−��s+t��1 − 2 cos����/2�e−��/2 + e−��

1 − 2 cos�����e−��/2 + e−�� + �e−i��s − e−�s��ei��t� − e−�t��

+ e−�s�e−i��t� − e−�t��
e−i���/2 − e−��/2

e−i��� − e−��/2 + e−�t��ei��s − e−�s�
ei���/2 − e−��/2

ei��� − e−��/2 � . �23�

Remarkably, the real part of the 
d†�t�d�t��� correlator can be
calculated analytically


�d†�t�,d�t��� = e−n��/2e−��s−t�� �24�

matching precisely the result of Langreth and Nordlander25

who derived a general formula of this correlator for an arbi-
trarily time-dependent resonant-level model. Inserting the
time dependence of the hopping amplitude V�t� of the
present setup into their result shows perfect agreement. As
the anticommutator of two time-evolved fermionic single-
particle operators is independent of the state if the Hamil-
tonian is quadratic, the full information about the influence
of the steady state onto the spin-spin correlation function is
contained in the imaginary part of the 
d†�t�d�t��� correlator.
The imaginary part is not accessible analytically but can be
evaluated numerically. A representative plot of C�t , t�� and
��t , t�� is shown in Fig. 3. A detailed discussion will be given
below.

Due to the appearance of a new scale in the present peri-
odic driving setup, the universal description of the spin-spin
correlation function gets modified in comparison to its equi-
librium form


Sz�t�Sz�t��� = F� t

tK
,
t�

tK
,

�

tK
� �25�

as one can expect by dimensional analysis. As a conse-
quence, the Kondo scale, though an equilibrium quantity,
remains the only relevant time and energy scale as it was
shown for the conductance through a Kondo impurity in the
work by Kaminski et al.11,12 The period � only appears in
combination with the Kondo time scale tK=1 /TK defining the
ratio
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FIG. 3. �Color online� Universal curves for the symmetrized
correlation function C�t�=C�t ,0� and the response function
��t�=��t ,0� for different values of the driving rate � at zero
waiting time t�=0. The parameter �=� / tK compares the
speed of the external driving � with the internal Kondo time scale
tK=1 /TK.
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� =
�

tK
= �TK. �26�

Therefore, it is only important how fast the system is driven
compared to the internal time scale tK.

The limit of long switching times: in the limit of large
periods �, the behavior of the local correlation functions is
accessible by general arguments. Roughly speaking, the sys-
tem is able to relax during each half period. Initially, the
system is prepared in one of the ground states ��0� of the
noninteracting Hamiltonian that are product states of the
Fermi sea for the conduction-band electrons and a spin wave
function for the local level. Switching on the interaction in
the Kondo model creates local excitations in the vicinity of
the local spin and the Kondo singlet forms. The excitations
generated by the quench delocalize and flow away from the
central region to infinity such that they cannot contribute to
local properties any more. Therefore, the time-evolved state
looks like the ground state for local observables after a suf-
ficiently long time. As was emphasized in Ref. 4, however,
the state ��0� can never develop into the true ground state of
the Kondo model as the overlap of both wave functions is
constant in time. Nevertheless, the time evolved state ��0� is
essentially equivalent to the true ground state as far as ex-
pectation values of local observables such as the Sz operator
are concerned. All statements about relaxation of the state
itself in the following are to be understood in this sense.
After half of the period, the interaction in the Kondo model
is switched off, thereby destroying the Kondo singlet. The
excitations that are created by breaking up the Kondo singlet
delocalize as argued before and the system evolves into the
ground state of the noninteracting Hamiltonian, that is, a
product state of the Fermi sea and a spin wave function with
zero magnetization. Therefore, the system at the moment of
the second switch on of the interaction is prepared as initially
up to a change in the local spin wave function. As a result,
the system behaves as for a single interaction quench, a situ-
ation that has already been addressed by Lobaskin and
Kehrein.4,5 Analytically, the spin-spin correlation function
transforms into


Sz�t�Sz�t��� →
�→��1

2
e−��t−t�� − i�s�t − t�� − e−�t�s�t�

+ e−�ts�t����2

, �27�

where s�t�=�−1�0
�d� sin���t� / ��2+1�. This result matches

precisely the result obtained by Lobaskin and Kehrein4 for a
single interaction quench.

The limit of fast switching: in the opposite limit �→0,
there exists no general argument capturing the dynamics in
the resulting steady state. The sole reason for this is that the
Trotter formula is not applicable in this model as explained
in Sec. IV. Otherwise, the dynamics in the steady state would
be governed by an effective equilibrium Hamiltonian. Nev-
ertheless, the fast driving generates dynamics similar to equi-
librium as the system is not able to follow the fast externally
prescribed perturbation.

Performing the limit �→0, the spin-spin correlation func-
tion reduces to


Sz�t�Sz�t��� →
�→0�1

2
e−��t−t��/2 − i

1

2
s��t − t��/2��2

. �28�

Thus, it only depends on the time difference signaling the
similarity to an equilibrium problem in the sense that time-
translational invariance is restored. The equilibrium spin-
spin correlation function equals4


Sz�t�Sz�t���eq = �1

2
e−��t−t�� − is�t − t���2

. �29�

Comparing the result of Eq. �28� with the equilibrium case,
one first observes that the time argument is scaled by a factor
of 1/2. As for the magnetization, this can be understood by
the fact that the spin operators evolve nontrivially only dur-
ing half of the time. Additionally, a prefactor of 1/2 appears
in front of the function s such that the real and imaginary
part of the 
d†�t�d�t��� correlator transform qualitatively dif-
ferent in the limit �→0. Thus, the fluctuation-dissipation
theorem, a signature of equilibrium systems, is violated. This
then leads to the conclusion that it is impossible to find an
equilibrium Hamiltonian generating the same dynamics.

Nevertheless, other quantities such as the dynamical spin
susceptibility, as it will be shown in Sec. VI, can be related
to equilibrium Hamiltonians. The inapplicability of the Trot-
ter formula does not exclude the possibility to find equilib-
rium behavior, it only excludes the possibility to find a
unique equilibrium Hamiltonian describing the correct dy-
namics for all observables. Concluding, the steady state in
the limit �→0 provides an example for the emergence of
new quantum states similar to equilibrium states but with
new properties that are not accessible by equilibrium thermo-
dynamics.

The asymptotic long-time behavior: in equilibrium, the
spin-spin correlation function exhibits a characteristic alge-
braic long-time behavior at zero temperature


Sz�t�Sz�t���eq →
t−t�→�

− w2� tK

t − t�
�2

. �30�

At finite temperatures, the decay is exponential due to the
smearing of the Fermi surface. Therefore, the long-time be-
havior of the spin-spin correlation function can serve as a
measure whether the excitations that are created by the peri-
odic driving are equivalent to those induced by a finite tem-
perature. In this case, the steady state may be characterized
by relating it to an equilibrium system at an effective tem-
perature, a concept that has been widely used recently.3,5,7,8

In the present periodic time-dependent setup, the
asymptotic long-time behavior of the spin-spin correlation
function can be determined analytically


Sz�t�Sz�t��� →
t−t�→�

− w2� tK

t − t�
�2

. �31�

Surprisingly, the long-time behavior of the spin-spin correla-
tion function is universal in the sense that it is completely
independent of the external driving. Moreover, it precisely
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matches the equilibrium behavior at zero temperature. As the
algebraic decay in equilibrium is caused by the sharp Fermi
surface at zero temperature, one can conclude that the peri-
odic driving is not able to smear the Fermi surface or to at
least locally heat up the system excluding the concept of
effective temperature. Furthermore, the low-energy excita-
tions in the immediate vicinity of the Fermi level that are
relevant for the long-time behavior are unaffected by the
periodic driving. The excitation spectrum involves excita-
tions of multiples of the driving frequency that emerge from
processes where the local spin is flipped by simultaneously
creating collective spin excitations in the fermionic reservoir
with energies of odd multiples of the driving frequency �, as
can be seen in Fig. 2. Therefore, the excitation spectrum is of
discrete character, in contrast to the excitation spectrum in-
duced by temperature.

VI. DYNAMICAL SPIN SUSCEPTIBILITY

In the steady state, the magnetization of the impurity spin
vanishes due to Eq. �14�. A local spin polarization can be
induced by applying a magnetic field to the local spin. In the
linear response regime one obtains


Sz�t��h = 
Sz�t�� + �
−�

�

dt���t,t��h�t�� . �32�

Expectation values without an index h are to be evaluated
with respect to the unperturbed Hamiltonian. In the steady
state, the magnetization vanishes such that the expectation
value for the local spin polarization is solely determined by
the response function

��t,t�� = i��t − t��
�Sz�t�,Sz�t���� . �33�

In equilibrium, the response function ��t , t�� only depends on
the time difference thereby establishing a spectral represen-
tation of only one frequency argument whose imaginary part
����� is called the dynamical spin susceptibility. It shows a
peak located near the Kondo temperature TK that can be as-
sociated with the Kondo singlet. The existence of such a
peak in a nonequilibrium setting can also be interpreted as a
signature for the presence of the Kondo effect as a whole, as
the Kondo singlet is just one manifestation of this coherent
many-body phenomenon. Moreover, in equilibrium, the
fluctuation-dissipation theorem holds that connects the dy-
namical spin susceptibility with the local spin-fluctuation
spectrum. In systems out of equilibrium, the fluctuation-
dissipation theorem is violated, as can be seen explicitly for
a single interaction quench scenario in the Kondo model.5

For periodic time-dependent Hamiltonians there also ex-
ists a preferable spectral decomposition. Due to the period-
icity property in Eq. �19�, it is suitable to define two new
time arguments

tav =
t + t�

2
, trel = t − t�. �34�

Expressing ��t , t�� in these coordinates, ��tav , trel� is invariant
under the transformation tav→ tav+� such that a Fourier se-
ries expansion in the coordinate tav can be performed. There-

fore, one can spectrally decompose � in the following way
that is usually referred to as the Wigner representation

�n��� =
1

�
�

0

�

dtave
in�tav� dtrele

i�trel��tav +
trel

2
,tav −

trel

2
�

=
1

�
�

0

�

dtave
in�tav� dtrele

i�̄trel��tav + trel,tav�

=
1

�
�

0

�

dtave
in�tav��tav, �̄� , �35�

where �̄=�+n� /2. With each component n, one can associ-
ate the behavior of the quantity � due to processes where n
quanta of the driving frequency � are absorbed �n�0� or
emitted �n�0�. The quantity ��tav ,�� can be interpreted as
the spectral decomposition of � at a given point tav in time.
The n=0 component of �n simply is the time average of the
quantity ��tav ,��.

Applying a small sinusoidal magnetic field h�t�
=h0 sin��0t� to the local spin in the steady state, linear re-
sponse theory predicts for the magnetization of the impurity
spin 
Sz�t��h in the presence of the small perturbation h


Sz�t��h = h0�
n

��n���0 + n�/2�sin���0 + n��t�

− �n���0 + n�/2�cos���0 + n��t� . �36�

Remarkably, this expression contains a static contribution if
�0=m�, m�Z \ �0. Therefore, it is possible to align the
local spin on average by applying a sinusoidal magnetic field
that itself contains no static contribution


Sz�t��h = �m� �m�/2� . �37�

Here, 
 . . . � denotes the time average. As the spin dynamics
are switched off during the second half period, the external
magnetic field is not able to influence the local spin magne-
tization in this time window regardless of its time depen-
dence. Therefore, the magnetic field must be capable of po-
larizing the local spin during the first half period in order to
induce a static component. This can be achieved by h�t�
=h0 sin��0t� with �0=m�.

Note that a definite order of taking limits is implicitly
prescribed in this linear response calculation. First, the sys-
tem is evolved into the steady state that is established after
an infinite number of periods. Afterwards, an additional sinu-
soidal magnetic field is applied that acts for an eventually
infinite amount of time. Therefore, linear response theory
only provides the information of how an additional infinitesi-
mal magnetic field influences the local spin properties after
the steady state has already been established. It does not
necessarily describe the properties of a system whose inter-
action is periodically switched on and off in presence of a
magnetic field, as the two involved limiting processes may
not commute.

Results for ���tav ,��: in Fig. 4, results for the dynamical
spin susceptibility ���tav ,�� are shown for different values of
the driving frequency �. The first plot displays the case of
slow driving, i.e., �
 tK, and reveals again the single-quench
dynamics as argued before. After a transient regime on a

M. HEYL AND S. KEHREIN PHYSICAL REVIEW B 81, 144301 �2010�

144301-8



time scale tK, that is the time scale for the buildup of the
Kondo effect,7 the dynamical spin susceptibility approaches
its equilibrium shape with a peak located at ��TK represent-
ing the buildup of the Kondo singlet and therefore of the
Kondo effect. Near the half period boundary, however, a new
structure emerges. At tav�� /2− tK, a whole sequence of
strong peaks appears that cannot be explained by the simple
single interaction quench picture as this coherent phenom-
enon is solely caused by the periodic driving. Approaching
tav=� these peaks rapidly decrease and disappear. Note, that
the dynamical spin susceptibility is not discontinuous at tav
=� /2 as it might seem. The collapse near � /2, however, is so
fast that it cannot be resolved by the pictures presented here.

In the case of fast switching, the lower plot in Fig. 4, the
dynamical spin susceptibility stays nearly constant over the
whole period. The system is not able to adapt to the fast

external perturbation, as it is faster than the internal time
scale tK, on which the system is able to react. Remarkably,
the shape of the spectral decomposition at any time point tav
resembles the shape of an equilibrium dynamical spin sus-
ceptibility with a reduced Kondo temperature TK /2. It was
shown in Eq. �28� that the response function ��→0�t ,TK� in
the limit �→0 is identical to half of an equilibrium response
function �eq�t /2,TK� /2 at a rescaled time argument t /2 and
identical Kondo temperature TK. Here, the Kondo tempera-
ture has been included explicitly for convenience. Such a
relation for functions in time implies the following relation
for the corresponding Fourier transforms:

��→0��,TK� = �eq�2�,TK� . �38�

For the dynamical spin susceptibility, this statement can be
rewritten in terms of a modified Kondo temperature

��→0� ��,TK� = 2�eq� ��,TK/2� . �39�

The equilibrium dynamical susceptibility at zero temperature
is known exactly, such that16,26

��→0� ��� =
�2

2�

1

�2 + �2� 1

2�
ln�1 + �2�

�
�2� +

1

�
arctan�2�

�
�� .

�40�

A Kondo singlet is present even for fast periodic driving with
a reduced binding energy TK /2. Therefore, one can speculate
that the Kondo effect itself survives with a rescaled Kondo
temperature TK /2.27 Although this analogy suggests the
equivalence to an effective equilibrium problem, this is not
valid in a strict sense, since it was shown, compare Eq. �28�,
that one cannot find an effective equilibrium Hamiltonian
that generates the same dynamics. Nevertheless, it is remark-
able that the dynamical spin susceptibility, that is a measur-
able quantity in principle, shows an equilibriumlike behavior
of a Kondo model with reduced Kondo temperature in this
limit.

The robustness of the Kondo effect even for �
TK has
also been observed by Nordlander et al.3 where the time-
averaged local spectral density shows a Kondo resonance in
the limit �
TK. The plot in the middle of Fig. 4 shows the
intermediate regime where both the external time scale � and
the internal time scale tK are of the same order. In this case,
the system is able to adapt partially to the externally pre-
scribed perturbation. For small times tav, one observes that
the Kondo singlet tries to form, the dynamical spin suscep-
tibility tends to approach its equilibrium profile. Near the
half period boundary where the interaction is switched off,
however, the dynamical spin susceptibility collapses onto a
curve with a peak located approximately at TK /2 as in the
fast driving case.

Results for �n����: in Fig. 5, universal curves for the modes
�n���� are shown. In the upper plot of the n=0 component,
one can nicely see the crossover from the fast to the slow
driving regime. For fast driving, small �, one observes a
peak located at ��TK /2, whose height and position de-
creases by increasing �. This signals a decrease in the bind-
ing energy as well as the stability of the associated Kondo
singlet. For large �, this peak vanishes according to the
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FIG. 4. �Color� False color plots of the dynamical susceptibility
���tav ,�� at a given point tav in time for different values of the
parameter �. The upper plot shows the behavior for slow driving
consistent with a single interaction quench picture. The lower plot
displays the fast-driving behavior that is similar to an equilibrium
problem. The plot in the middle shows the intermediate regime of
competing time scales.
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single-quench dynamics for �=� where only a Kondo singlet
of energy TK exists. Indeed, for intermediate �, a second
peak emerges at TK with a height of only half of its equilib-
rium value, as half of the time the interaction is switched off.
Thus, the n=0 component of the dynamical susceptibility
shows the crossover from a Kondo singlet of binding energy
TK at �=� to a Kondo singlet with binding energy TK /2 for
�=0. The oscillations appearing for large � originate in the
periodic structure near the half period boundary of ��tav ,��
that can be seen in Fig. 4.

The n=1 and n=2 modes that correspond to processes
where one or two energy quanta � are absorbed are shown in
the lower two plots of Fig. 5. Due to the relation

�n���� = − �−n� �− �� �41�

these results can be extended straightforwardly to the
n=−1,−2 modes.

For small periods �, all modes n�0 vanish due to the
equilibriumlike dynamics where absorption and emission of
photons is not taking place. As �→� for �→0, the absorp-
tion or emission of an energy quantum � involves high en-
ergy transfers that are cut off by the finite width of the local
hybridized d level. The equilibrium spin fluctuations of the
conduction-band electrons in the Kondo model at large ener-
gies are suppressed due to energy conservation. As men-
tioned in Sec. III, the only influence of the periodic driving is
the enhancement of certain fluctuations that are present in the
equilibrium versions of the involved Hamiltonians. If the
equilibrium fluctuations already vanish, their enhancement
due to the periodic driving is negligible, too.

The larger the parameter �, the larger becomes the re-
sponse for processes under absorption and emission, as the
excitations generated by the periodic driving now turn out to
be excitations of lower energy as � decreases. In the limit
�→�, however, the n�0 components are expected to vanish
as in the �→0 limit, since the system is able to relax during
each half period and locally behaves as in equilibrium nearly
all of the time. The behavior for the n=1 and n=2 compo-
nents is qualitatively different for energies above or below
n� /2. The absorption or emission of one photon is likely for
the n=1 mode whereas the n=2 mode decays to zero much
faster away from its maximum. The different properties of
the even and odd modes can be traced back to Eq. �10�,
stating that the square-wave driving can be thought of as a
nonmonochromatic driving including all frequencies of odd
multiples of �.

VII. CONCLUSIONS

In this work, the steady state in a periodically driven
Kondo model in the Toulouse limit has been investigated by
analyzing exact analytical results for the local spin dynamics
at zero temperature. Remarkably, the analysis revealed a uni-
versal asymptotic long-time behavior of the spin-spin corre-
lation function, compare Eq. �31�, independent of the driving
matching precisely the zero temperature equilibrium result.
This universality originates in the discrete character of the
excitation spectrum that leaves the low-energy excitations in
the immediate vicinity of the Fermi level unchanged.

For large switching times, � / tK→� where tK is the equi-
librium Kondo time scale, the local observables behave as
for a single-interaction quench since the system is able to
relax during each half period. In the opposite limit, � / tK
→0, the system is not able to follow the fast externally pre-
scribed perturbation. Although the dynamics is “equilibrium-
like” �in the sense that time-translational invariance is re-
stored, e.g., Eq. �28��, it is impossible to find an effective
equilibrium Hamiltonian generating the same dynamics. This
can be seen in the discussion below Eq. �29� were it was
shown that the fluctuation-dissipation theorem is violated for
the local spin observable. Consequently, the steady state cre-
ated by the periodic time-dependent setup provides an ex-
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FIG. 5. �Color online� Universal curves of the zeroth, first, and
second mode �n���−n� /2� for different values of the parameter �.
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ample for the possibility to reach new quantum states in
systems out of equilibrium that are not accessible by equilib-
rium thermodynamics. The reason for the existence of this
unusual steady state is the inapplicability of the Trotter for-
mula in the present periodic time-dependent setup. This ob-
servation might also be useful for other periodically driven
systems.

Remarkably, in the Toulouse limit the Kondo effect is
robust against the periodic driving as long as the driving
frequency is unable to induce charge fluctuations in the
quantum dot. Even in the case of fast driving �
TK the
Kondo singlet survives. The associated binding energy TK /2
is reduced to half of its equilibrium value. For intermediate
�, a crossover is observed from a Kondo singlet of binding
energy TK /2 in the fast switching limit to a Kondo singlet of
binding energy TK for long switching times.

It would be interesting to investigate related questions for
the Kondo model away from the Toulouse limit, where one
also expects that the flow to the strong-coupling fixed point
itself is affected by the periodic switching. Likewise it would
be important to understand whether other periodically driven
quantum impurity models show similar dynamics. Work
along these lines is in progress. The exact analytical results
derived in this work will be important benchmarks for these
investigations.
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APPENDIX

In this appendix, the procedure to obtain the solution to
the matrix multiplication problem is presented. For that pur-
pose, the Green’s functions for the resonant-level model G
and the potential scattering Hamiltonian G�n� have to be de-
rived, for example, by using the equations of motion ap-
proach. The matrices M�n�=GG�n� obey the following for-
mulas:

Mdd�n� = e−��/2,

Mdk�n� =
V

k − i�
�e−ik�/2 − e−��/2� ,

Mkd�n� =
Ve−ik�/2

k − i�
�e−ik�/2 − e−��/2� ,

Mkk��n� = �kk�e
−ik� + Lkk� + Kkk��n� , �A1�

where the matrices L and K�n� are determined by

Lkk� = V2e−ik�/2� e−ik�/2

�k − k���k − i��
+

e−��/2

�k − i���k� − i��

+
e−ik��/2

�k� − k��k� − i��
� ,

Kkk��n� =
g
Sz�n���e−ik�/2

1 + ig
Sz�n���L/2
e−ik�/2 − e−ik��/2

k − k�
. �A2�

For simplicity, the method to obtain M�N� will be displayed
by calculating the matrix element Mdd

�N�. Using its definition
in Eq. �8� one can write

Mdd
�N� = �

l1,. . .,lN−1

Mdl1
�1�, . . . ,MlN−1d�N� = Mdd

�N−1�Mdd + �
l1,. . .,lN−3,kN−1

Mdl1
�1�, . . . ,MlN−3d�N − 2�MdkN−2

MkN−2d

+ �
l1,. . .,lN−3,kN−2,kN−1

Mdl1
�1�, . . . ,MlN−3kN−2

�N − 2�MkN−2kN−1
�N − 1�MkN−1d. �A3�

To proceed further, the following relations are required:

�
k�

Mkk��n�Mk�de−i�k�� = e−i��+1�k�Mkd,

�
k

MdkMkd = 0 �A4�

that originate in elementary properties of the matrix M,
namely, that M as a function of k exhibits no poles and that
the exponentials e−ik�/2 always allow to deform integration
contours into the lower half plane. Using these formulas, one
can directly show that the two sums appearing in Eq. �A3�
vanish. The resulting recursion formula is solved by

Mdd
�N� = e−N��/2. �A5�

Analogously, the other matrix elements of M�N� can be de-
rived although the evaluation of Mkk�

�N� is quite involved. Re-
markably, all matrix elements with an index d are indepen-
dent of the potential scatterer. Only Mkk�

�N� includes a term
that can be traced back to the potential scattering

Kkk�
�N� = g
Sz�0���

n=0

N−1
e−ink�e−i�N−n�k��

en�� + ig
Sz�0��L/2
. �A6�

Here, the result for the magnetization, see Eq. �14�, has been
used.
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5.2 Publication: Nonlinear ac transport through a

resonant level model

As a consequence of the successive miniaturization of electronic devices it is now within
the scope of future developments that quantum effects such as the quantization of the
electronic charge become relevant in electronic circuits. According to Moore’s law the
number of transistors on consumer computer chips doubles every 18 months. Along with
an increase of the number of transistors on an approximately fixed area comes a successive
decrease in their size as well as in the number of electrons used for operations. The ultimate
limit corresponds to single-electron devices as already realized by quantum dots or single-
electron transistors. In this context the study of transport through single-electron devices
is of fundamental importance.

In contrast to bulk materials where transport is essentially captured by linear response
theory transport through nanostructures can readily drive the system far beyond equi-
librium and far beyond linear response. Within the present experimental technology it
is conceivable or even feasible to study such scenarios with a high control over the sys-
tem’s properties. In this context transport under the influence of periodic time-dependent
applied bias voltages is of particular interest as alternating currents dominate electronic
functional devices.

For ac currents through nanostructures where quantum effects become important the
conductance can be enhanced by a mechanism termed photon-assisted tunneling [170].
Most importantly, in presence of an ac-voltage the current through the system is not dom-
inated by energy conserving processes alone. Instead, the dominant processes are those
where the energy is conserved up to multiples of the driving frequency Ω. Pictorially speak-
ing, electrons can tunnel through the system by absorbing or emitting multiple photons
of frequency Ω. Note that this process is of fundamental quantum nature. The externally
applied electric ac field provides an energy reservoir that the system can use to overcome
energy barriers.

Below, transport through a quantum dot is investigated in presence of a particularly
chosen ac driving. For the minimal model of a quantum dot coupled to a fermionic reser-
voir see Sec. 3.4.1. For simplicity only one spin channel will be considered yielding the
Hamiltonian

H =
∑

k,α=L/R

[εk + µα(t)]c†kαckα + εdd
†d+

g√
2

∑

k,α=L/R

[d†ckα + c†kαd]. (5.3)

The index α = L/R refers to the left and right conduction band. The operator c†kα creates
a fermion in the α = L/R lead with momentum k. Note that the conduction band is
modeled as a one-dimensional system. This is based on the assumption that the scattering
of fermions in the, in principle, higher-dimensional fermionic reservoir by the impurity only
affects the s-wave channel allowing an effective dimensional reduction. A fermion with
energy εd is created in the quantum dot via the operator d†. The coupling between the
fermionic reservoirs and the quantum dot in terms of the hopping amplitude g is chosen to
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Figure 5.1: Schematic illustration of the nonequilibrium protocol. The system is initially
prepared in the ground state of the decoupled system with two Fermi seas at the same
chemical potential. The initial quantum dot level εd − εF � Γ lies far above the Fermi
energy εF of both conduction bands such that the hybridization characterized by Γ can
be neglected. The periodic driving starts at time t = 0. In the first half period for times
2nT < t < (2n+1)T with n ∈ N a natural number the chemical potentials of the two leads
are chosen in such a way to establish a potential difference uR−uL = V . In the second half
period the potential difference is interchanged yielding uR − uL = −V . For more details
see main text.

be of the same strength for both channels for simplicity. The corresponding hybridization
strength Γ = πρ0g

2 is determined by the noninteracting density of states ρ0 of the two
conduction bands that is also taken to be independent of the channel index α = L/R.
The chemical potentials µα(t) of the left and right lead are chosen to be time-dependent
which generates the nonequilibrium scenario that will be investigated in this part of the
thesis. Note that the whole analysis is based on the assumption that the level spacing in
the quantum dot is sufficiently large to ignore the influence of the other electronic levels.

Below, the zero of energy will be set such that the value of the local level energy εd = 0
vanishes yielding the following parametrization of the Hamiltonian

H =
∑

k,α=L/R

[εk − uα(t)]c†kαckα +
g√
2

∑

k,α=L/R

[d†ckα + c†kαd]. (5.4)

The nonequilibrium ac protocol will be chosen as follows. For a schematic picture see
Fig. 5.1. For times t < 0 the system is supposed to be prepared in the ground state of a
decoupled system. The initial state of the system is taken as a product state of two Fermi
seas for the left and right lead with the same chemical potential µ and of an unoccupied
quantum dot level. This can be achieved by adjusting the gate voltage in such a way that
initially εd − εF � Γ. In this regime the hybridization of the local level can be neglected
yielding an unoccupied quantum dot. At time t = 0 the driving is started by periodically
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switching the chemical potentials of the left and right lead asymmetrically

uR(t) =
V

2
sgn [sin (Ωt)] , uR(t) = −uL(t). (5.5)

where sgn(x) is the sign-function with sgn(x) = 1 for x > 0 and sgn = −1 for x < 0. The
parameter Ω denotes the driving frequency Ω = π/T with T the time span for one half
period which should not be confused with temperature. This yields uR(t) = V/2 = −uL(t)
in the first half period T and uR(t) = −V/2 = −uL(t) in the second one.

The restriction to one channel of spinless fermions neglects the influence of local inter-
actions on the quantum dot. In an experimental implementation interactions will always
be present. Depending on the experimental details, however, there is a regime where inter-
actions become irrelevant in a renormalization group sense and the physics is dominated
by the noninteracting limit [100, 101]. This is the case when the local interaction strength
U ≤ Γ is smaller than the hybridization Γ between the local level and the conduction band.
In this limit it is thus possible to decouple the two spin channels and to restrict oneself to
spinless fermions.

The most important advantage of treating the noninteracting limit despite of its exper-
imental relevance in the limit Γ ≥ U is the possibility to derive exact analytical solutions.
This serves as a benchmark for more advanced studies including also interactions. This,
however, poses a great challenge on methodology such that it is instructive to study the ex-
actly solvable cases first. Below, the current and the conductance of this system is studied
based on the analytical solution.
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Abstract
We obtain exact results for the transport through a resonant level model (noninteracting
Anderson impurity model) for rectangular voltage bias as a function of time. We study both the
transient behavior after switching on the tunneling at time t = 0 and the ensuing steady state
behavior. Explicit expressions are obtained for the ac current in the linear response regime and
beyond for large voltage bias. Among other effects, we observe current ringing and PAT
(photon-assisted tunneling) oscillations.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The recent advances in nanotechnology created a lot of interest
in transport through correlated quantum impurities. While
the linear response regime essentially probes the ground
state properties of the system, transport beyond the linear
response regime explores genuine non-equilibrium quantum
many-body phenomena. However, theoretical calculations
beyond the linear response regime are challenging since
the steady state cannot be constructed via a variational
principle like equilibrium states. Even for dc bias only
recently exact numerical methods have been developed that
permit such investigations for interacting systems, notably the
time-dependent numerical renormalization group [1], Monte
Carlo methods [2, 3] and the time-dependent density matrix
renormalization group [4, 5]. Some of the analytical methods
that have been applied successfully are perturbative Keldysh
calculations [6], extensions of the renormalization group [7, 8],
flow equations [9] and generalizations of the NCA (non-
crossing approximation) to non-equilibrium [11, 10]. A
comparative review of theoretical methods can be found
in [12].

For ac bias beyond the linear response regime still
much less is known since, for example, the numerical
methods cannot easily be generalized to time-dependent bias.
Interesting ac phenomena are, for example, the photon-
assisted tunneling effect (PAT) [13] that has been observed
in experiments [14], or the ‘current ringing’ after a step-like

bias pulse [15]. Non-equilibrium Green’s function methods
can be employed [16, 15, 17] when the correlation effects
are not too strong. In the strongly correlated regime of
the Kondo model the non-crossing approximation was found
to be reliable [11, 19, 18, 20]. At a specific point of the
two-lead Kondo model it can be solved exactly [21], which
permits exact results for the current in the steady state [22],
after a rectangular pulse [23] or under sinusoidal bias [21].
Unfortunately, this special point is not generic for a Kondo
impurity that can be derived from an underlying Anderson
impurity model, which is experimentally the most relevant
situation.

A closely related direction of current research is quantum
pumping, where an ac gate voltage is applied to some central
levels of a nanostructure, which are coupled to several leads.
In this manner a direct current can be generated, see, for
example, [24–30].

In our paper we study the response of a resonant
level model (noninteracting Anderson impurity model) under
rectangular ac voltage bias after switching on the tunneling at
time t = 0.1 We derive exact analytical results for the transient
and steady state current by diagonalizing the Hamiltonian.
This exact solution contains both dc and ac bias in and
1 It should be mentioned that our model cannot be mapped to the model in [26]
by the gauge transformation introduced there because the left and right leads
are coupled to the same central level in our model. Therefore the hybridization
functions after the gauge transformation become time-dependent, which is
different from the situation studied in [26].

0953-8984/10/275604+08$30.00 © 2010 IOP Publishing Ltd Printed in the UK & the USA1
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Figure 1. A schematic diagram of our model: a step-like voltage bias is applied to the two leads coupled to the quantum dot.

beyond the linear response regime. While dc results and ac
results with sinusoidal bias have been obtained previously in
the literature [15], rectangular ac driving beyond the linear
regime seems not to have been studied before. Besides
being experimentally relevant, our results are also helpful for
exploring the various crossovers in this important model and
serve as an exact benchmark for future work.

2. Model and diagonalization

The resonant level model coupled to two leads is defined by the
following Hamiltonian:

Ĥ =
∑

kα

εk ĉ†
kα ĉkα +

∑

kα

g√
2
(ĉ†

kα d̂ + h.c.), (1)

where α = L, R denotes the leads, ĉ†
kα creates an electron

in lead α with energy εk and d̂† creates an electron at the
impurity site. The spin index can be omitted since the model
is noninteracting and we work with spinless fermions. All
energies are measured with respect to the single-particle energy
of the impurity orbital (εd ≡ 0). We take a wide band limit with
a linear dispersion relation, εk = kη, where η denotes the level
spacing and k an integer number. The hybridization is defined
by � = ρπg2, where ρ = 1/η. The impurity orbital spectral
function in equilibrium is then given by

ρd(ε) = �

π(ε2 + �2)
, (2)

which is a Lorentzian with width � as defined above.
Our strategy to obtain exact results is to first diagonalize

the discretized Hamiltonian and to then take the thermody-
namic limit η → 0. We introduce the hybridized basis ĉs =∑

k
g

εs−εk
Bsĉk+ + Bsd̂ . It is then straightforward to diagonalize

the Hamiltonian

Ĥ =
∑

k

εk ĉ†
k− ĉk− +

∑

s

εs ĉ†
s ĉs , (3)

where ĉk± = 1√
2
(ĉkL ± ĉkR). The inverse transformation is

d̂ = ∑
s Bs ĉs and ĉk+ = ∑

s
g

εs−εk
Bsĉs . The eigenvalues are

determined as solutions of the equation

εs

g2
= π

η
cot

πεs

η
. (4)

Bs is given by (for details see [31])

B2
s = g2

ε2
s + �2 + g2

, (5)

which in the thermodynamic limit yields

B2
s = g2

ε2
s + �2

. (6)

From the diagonalization one also derives the following set of
equations: ∑

s

B2
s = 1,

∑

s

g2 B2
s

(εs − εk)2
= 1,

∑

s

B2
s

εs − εk
= 0,

∑

s

B2
s

(εs − εk)(εs − εk′ )
= 0, k ′ �= k.

which will be important for calculating various summations
below.

An ac voltage bias leads to time-dependent potentials
ua(t) in the leads and the Hamiltonian takes the form

Ĥ =
∑

kα

(εk − uα(t))ĉ†
kα ĉkα +

∑

kα

g√
2
(ĉ†

kα d̂ + h.c.). (7)

We suppose that initially (at time t < 0) the left and right
lead chemical potentials are the same, μL = μR = μ, the
hybridization is switched off and that there is no electron in the
dot, nd = 0. At time t = 0 the hybridization is switched on
and a rectangular voltage bias with period 2T (see figure 1) is
applied: uR(t) = −uL(t) = V/2 for 2NT < t < (2N + 1)T
and uR(t) = −uL(t) = −V/2 for (2N + 1)T < t <

2(N + 1)T , where N is an integer denoting the number of
switching periods2. μ therefore gives the energy difference of
the impurity orbital to the ‘average’ Fermi energy of the leads
for time t > 0 (figure 1).

The current operator is defined as

Îα = sαe
dN̂α

dt
= igesα√

2

∑

k

(d̂†ĉkα − ĉ†
kα d̂), (8)

where N̂α denotes the total number of electrons in lead α and
sL

def= 1, sR
def= −1.

In the first half-period 2NT < t < (2N + 1)T the
Hamiltonian is

Ĥa =
∑

k

(
εk + V

2

)
ĉ†

kL ĉkL +
∑

k

(
εk − V

2

)
ĉ†

kR ĉkR

+
∑

kα

g√
2
(ĉ†

kα d̂ + h.c.). (9)

2 For mathematical simplicity we assume that V/2 is an integer multiple of
the level spacing η. In other words, εk ± V

2 can be written as some εk′ . This
condition will, of course, play no role in the thermodynamic limit.

2
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Because the dispersion relation is linear and k runs from −∞
to ∞ (wide band limit), we can simply relabel the fermion
operators, ĉkα = ˆ̃ck+ sα V

2η
,α. The potentials in the leads are

eliminated by this transformation and the Hamiltonian can be
diagonalized as before: Ĥa = ∑

s εs â†
s âs + ∑

k εk â†
k−âk−,

where âs = ∑
k

gBs
εs−εk

âk+ + Bsd̂ and âk± = 1√
2
(ĉk− ρV

2 ,L ±
ĉk+ ρV

2 ,R). Similarly, in the second half-period (2N + 1)T <

t < 2(N + 1)T the Hamiltonian is diagonalized as Ĥb =∑
s εs b̂†

s b̂s + ∑
k εk b̂†

k−b̂k−, where b̂s = ∑
k

gBs
εs−εk

b̂k+ + Bsd̂

and b̂k± = 1√
2
(ĉk+ ρV

2 ,L ± ĉk− ρV
2 ,R).

In the Heisenberg picture the current operator at time
t = 2NT + τ, τ ∈ [0, T ] (first half-period) can be expressed
as

Îα(t) = (eiĤa T eiĤbT )N eiĤaτ Îαe−iĤaτ (e−iĤbT e−iĤa T )N , (10)

and in the second half-period (t = (2N + 1)T + τ, τ ∈ [0, T ])

Îα(t) = (eiĤa T eiĤbT )N eiĤa T eiĤbτ Îαe−iĤbτ e−iĤa T

× (e−iĤbT e−iĤa T )N . (11)

To find Îα(t) we first calculate the time evolution of the single-
fermion operator d̂† and ĉ†

kα under Ĥa or Ĥb by expressing
d̂† and ĉ†

kα in the hybridized basis, next applying the diagonal
time evolution and finally transforming back to the original
basis. The calculation is straightforward but one needs to pay
attention when encountering summations with respect to the
eigenenergies εs . In the thermodynamic limit the summation
can be transformed into an integral when there is no pole in
the integrand, for example,

∑
s B2

s e−iεs t = ∫
dεs ρB2

s e−iεs t =
e−�t . If there are poles in the integrand we first calculate the
time derivative to get rid of the pole terms. Key formulae are

∑

s

B2
s e−iεs t

εs − εk
= e−iεk t − e−�t

εk + i�
(12)

∑

s

B2
s e−iεs t

(εs − εk)2
=

(
1
g2

+ −1 − (iεk − �)t
(εk + i�)2

)
e−iεk t

+ e−�t

(
εk + i�

)2 . (13)

By using these two formulae we get

eiĤ(a,b)T d̂†e−iĤ(a,b)T = e−�T d̂† +
∑

kα

g√
2

W (a,b)

kα ĉ†
kα (14)

eiĤ(a,b)T ĉ†
kαe−iĤ(a,b)T = g√

2
W (a,b)

kα d̂†

+
∑

k′α′

(
g2(W (a,b)

kα − W (a,b)
k′α′ )

2(ε
(a,b)
kα − ε

(a,b)
k′α′ )

+ δα,α′δk,k′ eiε(a,b)
kα T

)
ĉ†

k′α′ ,

(15)

where W (a,b)
kα (T ) = eiε(a,b)

kα
T −e−�T

ε
(a,b)
kα −i�

, εa
kL = εb

kR = εk + V/2 and

εa
kR = εb

kL = εk − V/2. Employing this formula twice gives

the evolution over a full period:

eiĤa T eiĤb T d̂†e−iĤb T e−iĤa T = e−2�T d̂† +
∑

kα

g√
2

Da
kα ĉ†

kα,

eiĤa T eiĤb T ĉ†
kαe−iĤbT e−iĤa T =

∑

k′α′
(Kk′α′,kα

+ δk,k′ δα,α′ e2iεk T )ĉ†
k′α′ + g√

2
Db

kα d̂†, (16)

where

D(a,b)
kα = eiε(a,b)

kα T W (b,a)
kα + e−�T W (a,b)

kα ,

Kk′α′,kα = eiεa
k′α′ T g2(W b

k′α′ − W b
kα)

2(εb
k′α′ − εb

kα)

+ eiεb
kα T g2(W a

k′α′ − W a
kα)

2(εa
k′α′ − εa

kα)
+ g2

2
W a

k′α′ W b
kα . (17)

We perform the summation over k by transforming it into an
integral and then employing the residue theorem. Applying the
above formula recursively N times yields

(eiĤa T eiĤb T )N d̂†(e−iĤbT e−iĤa T )N = e−2N�T d̂†

+
∑

kα

g√
2

Da
kαγN (k)ĉ†

kα,

(eiĤa T eiĤb T )N ĉ†
kα(e−iĤb T e−iĤa T )N =

∑

kα

g√
2

Db
kαγN (k)d̂†

+
∑

k′α′
(αN (k ′, k)Kk′α′,kα + δk,k′ δα,α′ e2N iεk T

+ g2

2
βN (k ′, k)Da

k′α′ Db
kα)ĉ†

k′α′ , (18)

where α0 = β0 = γ0 = 0 and the recursion relations are

αN+1(k ′, k) = αN (k ′, k)e2iεk′ T + e2N iεk T ,

βN+1(k ′, k) = βN (k ′, k)e2iεk′ T + γN (k),

γN+1(k) = γN (k)e−2�T + e2N iεk T .

It is easy to find

αN = e2N iεk T − e2N iεk′ T

e2iεk T − e2iεk′ T (19)

γN = e2N iεk T − e−2N�T

e2iεk T − e−2�T
. (20)

In the first half-period the current evaluates to

Iα(t)=sα

e�
h

∫
dεk nk

(∑

α′
�|ξ (1)

kα′ |2 − 2 Im(ξ
(1)
kα e−2N iεk T −iεa

kατ )

)
,

(21)
where ξ

(1)
kα = Da

kαγN (k)e−�τ +e2N iεk T W a
kα(τ ). nk is the Fermi–

Dirac distribution function. In the following we will always
specialize to the zero temperature case (nk = 1 for k < 0,
nk = 0 for k � 0). In the second half-period the current
evaluates to

Iα(t) = sα

e�
h

∫
dεk nk

(∑

α′
�|ξ (2)

kα′ |2

− 2 Im(ξ
(2)

kα e−2N iεk T −iεa
kα T −iεb

kατ )

)
(22)

3
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where ξ
(2)

kα = Da
kαγN (k)e−�(T +τ) + e2N iεk T (W a

kαe−�τ +
eiεa

kα T W b
kα(τ )). To simplify notation in lengthy expressions we

will frequently employ � as the unit of energy and current,
and 1/� as the unit of time. In the final results we always
reintroduce all dimensionful parameters.

3. Buildup of the steady state

There is a transient time regime after the coupling of the dot to
the leads is switched on at time t = 0 before a steady state has
built up. Initially, the left lead current is opposite to the right
one and the initially empty dot is being charged. We will see
that these transient effects decay exponentially (proportional to
e−�t ) to the steady state.

Let us explicitly look at the two limits of period T → ∞
(dc bias) and T → 0 (very fast driving). For T → ∞ one finds
from equation (21)

Iα(t) = sα

e
h

∫
dεk nk

(∑

α′

1 + e−2t − eiεa
kα′ t−t − e−iεa

kα′ t−t

(εa
kα′ )2 + 1

− 2 Im
[

1 − e−iεa
kα t−t

εa
kα − i

])
. (23)

The steady limit (t → ∞) is

I = e�
h

∫
dε

(
n
(

ε + eV
2

)
− n

(
ε − eV

2

))
�

ε2 + �2
(24)

which, of course, coincides with the well-known result for the
stationary dc current [15], e.g. for zero temperature

I = 2e�
h

arctan
(

eV
2�

)
. (25)

In the fast driving limit T → 0 we keep t = 2NT
invariant and let N → ∞. According to the Trotter formula,
the evolution then becomes equivalent to zero voltage bias [32],
limT →0(eiĤa T eiĤbT )N = ei(Ĥa+Ĥb)T N . We find

Iα(t) = sα

2e�e−t

h

∫
dε n(ε)

e−t − cos εt − ε sin εt
ε2 + 1

. (26)

In figure 2 we show the transient currents in the left and right
leads for different periods T when μ = 0. The current
oscillations are suppressed when the frequency goes to infinity.
The I (t) curves gradually change from the dc limit to the high
frequency limit described by equation (26) when the period T
decreases. In the fast driving limit the left and right currents are
opposite to each other and both decay to zero with increasing
time.

4. Steady state behavior

When the time is much larger than 1/�, the current reaches its
steady state behavior. By taking N → ∞ we find this steady
state limit given by

Iα(τ ) = sα

e�
h

∫
dεk nk(|ξ̃kL|2 + |ξ̃kR|2 − 2 Im ξ̃kα), (27)

Figure 2. Time-dependent current for different switching periods T
of the ac voltage bias (top: infinitely fast driving, middle:
intermediate fast driving, bottom: dc case). Zero temperature and ac
voltage bias V = � in all graphs. The full lines denote the left lead
current, while the dashed lines the right lead current. The
hybridization is switched on at time t = 0. Notice the discontinuous
onset of the current at t = 0, which is due to the wide band limit for
the conduction band (a detailed discussion can be found in [2]).

where 0 � τ � T . In the first half-period we have

ξ̃kα = 1
εa

kα − i
+ sαV (e2iεT −iεa

kα τ−τ − eiεa
kα (T −τ)−T −τ )

(e2iεT − e−2T )(εa
kα − i)(εb

kα − i)
, (28)

and in the second half-period

ξ̃kα = 1
εb

kα − i
+ sαV (eiεb

kα (T −τ)−T −τ − e2iεT −iεb
kατ−τ )

(e2iεT − e−2T )(εa
kα − i)(εb

kα − i)
. (29)

From equations (28) and (29) one immediately verifies that the
steady state current satisfies Iα(τ ) = −Iᾱ(τ + T ) as expected
intuitively, where ᾱ denotes the opposite lead.

4.1. Linear response regime

In the linear response regime of small voltage bias a sinusoidal
signal drives a sinusoidal current with the same frequency,
and signals with different frequencies can be superimposed
linearly. Therefore we can factorize the rectangular signal
into a series of sinusoidal components and find the frequency-
dependent complex admittance of the system.

In the linear response regime the left lead current is equal
to the right lead one and can be expressed as a Landauer–
Büttiker-like formula:

lim
V →0

I (τ )

V
= e2

h

∫
dε n(ε)T (ε), (30)

where

T (ε) = 2ε�3

(ε2 + �2)2
− Im

[
2�2eiεT −iετ−τ

(eiεT + e−T )(ε − i�)2

]
. (31)

We Fourier-transform both the ac voltage signal and the
current. We define I (ωn) = ∫ 2T

0 dt eiωn t I (t) =

4
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Figure 3. The linear admittance of a resonant level model for various
level positions μ (energy of the dot level with respect to the Fermi
energy in the leads) at zero temperature. The top graph shows the
absolute value of the admittance, the bottom one its phase.

2
∫ T

0 dτ eiωnτ I (τ ), where we use the property I (τ + T ) =
−I (τ ) and V (ωn) = ∫ 2T

0 dt eiωn t V (t). Here ωn = nπ
T and

n is an odd number. The voltage bias is −V for 0 � t � T and
V for T � t � 2T , leading to V (ωn) = 4V

iωn
. By adjusting T

the frequency ωn can be an arbitrary real number and the linear
response admittance G(ω) = I (ω)/V (ω) at zero temperature
is given by

G(ω) = e2

h

(
arccot −ω−μ

�
− arccot ω−μ

�

2ω/�

− i�
4ω

ln
(μ2 + �2)2

((μ + ω)2 + �2)((μ − ω)2 + �2)

)
, (32)

where μ denotes the position of the dot level with respect to the
average Fermi energy of the leads, see figure 1. Equation (32)
agrees with previous ac calculations in the linear response
regime, see [33]. Figure 3 depicts G(ω) for different level
positions μ. The admittance goes to zero for fast driving,

ω → ∞. For ω → 0 one recovers the well-known dc
conductance G = e2

h
�2

μ2+�2 . For asymmetric dot positions the
resonance peak is around ω = μ, showing the PAT (photon-
assisted tunneling) effect [14]: when the frequency of the ac
signal is equal to the energy difference of the dot level from
the Fermi energy in the leads, electrons in the leads can absorb
a photon and jump into the dot. Notice from figure 3 that
the symmetric dot always acts like an inductor, as already
explained in [33]. For asymmetric dots there is a crossover
from capacitive to inductive behavior around ω = μ [33].

4.2. Beyond the linear response regime

For a voltage bias beyond the linear response regime it
is impossible to calculate G(ω) by performing a Fourier
transformation since the different frequency components
interact with each other nonlinearly. Therefore we now depict
the behavior of the current I (t) as a function of time t during
one full period in the steady state situation. Due to the
nonlinearities we need to discuss this separately for different
driving periods T . We will always take zero temperature in
the following, so the generalization to nonzero temperature is
straightforward.

We first look at fast driving, T 	 �−1. For the
symmetric situation the I –t curve becomes triangled: the
current decreases from maximum to minimum in the first half-
period, and then increases from minimum to maximum in the
second half-period, see figure 4. In the opposite slow driving
limit T 
 �−1, the I –t curve becomes rectangled. The
saturated current in each half-period is simply given by the
corresponding steady dc current (25). For intermediate driving
speed, T ∼ �−1, we observe ringing oscillations [15] of the
current with period 4π/V (see figure 5).

For asymmetric dot positions μ �= 0 the current also
has characteristics of PAT and ringing, which are, however,
not easily visible in a plot like figure 6. Clear signatures
can be found in the differential conductance with respect
to the gate voltage, which we denote as gate differential

Figure 4. The steady state current in one period for fast driving (here T = 0.1/� and zero temperature) in a symmetric resonant level model
(μ = 0). The left figure depicts the current I (units e�/h) in the nonlinear regime and the right figure shows I/V (units e2/h) for smaller
voltage bias (linear response regime). Because the driving period is shorter than the time required to establish stationarity in one period, the
time-dependent current looks triangular.

5
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Figure 5. The steady state current in one period for intermediate driving (here T = 1/� and zero temperature) in a symmetric resonant level
model (μ = 0). The left figure depicts the current I (units e�/h) in the nonlinear regime, and the right figure shows I/V (units e2/h) for
smaller voltage bias (linear response regime). The oscillations of the current with period 4π/V (‘current ringing’ [15]) are clearly visible for
large bias.

Figure 6. The steady state current in one period for intermediate driving (here T = 1/� and zero temperature) in an asymmetric resonant
level model (μ = 5�). The left figure depicts the current I (units e�/h) in the nonlinear regime and the right figure shows I/V (units e2/h)
for smaller voltage bias (linear response regime). The crossover from capacitive to inductive response (compare figure 3) leads to a
complicated behavior of the current in the first half-period.

conductance Ggate to distinguish it from the usual definition
of differential conductance with respect to the voltage bias
between the leads. We define

Ggate
α (ε, τ )

def= dIα(τ )

dμ

∣∣∣∣
μ=ε

(33)

and the current can then be expressed as Iα(τ ) =∫ μ

−∞ dε Ggate
α (ε, τ ).

Figures 7 and 8 show Ggate in the first half-period (Ggate

in the second half-period follows via Ggate
2nd (ε) = Ggate

1st (−ε)).
In the linear response regime we find a pair of bright PAT
lines at ε = ±π/T (see figure 7). In the regime far from
equilibrium, high order PAT lines at ε = nπ/T (|n| � 2) can
be observed (see figure 8), indicating multiple photon-assisted
tunneling processes. These PAT lines combine and are replaced

by a pair of bright resonance lines at ε = ±V/2 when the
period increases. This demonstrates that ac transport for high
frequencies is dominated by photon-assisted tunneling, and by
resonance tunneling for low frequencies.

5. Conclusions

We have investigated a resonant level model driven by
rectangular ac bias in and beyond the linear response regime.
Even this simple model shows surprisingly rich behavior in its
transport properties. One can observe specific non-equilibrium
effects like the buildup of the steady state, current ringing
and photon-assisted tunneling, and the crossover to the well-
studied limiting cases of dc bias and linear response regime.
The results are exact and based on an explicit diagonalization

6
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Figure 7. The gate differential conductance Ggate
L (ε, τ) (units e2/h) in the linear response regime (V = 0.2� and zero temperature) for period

T = 0.2/� in the left figure and T = 0.6/� in the right figure. The pair of bright lines symmetric to ε = 0 are the PAT lines at ε = ±π/T .

Figure 8. The gate differential conductance Ggate
L (ε, τ) (units e2/h) for large voltage bias (V = 20�) and zero temperature. The top left

figure shows fast driving (T = 0.2/�), T = 0.5/� in the top right figure, intermediate driving (T = 1/�) bottom left and slow driving
(T = 5/�) bottom right. The y axis denotes the energy ranging from −20� to 20�. For fast driving (T < 0.8/�) the higher-order PAT lines
are clearly visible. For slower driving (T > 0.8/�) the PAT lines away from ε = ±V/2 disappear with increasing T .

of the Hamiltonian in the first and second half-periods of the
rectangular voltage bias driving. Within the flow equation
framework, this approach can easily be generalized to an
interacting quantum impurity model exposed to ac driving
beyond the linear regime. Much less is known about such
systems, which provides another motivation for this work and
will be studied in a subsequent publication.
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5.3 Parametric instability in periodically driven Lut-

tinger Liquids

As the Kondo model for strongly correlated quantum impurity systems the Luttinger liquid
constitutes the paradigm for strongly correlated and interacting electron systems in low
dimensions. For some details about the equilibrium properties see Sec. 2.2. For interaction
quenches the dynamics of Luttinger liquids exemplifies the properties of integrable systems
in the sense of absence of thermalization in the long-time limit. Instead of being equiva-
lent to a canonical state the asymptotic steady state is equivalent to a generalized Gibbs
ensemble [29]. For details about interaction quenches and the question of thermalization
see the introduction in Ch. 2.

As already emphasized in the beginning of Ch. 5 there are only a few examples in
the literature where the properties of interacting strongly correlated many-body systems
in the presence of periodic driving are addressed. Below, the impact of a periodic time-
dependence of the interaction strength onto the properties of a system of spinless fermions
in one dimension is investigated. The Hamiltonian of the periodically driven Luttinger
liquid is given by:

H(t) = H0 +Hint(t). (5.6)

The kinetic energy remains unchanged compared to the equilibrium situation

H0 = vF
∑

k,η=L/R

k : c†kηckη : (5.7)

whereas the interaction part acquires a time-dependence

Hint(t) =
∑

η=L/R

∫ L/2

−L/2
dx

∫ L/2

−L/2
dx′ ρη(x)

1

2
U(x− x′; t)ρη(x′) +

+

∫ L/2

−L/2
dx

∫ L/2

−L/2
dx′ρL(x)U(x− x′; t)ρR(x′). (5.8)

For details about the Hamiltonian and its derivation see Sec. 2.2. This Hamiltonian differs
from the equilibrium case only through the periodic time dependence of the interaction
U(x − x′; t) with an associated Fourier transform Uq(t) =

∫
dx e−iqx U(x; t). Throughout

the analysis below a repulsive interaction potential Uq(t) > 0 is considered. The colons
: . . . : denote normal ordering relative to the Fermi sea and vF is the Fermi velocity.
The fermionic density ρη(x) with η = L/R is determined by the fermionic fields ψη(x) =√

2π/L
∑

k e
−ikxckη via ρη(x) =: ψ†η(x)ψη(x) : . The operator c†kη creates a fermion of the

species η = L/R with wave vector k .
In the nonequilibrium scenario under investigation the system is initially prepared in

the ground state |ψ0〉 at some fixed interaction strength such that Uq(t < 0) = Vq(1 + ν) is
chosen to be time-independent for times t < 0. At time t = 0 the periodic driving is started
with the following parametrization of the time-dependence of the interaction potential

Uq(t) = Vq[1 + ν cos(Ωt)]. (5.9)
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Throughout the following analysis only repulsive interactions will be studied such that
Vq > 0 and 0 < ν < 1. The interaction potential is supposed to be of finite range and
cut off beyond a momentum scale qc. This turns out to be important, see below. Note
that for the experimental realization in an optical lattice it is not the interaction strength
itself that is under direct control. Instead it is possible to vary the hopping amplitude
J(t) = J0[1−ν cos(Ωt)] periodically as has been done for spectroscopy [165, 178]. Regarding
the time evolution operator this, however, maps onto a problem with time-independent
hopping J = J0 and an interaction strength U → U(t) = U/[1 − ν cos(Ωt)]. For small
amplitudes ν � 1 this then approximately gives U(t) ≈ V [1 + ν cos(Ωt)] in first order in
ν as desired with respect to Eq. (5.9). Note that the precise value of ν has no influence
on the qualitative results of the discussion below such that the restriction ν � 1 for a
realization in optical lattices would have no impact on the main conclusions.

Note that only the case of spinless fermions is considered. This reduced model system
already incorporates most of the characteristic features of interacting fermions in 1D. For
a system of fermions with spin in equilibrium, for example, the dynamics separates into
two independent sectors of spin and charge, a phenomenon called spin-charge separation,
each of which can be modeled by a Hamiltonian of the form in Eq. (5.6). Note that the
influence of a periodic modulation of the Fermi velocity onto the momentum distribution
in case of fermions with spin has been investigated recently [62].

The interaction strength is characterized by the dimensionless number

α =
V0

2πvF
(5.10)

which within the validity of the Luttinger model is always chosen α < 1. The interaction
potential Vq is assumed to be cut off beyond the momentum scale qc. In the numerical
simulations a Gaussian is chosen for simplicity, i.e., Vq/(2πvF ) = α exp[−(q/qc)

2].
Although the Hamiltonian in Eq. (5.6) is quartic in fermionic operators it can be

mapped onto a quadratic and exactly solvable problem using the bosonization technique [34].
Introducing bosonic operators [34]

bqη = −i
√

2π

Lq

∑

k

c†k−qηckη, q > 0,

b†qη = i

√
2π

qL

∑

k

c†k+qηckη, q > 0, (5.11)

for each right- and left-moving branch η = L/R, the Hamiltonian in Eq. (5.6) can be
mapped onto a quadratic but time-dependent bosonic problem

H =
∑

q>0,η=L/R

ωq(t)b
†
qηbqη −

∑

q>0

q
Uq(t)

2π

[
b†qLb

†
qR + bqRbqL

]
+ ∆(t). (5.12)

The dispersion of the diagonal part of the above Hamiltonian is given by

ωq(t) = qvF

(
1 +

Uq(t)

2πvF

)
. (5.13)
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The overall constant ∆(t) = (2π)−1
∑

q>0 qUq(t) has no effect on the time evolution of
observables except the internal energy density itself as discussed below. In principle, it is
possible to diagonalize this Hamiltonian using a time-dependent unitary transformation.
However, it turns out to be suitable to determine the dynamics in the untransformed basis,
see Sec. 5.3.1 below.

Irrespective of the details the periodically driven Luttinger liquid develops a parametric
instability [84, 62, 133]. Along with the instability comes an exponential growth in the
internal energy of the system. The periodic driving leads to an “overheating“ in the long-
time limit. On intermediate time scales, however, set by the interaction strength and the
finite range of the interaction meta-stable states with long lifetimes can form. These meta-
stable states are characterized by approximately constant time-averaged internal energies.
The overheating signals that beyond the onset of the instability additional internal pertur-
bations or external dissipation mechanisms have to be included for a realistic description
at long times. Nevertheless, at intermediate times the physics will still be dominated by
the meta-stable states found below. It is argued that one possible internal mechanism
for the suppression of the instability may be the inclusion of quadratic corrections of the
initial fermionic dispersion relation. But this renders the problem nonintegrable and the
exact solvability is spoiled, see Sec. 2.2. Possible dissipation mechanisms depend strongly
on the particular experimental realization of the system. For an implementation in a solid
state context such as gold chains on surfaces [18] the coupling of the system to phonons of
the underlying bulk structure will constitute an important mechanism to dissipate energy.
When realized in optical lattices where phonons are absent an important mechanism will
be the emission of photons.

The instability shows different manifestations in different quantities. In the fermionic
particle density perturbations are exponentially amplified yielding a superlattice with a pe-
riodicity set by the driving frequency Ω, the interaction strength, and the finite range of the
interaction. The fermionic momentum distribution develops steps that can be associated
with processes where fermions scatter off each other by absorbing quanta of the driving
frequency. This is another example where for periodically driven systems the dominant
processes are not only the energy conserving ones but rather those where the energy is
conserved up to a multiple of the driving frequency, see also the discussion about photon-
assisted tunneling in Sec. 5.2. The external periodic driving force provides an energy
reservoir in quantized units of the driving frequency Ω that particles can use to over-
come energy barriers as in case of photon-assisted tunneling, see Sec. 5.2, or that allows
fermions to enlarge their available phase space at higher energies where more free states
are accessible for scattering, see below.

Another consequence of the parametric instability is the breakdown of the adiabatic
limit even in case of a vanishing driving frequency Ω→ 0. The number of periods that the
system can adiabatically follow the ground state is independent of the driving frequency
and only depends on the interaction strength. Thus, irrespective of how slowly the system
is driven the regime of adiabaticity is limited.
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5.3.1 Nonequilibrium time evolution

For the dynamics of all the quantities considered such as energy density, fermionic density,
and the momentum distribution it is sufficient to solve the Heisenberg equations of motion
for the bosonic operators

d

dt
bqη(t) = −iωq(t)bqη(t) + iq

Uq(t)

2π
b†qη (5.14)

with η the conjugate species of η, i.e., L = R and vice versa. These differential equations
for operators can be transformed into differential equations for complex functions χqη(t)
and λqη(t) defined by

bqη(t) = χqη(t)bqη + λqη(t)b
†
qη. (5.15)

when inserted into Eq. (5.14). The resulting systems of coupled differential equations can
be cast into a more familiar form by regarding appropriate superpositions

αqη = χqη − λ∗qη, βqη = χqη + λ∗qη. (5.16)

The function αqη is the solution of a parametrically driven harmonic oscillator and obeys
a Mathieu equation in properly scaled parameters

d2αqη(τ)

dτ 2
+ ε2q [1 + 2γq cos(2τ)]αqη(τ) = 0 (5.17)

with the dimensionless time τ = Ωt/2, the natural frequency εq = 2vF qΩ
−1
√

1 + Vq/(πvF )
of the harmonic oscillator, and γq = νVq/(2πvF +2Vq) the coupling strength of the periodic
perturbation. The initial conditions for the solution of the Mathieu equation are αqη(t =
0) = 1 and α′qη(t = 0) = −ivF q. The remaining function βqη = i(qvF )−1dαqη(t)/dt is just
proportional to the time derivative of αqη.

Concluding, the time evolution in the periodically driven Luttinger liquid is equivalent
to a set of parametrically driven harmonic oscillators. The Mathieu equation in Eq. (5.17)
in general exhibits no analytic solution in terms of elementary functions, for special cases,
however, such as parametric resonance, approximate analytical solutions are available,
see below. For the general case the differential equations are solved numerically using a
standard 4-th order Runge-Kutta algorithm.

The driven harmonic oscillator in Eq. (5.17) shows an instability with exponentially
growing amplitudes αqη in the case of parametric resonance which occurs for that particular
plasmonic mode q for which εq = 1 or equivalently Ω/2 = vF q

√
1 + Vq/(πvF ) [102].

In the following it is important to distinguish two different cases of fast and slow driving.
The energy scale Ω∗ associated with the crossover between the two limits is set by

Ω∗ = vF qc. (5.18)

For slow driving Ω � Ω∗ the resonant bosonic mode q∗ for which parametric occurs is
determined by

q∗

qc

Ω�Ω∗−→ 1√
1 + 2α

Ω

2Ω∗
(5.19)
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to leading order in Ω/Ω∗. The rate Γ of the associated exponential growth in time can be
determined using standard methods [102]

Γ
Ω�Ω∗

=
1

4

αν

1 + 2α
Ω. (5.20)

The time scale t∗ for the onset of the instability is then determined by the rate Γ via

t∗ = Γ−1. (5.21)

In the opposite case Ω� Ω∗ of fast driving the resonant mode

q∗

qc

Ω�Ω∗−→ Ω

2Ω∗
(5.22)

is independent of the interaction potential up to corrections suppressed by the cutoff qc.
The associated rate of the exponential growth is then given by

Γ
Ω�Ω∗

=
1

4
ΩνVq∗ . (5.23)

Its precise behavior for Ω/Ω∗ � 1 or equivalently q∗/qc � 1 depends on the details of
the large momentum behavior of the interaction potential. If Vq ∼ exp[−Cq] for some
constant C > 0 the rate Γ ∼ exp[−DΩ/Ω∗] with D = Cqc/2 is suppressed exponentially.
Analogously, algebraically decaying potentials Vq ∼ (q/qc)

−µ yield a power law dependence
Γ ∼ (Ω/Ω∗)1−µ.

Remarkably, as Γ is linear in Ω for slow driving, see Eq. (5.20), the adiabatic approxi-
mation breaks down after a fixed number of periods Nper ∼ Ω/Γ = 4(1 + 2α)/(αν) set by
the interaction strength α and the coupling to the periodic perturbation ν irrespective of
Ω. By reducing the driving frequency one cannot increase the number of periods for the
validity of the adiabatic approximation.

5.3.2 Internal energy density

Typically, the periodically driven quantum many-body systems considered so far in the
literature ignore the possible influence of dissipation mechanisms onto the dynamics, with
the exceptions of Refs. [174, 9, 3]. This is an important issue because the energy in
the system will increase during the considered nonequilibrium protocol. For bounded
Hamiltonians, fermionic or spin systems on a lattice, for example, the internal energy will
necessarily saturate, for unbounded Hamiltonians this need not be the case. Due to the
parametric instability the internal energy of the Luttinger liquid diverges as will be shown
below. Even though the internal energy for bounded Hamiltonians will always stay finite,
the question whether the unavoidable presence of dissipation mechanisms may at some
point in time have a considerable influence onto the dynamics is still largely unanswered.
The existence of the instability naturally sets the time scale t∗, see Eq. (5.21), beyond which
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Figure 5.2: Time evolution of the internal energy density E(t) (blue lines) and its time
average E(t) (red dashed lines) for different driving frequencies Ω in units E∗ = qcΩ

∗. For
these numerical simulations an analytic interaction potential Vq/(2πvF ) = α exp(−(q/qc)

2)
has been chosen with α = 1/2 and ν = 1/5.

additional internal properties such as the curvature of the fermionic dispersion relation or
external dissipation mechanisms have to be included for a realistic description.

The internal energy density E(t) of the periodically driven Luttinger liquid system at
time t is given by

E(t) =

∫ ∞

0

dq

2π

[
2ωq(t)K

1
q (t)− qUq(t)

2π
K2
q (t)

]
+

∆(t)

L
(5.24)

where

K1
q (t) = sinh2(θq) + |λqL(t)|2 cosh(2θq) +

+ Re[χqL(t)λ∗qL(t)] sinh(2θq),

K2
q (t) = sinh(2θq) Re[λ2

qL + χ2
qL] +

+2 cosh(2θq) Re[λqLχqL], (5.25)

and ωq(t) given by Eq. (5.13). The Bogoliubov angles θq corresponding to the initial state
are determined by the formula tanh(2θq) = Vq(1 + ν)/(2πvF + Vq(1 + ν)). Note that
the Luttinger liquid Hamiltonian in Eq. (5.6) appears typically as the low-energy theory
derived from more complicated many-body systems. Within such a mapping additional
time-dependent contributions to ∆(t) in Eq. (5.12) can be generated in the periodically
driven case. Those contributions depend on the details of the model and have to be
worked out for each particular case. In the present work we are interested in the generic
low-energy properties that are all contained in the Luttinger liquid description of the model
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Hamiltonian in Eq. (5.6). Thereby we ignore additional contributions to the energy density
that are generated by the mapping onto this low-energy theory.

In Fig. 5.2 plots for E(t) are shown for different driving frequencies. Periodically driven
systems without instabilities develop stationary states at long times where expectation
values time-averaged over one period become time-independent [151]. Besides the internal
energy density also its time average has been included

E(t) =
Ω

2π

∫ t+2π/Ω

t

dt′ E(t′) (5.26)

in Fig. 5.2 for the identification of such stationary states.

In case of fast driving Ω � Ω∗ the rate Γ of the parametric resonance is strongly
suppressed due to the finite cutoff scale qc of the interaction potential, see Eq. (5.23). After
the initial transient dynamics following the start of the periodic driving the system settles
to a stationary state with a constant time-averaged energy density. As Γ is small but still
finite the system will nevertheless develop the instability for times t > t∗. Consequently
this intermediate state is only meta-stable.

In the limit Ω → ∞ the dynamics becomes effectively equivalent to one of a time-
averaged Hamiltonian if there exists a mechanism that prevents the absorption of high-
energy photons [71]. In the present model system this mechanism is provided due to the
finite range qc of the interaction. Physically speaking, the system is not able to follow
the fast external perturbation and only perceives its average contribution. As the initial
state is not an eigenstate of the time-averaged Hamiltonian for times t > 0 the dynamics
becomes equivalent to that of an interaction quench. Indeed, the time-averaged energy
density E(t) follows precisely the behavior of the interaction quench scenario.

When the driving frequency is lowered below the crossover scale Ω∗ the rate of the
instability Γ grows rapidly. As a consequence, the transient dynamics is directly followed
by a linearly increasing contribution due to the influence of the instability. For Ω . Ω∗ the
instability is so strong that it hinders the buildup of a meta-stable state completely. For
even lower frequencies, however, the rate Γ ∼ Ω decreases again opening up the window
for the meta-stable state for times t up to t ∼ Ω−1 as can be clearly observed in Fig. 5.2.

5.3.3 Fermionic density

The internal energy density of the system mirrors the instability by showing a divergence
at times t > t∗. The question, however, which internal perturbations can prevent the
buildup of the instability has not been touched up to now. Regarding the time evolution
of the fermionic density it is argued that it may be sufficient to include the curvature of
the fermionic dispersion relation.

In the following the dynamics of an initially localized fermionic density wave packet is
analyzed in presence of the periodic driving. The time evolution of a local perturbation in
the fermionic density is solely determined by the solution αqη(t) of the Mathieu equation,
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Figure 5.3: Time evolution a localized perturbation in the fermionic density ρ(x, t) for the
cases of fast (upper plot) and slow (lower plot) driving. Again, an analytic interaction
potential Vq/(2πvF ) = α exp(−(q/qc)

2) has been chosen with α = 1/5 and ν = 1/2 for
these numerical simulations. The initial density profile is a Gaussian.

see Eq. (5.17),

ρ(x, t) = 2

∫ ∞

0

dq

2π
cos(qx) ρ0

q Re[αqL(t)] (5.27)

with ρ0
q =

∫
dqe−iqxρ0(x) characterising the initial density profile ρ0(x) = ρ(x, t = 0).

In Fig. 5.3 the fermionic density is shown for the fast and slow driving regimes where a
Gaussian wave packet has been chosen as initial condition for illustration.

For fast driving Ω � Ω∗ one observes that the initial local perturbation first splits
into right- and left-moving contributions. In course of time, however, away from the main
peak satellites appear within a light cone whose maximal extent one can estimate by the
maximal bosonic phase velocity vmax = vF

√
1 + 2α(1 + ν) of the instantaneous equilibrium

Hamiltonians. This picture is suitable for times t < t∗ before the onset of instability.
In the opposite case Ω � Ω∗ a completely different picture emerges. After a fixed

number of periods Nper ∼ Ω/Γ = 4(1 + 2α)/(αν) to leading order in Ω/Ω∗ the dynamics
is dominated by the parametric resonance leading to an exponential growth of the initial
perturbation for x� vmaxt

ρ(x, t)
t�t∗−→ qcA cos(q∗x) cos

(
Ωt

2
+ π/4

)
eΓt (5.28)

with A a constant nonuniversal prefactor. A superlattice forms with a period

x∗ = 2π/q∗ (5.29)

set by the resonant mode, see Eqs. (5.19,5.22), whose amplitude is growing exponentially
at a rate Γ. Note that this does not lead to a violation of particle number conservation as
it might seem from the plot in Fig. 5.4. For each density hump there also exists a valley
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of depletion of fermionic charge carriers. Moreover, the superlattice extends only over a
distance d ∼ vmaxt within the light cone set by the maximal sound velocity. Integrating
over the whole real-space shows that the particle number is still conserved as one can
directly check via Eq. (5.27).

The aim of the following is to argue that including the curvature of the fermionic dis-
persion relation will cut off the exponential growth of the superlattice for sufficiently large
densities. In the limit of slow driving one can approximately neglect the influence of the fi-
nite range of the interaction and set Vq ≈ V0. For a q-independent interaction the influence
of a nonlinear fermionic dispersion relation can be accounted for approximately [148, 76].
The time-independent version of the Hamiltonian in Eq. (5.6) including the quadratic cur-
vature contribution can be mapped to a free Fermi gas [148, 76]. For a free Fermi gas the
buildup of large densities is prevented due to the nonlinear dispersion eventually leading
to the production of shock waves [15].

5.3.4 Momentum distribution

In equilibrium the momentum distribution for the fermionic particles exemplifies the dif-
ferent influence of repulsive interactions in one dimension compared to higher dimensions
where Fermi liquid theory holds. In Luttinger liquids the momentum distribution shows no
jump at the Fermi energy even at zero temperature reminiscent of the absence of a finite
quasiparticle weight.

The momentum distribution function fk(t) for the left-moving fermions

fk(t) = 〈ψ0|c†kL(t)ckL(t)|ψ0〉, (5.30)

with |ψ0〉 the initial state, is connected to an equal-time correlation function f(x, t) in
real-space via Fourier transformation

fk(t) =

∫
dx

2π
e−ikxf(x, t), (5.31)

f(x, t) = 〈ψ0|ψ†L(x, t)ψL(0, t)|ψ0〉 (5.32)

that can be calculated analytically using the bosonization technique [34]

f(x, t) =
1

a+ ix
e−F (x,t). (5.33)

with a−1 an ultraviolett cut-off. The rate function F (x, t) = Feq(x) + Fp(x, t) can be
split into an equilibrium part Feq associated with the initial state and a nonequilibrum
contribution Fp(x, t) due to the periodic driving.

Feq(x) = 4

∫ ∞

0

dq

q
sin2

(qx
2

)
sinh2(θq), (5.34)

Fp(x, t) = 4

∫ ∞

0

dq

q
sin2

(qx
2

)

×
[
|λqL|2 cosh(2θq) + Re(χqLλ

∗
qL) sinh(2θq)

]
(5.35)
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Figure 5.4: Time evolution of the momentum distribution fk(t) for fast (left plot) and
slow (right plot) driving. The parameters of the numerical simulation are chosen as for the
previous plots.

Here, θq denotes the Bogoliubov angles of the diagonalizing transformation for the initial
equilibrium Hamiltonian obeying the equation tanh(2θq) = Vq(1 + ν)/(2πvF + Vq(1 + ν)).
In Fig. 5.4 numerical results for the momentum distribution for fast and slow driving are
shown.

For Ω� Ω∗ the behavior under time evolution is consistent with the picture observed
for the internal energy density in Sec. 5.3.2. Following the initial transient dynamics the
momentum distribution becomes meta-stable on intermediate times t < t∗. The momentum
distribution is self-averaging in the sense that it is time-independent in contrast to the
energy density where only the time average becomes constant. In the limit Ω → ∞ we
recover the interaction quench limit of an effectively time-averaged Hamiltonian as for the
internal energy density, see Sec. 5.3.2. In the vicinity of the Fermi level the momentum
distribution shows a nonanalytic behavior for large times

nk(t→∞)− 1

2

Ω→∞−→ sgn(k)|k/qc|γ (5.36)

with sgn(k) the sign function. The exponent γ is in precise agreement with an interaction
quench scenario [29, 141].

For slow driving Ω � Ω∗, however, the picture differs considerably compared to the
internal energy density. Immediately after the start of the periodic driving the momentum
distribution shows the presence of the parametric instability even for times t � t∗ by a
redistribution of momenta near the Fermi point k = 0. The momentum distribution smears
out in the vicinity of the Fermi surface indicating that scattering between the fermionic
particles becomes very effective at low momenta. The periodic perturbation provides suf-
ficient energy for scattering processes similar to a finite temperature in equilibrium even
though the excitations for both scenarios are fundamentally different. Physically speaking,
due to the periodic driving in a scattering process the energy difference δε of the partici-
pating fermions is only conserved up to multiples of the driving frequency δε → δε + nΩ
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corresponding to the absorption (n > 0) or emission (n < 0) of n photons of energy Ω.
For larger times, this mechanism of aborption of photons becomes more pronouned as
one can see in Fig. 5.4. The momentum distribution develops steps each of which can be
associated with fermions that have been scattered from a state vFk to vFk + nΩ. Note
that this step structure is remarkably similar to a simplified picture where in spirit of the
work by Tien and Gordon [170] for noninteracting systems the periodic driving generates a
weighted superposition of equilibrium momentum distributions shifted by an energy nΩ. It
is, however, not possible to establish such a superposition principle precisely in the present
interacting system. Due to the parametric instability the fermions are redistributed com-
pletely for times t→∞ leading to a momentum distribution fk(t→∞) = 1/2 of infinite
temperature.

5.3.5 Conclusions

In this section the dynamics of a Luttinger liquid with a periodically time-dependent re-
pulsive interaction potential has been studied. Under the periodic driving the system
develops an instability due to a parametric resonance. The associated time scale t?, see
Eqs. (5.20,5.23), sets the limit beyond which dissipation mechansims or internal pertur-
bations have to be included into an appropriate and realistic description of the dynamics.
On intermediate time scales before the onset of instability, it is possible to identify meta-
stable states for fast and slow driving with constant time-averaged internal energies. The
parametric instability generates an exponential growth of perturbations in the fermionic
density leading to the buildup of a superlattice with period x?, confirm Eq. (5.29). The
fermionic momentum distribution develops a step structure that can be associated with
fermiomic scattering processes under the absorption or emission of photons of quanta of
the driving frequency Ω.
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Chapter 6

Conclusion and outlook

Within this work nonequilibrium phenomena in quantum many-particle systems have been
investigated from different perspectives with the focus on two different generic nonequilib-
rium processes - on the one hand sudden perturbations also called quantum quenches and
on the other hand periodic driving.

The nonequilibrium properties of systems undergoing quantum quenches have been
investigated from three different points of view, namely dynamics, thermodynamics, and
dynamical phase transitions. In Ch. 2 the real-time dynamics of strongly correlated many-
body systems has been analyzed for local quenches only acting on a nonextensive part of the
system. These include the local spin dynamics in consequence of a quench in the exchange
interaction of the Kondo model in Sec. 2.1, the sudden switch on of a mobile impurity in
a chiral Luttinger liquid in Sec. 2.2 thereby identifying a new scattering channel, and the
local energy dynamics in the anisotropic Heisenberg chain in Sec. 2.3.

In Ch. 3 the properties of nonequilibrium systems has been studied from a thermo-
dynamic perspective. The work performed on a system constitutes one of the central
objects in the thermodynamic description of nonequilibrium processes. Remarkably, quan-
tum work is not an observable but rather a random variable with an associated probabil-
ity distribution function termed work distribution. Work distributions obey fundamental
nonequilibrium work fluctuation theorems such as the Jarzynski equality or the Crooks
relation that can be viewed as nonequilibrium analogues to the fluctuation-dissipation the-
orems in the linear response regime. Remarkably, quantum work distribution functions
have not been determined in experiments yet mainly because this needs a series of two
energy measurements where at least the first one has to be nondestructive.

An important contribution of this thesis is the observation that there is a deep relation
between work distributions for quenches in quantum impurity models and optical spectra
of the x-ray edge type as shown in Sec. 3.3. This allows for a detailed and controlled exper-
imental access to quantum work distributions. In the remainder of Ch. 3 the experimental
implementation of x-ray edge spectra in quantum dots is discussed that could then be used
in future experiments for the verification and analysis of nonequilibrium work fluctuation
theorems and related questions.

The central aspect of the present work is the introduction of a dynamical phase tran-
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sition for closed quantum many-body systems in Ch. 4. This definition is based on the
observation that quantum systems can exhibit nonanalyticities in real-time evolution at
critical times analogously to nonanalyticities of thermodynamic potentials in equilibrium
phase transitions at critical points. The existence of the nonanalyticities is based on an
extension of the concept of Fisher or Lee-Yang zeros to nonequilibrium quantities. These
ideas have been applied in Sec. 4.2 to quenches in the transverse magnetic field in the
one-dimensional Ising model. For the nonequilibrium dynamics the underlying equilib-
rium quantum critical point turns out to play a crucial role. Only for quenches across the
equilibrium critical point real-time nonanalyticities appear. The relevance of the dynami-
cal phase transitions onto the dynamics of the equilibrium order parameter is determined
numerically.

In the context of the introduced dynamical phase transition it is of particular impor-
tance in the future to address a number of immediate questions. The dynamical phase
transition has been demonstrated for a special model, its general relevance can only be
tested by analyzing other systems as well. Central to the notion of a phase transition is
the concept of universality. Whether and in which way this concept can be carried over
to the dynamical phase transition remains to be investigated in the future. In close rela-
tionship to universality is the question of how robust the dynamical phase transition is to
perturbations in particular those that preserve the symmetries of the model but break its
integrability.

The last part of this thesis is concerned with periodically driven quantum many-body
systems. In Sec. 5.1 a periodically driven Kondo model is investigated with periodically
switched exchange interactions where it is shown that for particular cases the steady state
in the fast driving limit cannot be described by an effective equilibrium Hamiltonian due
to the inapplicability of the Trotter formula. The ac transport through a quantum dot
beyond the linear response regime has been studied in Sec. 5.2 for a special choice of the
periodic protocol. In Sec. 5.3 the influence of a periodically modulated interaction strength
on the dynamics of interacting electrons in one dimensions has been investigated within the
Luttinger liquid paradigm. Irrespective of the details this system develops a parametric
instability leading to a breakdown of the adiabatic limit even for slow driving in the sense
that the number of periods that the system can adiabatically follow becomes independent
of the driving frequency.
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