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Abstract

In the course of this work the excited state dynamics of individual single-walled carbon
nanotubes (SWCNTs) were studied by a combination of confocal PL spectroscopy and time
correlated single photon counting (TCSPC) measurements. Nonradiative decay channels
dominate the excited state dynamics of SWCNTs leading to low photoluminescence (PL)
quantum yields and PL decay times on the picosecond timescale. Knowledge about the
microscopic nature of these decay channels is crucial to improve the material properties.
The measurements on the single nanotube level revealed large tube-to-tube variations of
PL decay times, which could be attributed to different defect densities for different tubes.
For the present SWCNT material the PL decay times only depend weakly on the nanotube
length. SWCNT material synthesized by using a cobalt-molybdenum catalyst (CoMoCAT)
systematically display short monoexponential PL decays, while the PL decay dynamics
of SWCNTs produced high pressure decomposition of carbon monoxide process (HiPco)
is either mono or biexponential depending on the respective local environment of the
nanotube. The transition from a bi- to monoexponential PL decay can be explained by
synthesis-dependent differences in defect densities. This defect related nonradiative decay
channels reduce the amplitude of one decay component below the experimental detection
limit. It is further shown, that photo-induced defects and gold atoms adsorbed to the
sidewalls of SWCNTs are shown to alter the PL properties of individual SWCNTs. Additional
low-energy PL satellite bands arise in the spectra. Their origin can be attributed to emission
from nominally dark excitons which are ”brightened” due to defect facilitated mixing of
intrinsic states with different parity/spin. The role of defects in the brightening process was
investigated by time-resolved PL measurements and complementary Raman spectroscopy.
Based on its energy separation and the unusually slow PL decay dynamics the lowest energy
satellite band can be assigned to the radiative recombination of a triplet exciton.
In a second project a common-path interference scattering approach (iSCAT) utilizing a
conventional inverted laser scanning confocal microscope combined with a photonic crystal
fibre as a supercontinuum white light source is successfully tested for its capabilities for
elastic scattering imaging and spectroscopy of individual SWCNTs.
Finally, it is shown that single layer graphene can selectively be turned luminescent upon
exposure to a mild oxygen plasma. The treatment leads to a strong and spatially uniform
PL which is characterized by a single, broad PL band extending from the visible to the
near infrared spectral region. The analysis of the defect related Raman ID/IG intensity ratio
indicates the formation of nanometer sized islands for which the sp2 conjugated lattice of
graphene is still preserved. Emission of quantum confined states within these islands is
discussed as a possible origin of the PL.
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Preface

Carbon is one of the most versatile chemical elements. Its ability to form strong covalent
single, double and even triple inter carbon bonds, which allows the formation of one, two
and three dimensional structures, such as chains, rings and cages, among those are also the
building blocks of organic life, such as DNA, RNA, proteins. In addition to the rich variety
of its chemical compounds, elemental carbon exhibits various stable modifications and
allotropes with particular different physical and chemical properties. The most prominent
modifications are graphite and diamond, which can be found in natural mineral deposits.
Both materials have been studied since centuries and are still in the focus of active research
efforts. The different physical properties of both materials, e.g. diamond is one of the
hardest materials and electrical insulator opposed by the soft graphite with its near metallic
conductivity, are the consequence of their different crystal structure.

The interplay of structure and material properties becomes even more apparent for nano-
structures, whose physical dimensions approach the extension of the electronic wave
functions and thus lead the confinement of electrons in one, two or even three dimensions.
Nanostructures exhibit completely different, to some extend surprising physical properties,
compared to their corresponding bulk counter parts.
The basic building block for low-dimensional carbon allotropes is the so called graphene,
which is basically a single layer of sp2 hybridized carbon atoms. Graphene and 1D carbon
filaments served only as model structures for theoreticians [1–3]. While there existed reports
on micrometer long one-dimensional carbon tubes since the early 50th and 70th [4–6] and
also on the existence of 2D carbon monolayers by Boehm et al. in the 1960th [7], these
discoveries remained essentially unnoticed. The synthesis methods for these materials
required more refinement and new characterization methods had to be developed in order
to allow for more systematical studies.

Within the last 25 years the research field of carbon and carbon based composites has
evolved rapidly. The key event for this fast development was the discovery of the so called
Buckminster fullerene C60 by Smalley et al. in 1985. Characteristic for the class of fullerene
molecules is their either spherical or ellipsoid cage-like structures consisting of varying
numbers of rings with five, six and seven carbon atoms. Their diameter varies between
0.4 nm for the smallest fullerene C20 up to several nanometers for fullerenes with several
tens of carbon atoms. The smaller fullerenes represent the 0D conformation (allotrope)
of elemental carbon. Along with the development of scanning tunneling and atomic force
microscopes, which are able to image andmanipulate objects on the nanoscale, the discovery
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of C60 marked the starting point of nano-science.

Six years after the discovery of the C60 in 1991 Iijima et al. reported on the discovery of long
one-dimensional carbon tubes with diameters of only a few nanometers. They presented
the first high resolution transmission electron micrographs of so called multiwalled carbon
nanotubes (MWCNT) , which are extended tube-like structures consisting of two or more
concentrically arranged carbon tubes [8]. Only two years later, two different groups Ichihashi
et al. and Bethune et al. reported independently on the synthesis and characterization of
single walled carbon nanotubes (SWCNTs) which exhibit either metallic or semiconducting
electronic properties [9, 10].

The fast rise of the 2D allotrope of carbon, the graphene, begun in 2004 with a first report of
on electronic transport measurements on this material by Novoselov et al. [11]. Almost at the
same time, two different preparation methods for graphene were introduced, which made
this material widely available to the scientific community. An elusive approach presented
by Berger et al. is based on the epitaxial growth of graphene by thermally heating a silicon
carbide substrates to high temperatures [12]. Amore simple preparationmethod based on the
mechanical exfoliation of high quality bulk graphite was introduced by Novesolov et al.Ḟor
this graphite flakes are repeatedly peeled utilizing simple scotch tape and then transferred to
a substrate [13]. The Even more fascinating were the ground-breaking follow-up experiments
on graphene based electronic devices, which revealed the relativistic properties of the
charge carriers close to the Fermi level resulting in a near ballistic sheet conductivity [11].
The observation of unusual physical phenomena, such as a room temperature anomalous
quantum Hall effect [14] or the occurrence of the Berry’s phase [15] added further to the
attraction of this material.

Both, graphene and SWCNTs, exhibit remarkably high room temperature charge carrier mo-
bilities of 30000 cm2/Vs for graphene [16, 17], excellent thermal conductivity [18, 19] and also
mechanical properties [20, 21]. These outstanding material properties in combination with
their nanometer dimensions in the case of SWCNTs and the scalability of the size and shape
of a graphene sheet with lithographic techniques make these promising materials for novel
electronic and optoelectronic devices, such as in field effect transistors [22,23], field emission
displays [24], in carbon nanotube LEDs [25] or in fast graphene based photodetectors [26,27].

The performance of future SWCNT and graphene based electronic devices depends strongly
on the interaction of the charge carriers with phonons, defects and local environment. Hence,
detailed knowledge about the optical properties of SWCNTs and graphene are of special
relevance as they provide insight into the electronic and vibronic structure and also the
factors influencing them. Photoluminescence (PL), Raman and elastic white light scattering
spectroscopy are fast and non-invasive methods to study these interactions. Complementary
time-resolved PL measurements provide information about the excited state dynamics.
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Experiments performed on the single molecule level avoid the averaging of observed values
which causes the well known inhomogeneous broadening typically observed in corres-
ponding ensemble measurements. With such experiments it is possible to identify specific
subensembles and the underlying physical processes responsible for the ensemble broadening.

In this work various optical microscopy and spectroscopy techniques based on the detection
of the PL, Raman and elastic (Rayleigh) scattered light, are employed to study the optical
properties of individual SWCNTs and plasma treated graphene. Individual SWCNTs are
weak PL and Raman emitters compared to typical organic dye molecules. Confocal laser
scanningmicroscopy (CLSM) in combination with single photon counting detectors provides
the high detection and collection efficiency as well as a good background rejection, which are
crucial for the detection of those [28–31]. Although the maximum spatial resolution which
can be achieved with standard confocal microscopy is limited by diffraction and is roughly
on the order of the wavelength of the excitation light (250-400nm), individual SWCNTs can
be studied by preparing samples which contain spatially well dispersed SWCNTs.

Synopsis of the thesis

The experimental of this thesis are presented in three different parts, each devoted to a
specific scientific question regarding the photo physics of SWCNTs or graphene. Each
experimental chapter starts with an section which introduces the scientific problem to the
reader and reviews the current state of knowledge. The thesis is structured as follows:

Chapter 1 establishes the theoretical background and is intended as a brief overview about
the current state of knowledge. The structural and electronic properties of SWCNTs and
graphene are reviewed in the framework of a free carrier approximation. On this basis
the optical processes and the related optical transition rules are outlined. In 1D systems
strong Coulomb interactions lead to the formation of excitons. SWCNTs exhibit a complex
manifold of optically allowed and forbidden excitonic states within the free carrier band-gap.
Their properties are discussed in Sec. 1.4. Following this, the PL process is presented in detail
focusing here on the microscopic origin of the observed PL energies and the current models
describing the PL decay dynamics. Furthermore, Raman scattering of SWCNTs is reviewed
and it is elucidated how Raman spectroscopy can be used as a tool for determining the cluster
size in sp2 nanographitic materials.

Chapter 2 is devoted to the two optical microscopy techniques, which were employed
throughout this work: Confocal microscopy and a common-path interference scattering
method (iSCAT). The spatial resolution of optical microscopes is limited by diffraction.
Confocal microscopes, however, offers an improved rejection of background light resulting in
an enhanced signal-to-noise ratio and also a higher axial resolution compared to a wide-field
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microscope. A general description of the confocal principle is given and the lateral and
axial resolution limit of light microscopes is elucidated. In the second part of the section
the common-path iSCAT method and its realization based on a confocal microscope in
reflection mode is presented. The formation of the interferometric signal and its dependence
on various phase contributions is elucidated based on a simple model for the mode-overlap
between the reflected and scattered light fields.

In Chapter 3 the experimental realizations of the confocal and iSCATmicroscopy techniques
are addressed. The confocal microscope setup is described in detail as well as the different
modifications to the setup required to perform time-resolved PL and elastic white light
scatteringmeasurements. The different SWCNTmaterials studied in this work are introduced
and the sample preparation yielding spatially well separated isolated SWCNTs is presented.
The standard procedure for the acquisition of PL images and spectra is presented together
with some representative experimental PL data. The basic principle of the TCSPC technique
which is employed for the acquisition of PL transients are briefly discussed, along with details
on the transient fitting procedure. As a last, the characteristics of the photonic crystal fibre
which is used as a white light source for elastic scattering measurements are specified and its
implementation in the microscope setup is shown.

In Chapter 4 the time-resolved PL decays of individual CoMoCAT SWCNTs at room
temperature are studied with the TCSPC technique. Fast PL decay times in the low pico-
second regime are observed with tube-to-tube variations in the range of 1–40 ps. For the
majority of the observed SWCNTs the PL decay is monoexponential. The origin the decay
time variations is investigated by combining PL spectroscopic data with corresponding PL
decay times for the same SWCNT. A correlation between PL decay times and PL linewidth
indicate the presence of two distinct defect related phonon-assisted nonradiative decay
channels. Variations in the defect concentrations for different SWCNTs might then account
for the observed PL decay time variations. The nanotube ends represent an intrinsic type of
nonradiative decay channel. It is known that if the highly mobile excitons reach these sites
the PL is efficiently quenched. In order to study the contribution of this decay channel to
the fast nonradiative decay rates, the dependency of the PL decay times on the nanotube
length is investigated. The discussion of the results is supported by a numerical model for the
diffusional motion of excitons in SWCNTs.

In Chapter 5 it is shown that also intrinsic nonradiative decay channels contribute to the
PL dynamics of SWCNTs. Recently, biexponential PL decays for SWCNTs synthesized by
the HiPco CVD process were reported which was attributed to a weak phonon-mediated
coupling between the bright excitonic state to a lower-energy dark state. In this chapter
the influence of different local environments and synthesis-related effects on the PL decay
dynamics of two different kinds of SWCNTmaterials, produced by the HiPco and CoMoCAT
CVD processes, is investigated. It is found that the PL decay of HiPCO SWCNTs is mostly
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biexponential with a characteristic, additional long decay component with a time constant
on the order of several hundreds of picoseconds. CoMoCAT SWCNTs on the other hand
exhibit a strictly monoexponential decay behavior irrespective of the local environment.
Based on the more narrow PL linewidth and the systematically longer PL decay times
of HiPco SWCNTs compared to the CoMoCAT material it can be concluded that this
material is less affect by synthesis related defects. An established three level kinetic model,
which was introduced to explain the biexponential PL decays in SWCNTs, is modified to
account for additional defect-related nonradiative decay channels which affect the bright
and dark excitonic states. By employing this modified model the observed transition from a
bi- tomonoexponential decay behavior for the different SWCNTmaterials can be reproduced.

The importance of defect-related external nonradiative decay channelson the decay dynamics
of SWCNTs became evident in the previous chapters. It is predicted that symmetry breaking
defects in SWCNTs can relax the optical selection rules which would allow the mixing of
excitonic states with different parity and/or multiplicity. In chapter 6 it is shown for the
first time that by intentionally introducing defects using high power laser pulses the PL
spectrum of individual SWCNTs can be considerably modified. The introduction of defects
leads to the emergence of additional groups of low-energy PL satellite bands. These new
PL bands and the changes to the main emission band, which are caused by the brightening
process, are studied by (time-resolved) PL and Raman spectroscopy. Furthermore it is
shown that low-energy PL bands with similar characteristics can be created when treating
SWCNTs with a colloidal gold solution. The results of the studies suggest that the PL of the
lowest energy satellite band can be assigned to the radiative recombination of a triplet exciton.

In Chapter 7 the first results of white light scattering measurements on individual SWCNTs
deposited on a transparent substrate are presented. Here, the general applicability of the
interference scattering method (iSCAT) for the imaging and spectroscopy of the elastic
scattering response of individual SWCNTs is investigated. In a first step the performance
of the iSCAT setup is tested for materials with known optical properties, such as gold
nanoparticles and single layer graphene. Exemplarily, the formation of the interferometric
contrast of spherical gold nanoparticles is elucidated. The influence of different parameters
on the scattering signal, such as the particle size, the axial displacement and the excitation
wavelength on the signal is discussed. It is found that the scattering signal of individual (6,5)
and (8,3) SWCNTs is mainly governed by the excitonic E22 optical transition. The presence of
an individual SWCNT in the laser excitation focus reduces the amount of back reflected laser
light off the glass substrate by approximately 4–8%, which is of comparable magnitude as
the scattering contrast of 20 nm gold nanoparticles. By comparing the scattering amplitudes
of gold particles with well known optical constants and the one of SWCNTs, the resonant
absorption/extinction cross section of the E22 excitonic transition of (6,5) SWCNTs can
be estimated. An outlook on future experiments is given, where PL and elastic white light
scattering measurements are combined to study the E11 and E22 optical transitions of the

xiii



same SWCNT.

The following Chapter 8 is dedicated to the optical characterization of a luminescent
graphene derivative, which was produced by a mild oxygen plasma treatment. The strong
and spectrally broad emission of this novel material is studied with PL spectroscopy and
the TCSPC method. Raman spectroscopy is utilized to study the structural changes and the
degree of disorder introduced to the graphene lattice upon plasma exposure. The evolution
of the defect related Raman ID/IG -ratio for increasing plasma exposure times indicates the
formation of nanocrystallite sp2 clusters with an average diameter of about 1 nm for the
longest treatment times. The wavelength dependent elastic scattering contrast of the oxygen
plasma treated graphene is distinct different to the one of pristine graphene. The elastic
scattering contrast can be reproduced by employing a numerical model for the reflectance
of a multi-layer system. The modeling yields optical constants which are comparable to the
ones of graphene oxide. The formation of nanocrystallite islands which was indicated by
the Raman analysis suggests that the microscopic origin of the broad PL might be due to
quantum confinement, where the PL band is just a superposition of a multitude of narrow PL
bands centered a different size-controlled emission energies. Based on the spectrally uniform
reduction of the PL intensity in PL bleaching experiments and the absence of any spectral
dependence of the PL decay dynamics PL from such a heterogenous ensemble of emitters
can be excluded.

Finally, in Chapter 9 the most important findings achieved in this work are summarized.
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Part I.

Theoretical Background and Experimental Details

1





1. Physical Properties of SWCNTs and Graphene

SWCNTs and graphene cannot be found in natural deposits and need to be synthesized.
Nowadays, there exist several synthesis methods to produce small quantities of SWCNTs and
graphene. In the case of SWCNTs also large-scale production methods are well established
with yields up to several kilograms per day, while large-scale synthesis routes for high quality
single layer graphene flakes are currently in development.
There are basically two different routes for the preparation of graphene, following either top-
down or bottom-up approaches. In the first case, graphite with high purity and crystallinity,
like highly oriented pyrolytic graphite (HOPG) or Kish graphite, is used as a startingmaterial.
Separation and isolation of individual graphene layers is achieved either by chemical solution
based exfoliation techniques relaying on the incalation of chemical compounds between
the individual layers [32] or by physical exfoliation. Indeed the first successful preparation
of large single layer graphene flakes was reported for an experimental approach based on
the micromechanical cleaving of highly crystalline graphite by repeatedly peeling with an
adhesive tape [13]. Very early attempts to produce single graphene layers employed chemical
approaches which yielded most of the times so called chemically modified graphenes,
whose most prominent derivative is graphene oxide. These compounds can be used as
graphene precursor materials. Appropriate chemical reactions, e.g. reduction of graphene
oxide, remove the chemical functionalization and partially restore the carbon sp2 graphene
lattice. Nowadays, also wet chemistry approaches have been developed to produce aqueous
dispersions of surfactant stabilized single layer graphene which relay on the exfoliation of
graphite flakes in a ultrasonication bath and subsequent addition of a surfactant [33, 34].
Bottom-up approaches comprise e.g. the epitaxial growth of graphene on SiC [12, 35] or
the chemical vapor deposition based growth of graphene on copper substrates [36, 37],
which allows to produce high quality graphene flakes as large as one square centimeter
and also heterogenous films of graphene flakes covering areas up to 75 cm2 [38]. Another
promising synthesis route is based on an organic chemistry approach, where self-assembly of
conjugated macromolecule precursors leads to the formation of a two dimensional network
conjugates carbon network. With this approach nanographenes and nanoribbons with
defined morphology have been successfully synthesized [39, 40].

For the preparation of SWCNTs various synthesis methods have been established. The very
first preparation methods for which the yield could be successfully upscaled to several grams
per day were arc discharge and laser ablation methods [10, 41]. Both methods relay on the
vaporization of a solid carbon target by heating using either an electrical discharge or intense
pulsed laser irradiation. In the subsequent condensation step SWCNTs grow at catalyst
particles. While both methods yield SWCNT material on the gram scale, the quality of the

3



1. Physical Properties of SWCNTs and Graphene

material is low, containing large amounts of unwanted byproducts such as amorphous carbon
and bundled SWCNTs. Chemical vapor deposition (CVD) methods on the other hand,
such as the high pressure decomposition of carbon monoxide monoxide method (HiPco)
and catalytic growth on cobalt molybdenum catalyst particles (CoMoCAT) processes,
are nowadays used for the large scale production of SWCNTs. By adjusting the growth
parameters high quality SWCNTmaterial can be produced. The HiPco and CoMoCAT CVD
methods and the different properties of the distributions of SWCNTs produced by them are
outlined in more detail in Sec. 3.2.1.

Years before experimental evidence was found for the existence of free standing graphene,
this planar conjugated carbon sheets attracted the interest of theoreticians. Graphene is the
prototype of an extended sp2 conjugated carbon network and served as a model system for
understanding the electronic properties of graphite. For the very first calculations of its
electronic dispersion relation simple tight-binding approximations were applied [1, 3]. This
simple approximations reproduce the general properties of the electronic dispersion relation
sufficiently well, which then can be further used to derive the 1D electronic band structure of
SWCNTs by applying a zone-folding approach.

In this chapter the physical properties of graphene and SWCNTs are summarized. Beginning
with the description of their structure, the electronic dispersion relation and the related op-
tical transition energies are derived within a nearest neighbor tight-binding approximation,
where the excited states are free electrons and holes. In Sec. 1.3 some general aspects of optical
transitions in SWCNTs are introduced. Starting with a brief review of the symmetry elements
in SWCNTs and the related point groups, the optical selection rules for interband transitions
are derived. These are then discussed in more detail for the absorption and PL processes.
The simple tight-bindingmodel fails to describe the excited state physics of carbon nanotubes
quantitatively. Attractive and repulsive Coulomb interactions between the photogenerated
charge carriers become increasingly important in one-dimensional structures and result in
the formation of stable excitons, strongly bound electron-hole pairs, which are virtually dom-
inating the photophysics of semiconducting and even metallic SWCNTs. The properties of
these quasi-particles in SWCNTs are the topic of Sec. 1.4, where the theoretical approach is
sketched, which is used to obtain the energies and wavefunctions of the excitons. Based on
the previously introduced optical selection rules and the symmetry of the excitonic states the
difference between optically bright and dark excitons is outlined. The last two sections of this
chapter briefly review the PL properties Finally, in the last section of this chapter the different
vibrationalmodes of graphene and SWCNTswhich can be probed by Raman spectroscopy are
presented. It is shown, how Raman spectroscopy can be used to determine the defect density
and cluster size in graphene.
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1.1. Structural Properties of SWCNTs and Graphene

In this section the geometry and related structural properties of graphene and SWCNTs
are introduced. In particular SWCNTs exhibit a rich variety of different structures which
in consequence lead to distinct physical properties, such as metallic or semiconducting
behavior. However, it can be shown that all structures are well characterized by the so called
chiral index (n,m) which is therefore commonly used to denote the various SWCNT species.

The basis for deriving the structural and electronic properties of SWCNTs is graphene,
which is theoretically a planar mono-layer of carbon atoms. However, graphene deposited
on substrates, such as silicon or siliconoxide, is not atomically flat, instead it exhibits
ripples with height variations in the range of 0.32–0.16 nm, mainly following the substrate
morphology [42, 43]. Similar structural corrugations are also observed for freely suspended
graphene [44]. If deposited on atomically flat substrates such as mica these ripples are largely
suppressed and one finds a graphene sheet thickness of 0.23 nm [43].

SWCNTs can be simply regarded as a rolled up rectangular stripe of graphene which form a
hollow, seamless cylinder. Their diameters cover a range between 0.4 and several nanometers,
strongly depending on the synthesis method. The length of SWCNTs is typically on the
order of a few tens of nanometers up to several hundreds of micrometers, which is strongly
influenced on the growth conditions and postprocessing steps. For example, acid treatment
which is typically used to remove residual catalyst particles and also ultrasonciation in order
to facilitate micelle-encapsulation are known to efficiently cut the SWCNTs into smaller tube
fragments. Ultra long SWCNTs with length up to 4 cm can be synthesized using special CVD
growth conditions [45]. The ends of the tubes are either capped by fullerene-like end groups
or un-capped with dangling or saturated carbon bonds. Because of their small aspect ratio
between diameter and length, SWCNTs can be considered as one-dimensional crystals.

Real Space Unit Cell and Brillouin Zone of Graphene

The two dimensional carbon lattice of graphene provides also the basis for the structural prop-
erties of SWCNTs and is discussed in the following Graphene is amonolayer of sp2 hybridized
carbon atoms, which are arranged in a hexagonal honeycomb lattice. In Fig. 1.1 (a) a small sec-
tion of the hexagonal graphene honey comb lattice is depicted.
The real space unit cell of graphene contains two carbon atoms, which each belong to two
different intersecting triangular sublattices, A (grey dots) and B (white dots). The unit cell
(grey shaded) is spanned by the two graphite lattice vectors a1 and a2, which enclose an angle
of 60○ [46]. In cartesian coordinates they are defined as follows:
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Fig. 1.1. (a) Real space unit cell of graphene. The real space lattice vectors a1 and a2 define the
graphene unit cell (grey shaded rhombus), which contains two carbon atoms, each belonging
to two intersecting sublattices, A (grey dots) and B (white dots). (b) The first Brillouin zone
(BZ) of graphene (grey shaded) with the high-symmetry points Γ-M-K(K’). k1 and k2 are the
reciprocal lattice vectors.

a1 = (√3
2

, 1
2
) a; a2 = (√3

2
, − 1

2
) a

a = ∣a1 ∣ = ∣a2∣ = √3aC-C ≈ 2.46Å (1.1)

Here a is the graphene lattice constant and aC-C = 1.421 Å the nearest-neighbor carbon dis-
tance in graphite.
In the reciprocal k-space graphene exhibits a hexagonal Brillouin zone (BZ) as shown in
Fig. 1.1 (b). The corresponding reciprocal lattice vectors k1 and k2 can be derived by exploiting
the translation invariance of the lattice: ai ⋅ k j = 2π δi j with i , j=1,2. In cartesian coordinates
the k-vectors read:

k1 = ( 1√
3
, 1) 2π

a
; k2 = ( 1√

3
,−1) 2π

a
. (1.2)

The BZ contains three high symmetry points Γ, M and K (K’), which are located at the center,
the corners and the middle of an edge, respectively.

The Unit Cell of SWCNTs

A SWCNTmight be regarded as a rectangular stripe of graphene rolled up to a seamless cyl-
inder. The size and orientation of such a rectangle and in consequence the structure of a
SWCNT is therefore uniquely defined by the so called chiral vector. Fig. 1.2 illustrates the
construction of the unit cell of a semiconducting (6,5) SWCNT. The chiral vector Ch (red)
and the 1D translation vectorT (black) form the edges of the rectangle with the corner points
OBB’A. The lengths of both vectors correspond to the width and height of the unit cell, re-
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spectively. The chiral vector interconnects the two crystallographic equivalent points O and
A. Perpendicular to Ch, the translation vector T extends from the origin O to the first lattice
point B. By rolling up this stripe of graphene in direction of Ch in such a way that point O
superimposes onto A and point B onto B’ one obtains the cylindrical unit cell of the SWCNT.

ch
ira

l v
ec

to
r C

h

a1a2

O

A

Translation vector T

O
B

B‘

θ

x
y

O

A

B B‘

6a1

5a2

Fig. 1.2. Unit cell of a semiconducting (6,5) SWCNT. The unit cell can be constructed by
rolling up a rectangular stripe of graphene. The edges of the sheet are defined by the chiral vec-
tor Ch and the translation vector T normal to Ch . The chiral vector is defined by the graphene
lattice vectors a1 and a2 , e.g. in the case of the (6,5) SWCNT: Ch = 6 ⋅ a1 + 5 ⋅ a2. Rolling up the
rectangular sheet, so that point O superimposes on A and point B on B’ the 1D cylindrical unit
cell of the SWCNT is formed [47].

The chiral vector Ch is defined as the sum of integer multiples of the graphene lattice vectors
a1 and a2:

Ch = n ⋅ a1 +m ⋅ a2 n,m ∈ N . (1.3)

The integer pair (n,m) is referred to as the so called chiral index and is commonly used for
naming the various nanotube structures. The length of the chiral vector defines the circum-
ference L or correspondingly the diameter dt of a SWCNT:

L = ∣Ch ∣ (1.4)

dt = L
π
= a

√
n2 +m2 + nm

π
. (1.5)
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The orientation of the chiral vectorCh with respect of the graphene lattice is characterized by
the so called chiral angle θ, which is defined as the angle betweenCh and the graphene lattice
vector a1 :

θ = arccos 2n +m
2
√
n2 +m2 + nm

. (1.6)

Conveniently, the integers are chosen the way that n ≥ m, which restricts the possible range
of θ to angles between 0 ≤ ∣θ∣ ≤ 30○. However, due to the hexagonal rotational symmetry of
graphene, any tube (n,m) has an enantiomorphic (m,n) structural counterpart with a chiral
angle in the interval 30○ ≤ ∣θ∣ ≤ 60○. Such tubes differ by the direction of their helical scre-
waxis, which is right-handed for (n,m) and left-handed for (m,n) SWCNTs. Two distinct
directions of Ch can be distinguished with θ=0○ or θ=30○. SWNTs with chiral vectors point-
ing in this directions called armchair and zigzag SWCNTs, respectively. The naming is based
on the characteristic pattern which is formed by the carbon chain forming the edges of the
respective graphene rectangle.
Based on the chiral index, SWCNTs can be classified into threemajor groupswith distinct geo-
metry: Armchair (n,n), zigzag (n,0) and chiral (n,m) tubes. The armchair SWCNTs exhibit a
chiral angle θ = 30○, while for the zigzag SWCNTs θ equals 0○. Importantly, SWCNTs belong-
ing to the group are achiral as their structures exhibit mirror and rotoreflectional planes [48].
All other SWCNTs belong to the group of chiral tubes with a helical screw axis along their
axis. The physical properties might vary drastically for SWCNTs with similar chiral index,
e.g. while the (6,5) is semiconducting, the (6,6) is a metallic SWCNT. Whether a SWCNT is
metallic or semiconducting can be easily deduced from its chiral index. If the difference of n
and m is an integer multiple of three, that is (n −m)mod3 = 0, SWCNTs are metallic (semi-
metallic), otherwise they are semiconductors. Consequently, all armchair (n,n) SWCNTs are
metallic SWCNTs. The relation between chiral index and their metallic or semiconducting
behavior is illustrated in Fig. 1.3. Here, each circle represents the end point of the chiral vector
with chiral index (n,m). Metallic SWCNTs are designated by the black solid circles.
Semiconducting nanotubes are further classified as S1 (solid grey circles) and S2 (open circles)
type, depending whether (2n+m)mod3 is equal to one or two, respectively. Characteristic for
each type of semiconducting SWCNT is their systematic behavior of their optical transition
energies which gives rise to characteristic family patterns in plots of transition energies
against tube diameters [49–51]. An explanation for this systematic dependence of the optical
transition energies on the SWCNT structure is provided in Sec. 1.2.

To complete the description of the unit cell one needs an expression for the translation vector
T, whose length defines the extensions of the graphene unit cell. Similar to Ch , T is defined
as a linear combination of the graphene lattice vectors and the integers t1 an t2:
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Fig. 1.3. The chiral index (n,m) determines whether SWCNTs are (quasi-) metallic (black
dots) or semiconducting (green and blue dots). All tubes for which the relation (n−m)mod3 =
0 holds exhibit metallic properties. This is fulfilled for all armchair SWCNTs with n=m. Semi-
conducting nanotubes belong to either of two families, S1 and S2, which systematically differ
in their electronic energies. Red indices indicate small diameter tubes studied in this work.

T =t1a1 + t2a2 t1 , t2 ∈ N
t1 =2m + n

dR
, t2 = −2n +m

dR
. (1.7)

Here dR is the highest common divisor of (2n+m) and (2m+n). For the translation period T
one obtains:

T = ∣T∣ = √
3L
dR

. (1.8)

From Eqn. 1.5 and Eqn. 1.6 it becomes apparent that each chiral index (n,m) corresponds to
an unambiguous combination of diameter dt and chiral angle θ and thus fully defines the
structure of a particular SWCNT.It is therefore commonly established to use the chiral index
to specify the different SWCNT chiralities [52].

Having equations for the diameter and the length of the unit cell at hand, it is possible to
calculate the number of graphene hexagons per unit cell Nh , which is just the ratio of the
cylindrical surface area of the nanotube St and the area of a graphene unit cell Sg :

Nh = St
Sg

= 2(n2 +m2 + nm)
dR

. (1.9)
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1. Physical Properties of SWCNTs and Graphene

Because each graphene unit cell holds two carbon atoms, the number of carbon atoms Nc is
just twice the number of hexagons N:

Nc = 2Nh = St
Sg

= 4(n2 +m2 + nm)
dR

. (1.10)

An ideal (6,5) SWCNT with dt=0.747 nm has 90 carbon atoms per nanometer, whereas the
(6,4) SWCNT with dt=0.683 nm has 82 carbon atoms per nanometer. Armchair and zigzag
SWCNTs with comparable diameters as the (6,5) or (6,4) chiralities exhibit far less carbon
atoms per unit cell and therefore are frequently used as model systems for quantummechan-
ical calculations.

1.2. Electronic Properties of Graphene and SWCNTs

Graphene and one third of the SWCNTs are metallic or quasi-metallic [53]. This is a
consequence of their special electronic band structure. In this section the electronic band
structure of graphene and SWCNTs will be derived in the framework of a nearest neighbor
tight-binding approach. The tight-binding approach is well established for calculating the
electronic band structure of graphitic materials and yields qualitatively and quantitatively
reasonable results for the band energies in graphene [1, 54, 55].

In a first step an the electronic energy dispersion relation of graphene is derived and its
properties are discussed. In order to obtain the energy dispersion relation of SWCNTs new
reciprocal lattice vectors need to be defined, which take into account the periodic boundary
conditions imposed by the cylindrical structure of SWCNTs. The electronic energy disper-
sion relation of graphene then serves as starting point for a zone-folding approach, which is
applied to derive the one dimensional BZ and corresponding energy bands of SWCNTs. The
origin for the metallic and semiconducting behavior of SWCNTs can be illustrated using
the ”cutting line concept”, which also provides an explanation for the systematical trends of
optical transition energies of semiconducting SWCNTs. Further the energy bands of metallic
and semiconducting SWCNTs and their related density of states are discussed.
It is to note that the band structure of SWCNTs obtained by the simple tight-binding ap-
proach does not include important additional effects which affect the shape and energetically
position of the bands. For example curvature effects become increasingly important for small
diameter SWCNTs. The bond angles between the atoms of the curved SWCNT sidewalls
deviate from the ideal angles of a planar structure which allows a partial overlap between σ
and π bands [46].
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1.2.1. Electronic Energy Dispersion Relation of Graphene

Graphene has a planar structure, where each carbon atom is covalently bound with three
neighboring carbon atoms. Carbon posses four valence electrons, two 2s and two 2p
electrons. The energies of the 2s and 2p orbitals are of comparable magnitude, which allows
them to mix and form hybrid orbitals. The carbon atoms in graphene are sp2 hybridized,
where one 2s and two 2p orbitals (2px , 2py) form three sp2 hybridized orbitals, while one
2pz orbital remains, which is oriented perpendicular to the plane defined by the hybrid
orbitals. As there are two carbon atoms per unit cell with four valence electrons each, there
are eight electronic bands, 3σ , 3σ∗, 1π and 1π∗ . The three σ bonds are filled by six electrons
and constitute to the strong in-plane bonds to the three carbon neighbors, while the π band
is filled with the remaining two electrons. The π electrons are delocalized across the whole
plane and owe to the excellent current and heat conductivity of graphene. For the optical
processes in the visible spectral range only transitions between the π and π∗ bands are of
relevance, as the smallest energy separation of the σ and σ∗ bands is about ≈6 eV at the
Γ-point [56].

In the following only the pz electrons are considered for the tight-binding description of
graphene. They form the π valence and π∗ conduction bands, which touch at the Fermi level
at distinct points, the K and K’-points in the graphene BZ. The fundamental assumption for
the tight- binding approximation is that the electrons are localized at the ionic cores and thus
can be approximated by their atomic wavefunctions. Starting point for the calculation of the
electronic dispersion relation is the Schrödinger equation:

ĤΨ(k) = E(k)Ψ(k) . (1.11)

E(k) are the energy eigenvalues of the electronic state with wavevector k and Ψ(k) is the
corresponding eigenfunction. Ĥ is the Hamiltonian of the atomic wavefunctions with the
general form:

Ĥ = − ħ
2m ∑

k
∇k +U(rk)

with U(rk) = ∑
l
U(rk −Rl) . (1.12)

The Hamiltonian of the system is the sum of all single particle Hamiltonians. The first term
in Eqn. 1.12 corresponds to the kinetic energy of a particle with massm and the second term
corresponds to the potential energy. In case of a periodic crystal lattice, the potential is also
periodic. The latter is the sum of the Coulomb interaction between the electron k and the ion
cores located at atomic lattice sites in their rest position Rl .
The ansatz for the wavefunction Ψ(k) is a linear combination of Bloch functions Φ(k,R):
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Ψ(k) = CA ⋅ΦA(k,R) + CB ⋅ΦB(k,R) . (1.13)

The Bloch functions can be represented as a Fourier-series in k-space, where the amplitude
factors and one obtains a linear combination of

ΦA,B(k,R) = 1√
Nh

∑
R
eik⋅Rφ(r −R) . (1.14)

Nh refers to the number of unit cells and RA are the lattice vectors. φ in Eqn. 1.14 are the
atomic wavefunctions, here the normalized pz orbitals. Operating with Ĥ on the expression
for Ψ(k) given in Eqn. 1.13, multiplying with the conjugate complex wavefunctions from the
leftΦA(k)∗ andΦB(k)∗ and integrating over all coordinates r one obtains the linear equation
system:

CA[HAA(k) − E(k)SAA(k)] + CB[HAB(k) − E(k)SAB(k)] = 0 ,
CA[HBA(k) − E(k)SBA(k)] + CB[HBB(k) − E(k)SBB(k)] = 0 . (1.15)

E(k) are the electronic eigenvalues and Hi j are matrix elements of the Hamiltonian and Si j
the overlap integrals between the Bloch functions:

Hi j = ⟨ΦA∣Ĥ∣ΦB⟩ Si j = ⟨ΦA∣ΦB⟩ . (1.16)

A non-trivial solution for the eigenvalues E(k) exists, if the 2x2 determinant of Eqn. 1.15 van-
ishes, det[H − ES]=0. The determinant can be simplified by exploiting the fact that atoms A
and B are identical, which allows to formulate the identities: HAA = HBB , HBA = H∗AB and
SBA = S∗AB .
Assuming that in the first place only the three nearest neighbors of each atom, A and B, con-
tribute to the interaction and using the normalized atomic wavefunctions as basis set (e.g.
φ = 2pz), which leads to: SAA = SBB = 1, one can evaluate explicit expressions for the integrals
HAB and SABw 1.

HAA(k) = ε2p = ⟨2pz(r −RA)∣Ĥ∣2pz(r − RA)⟩ ,
HAB(k) = γ0(e− 1

3 ik⋅(a1+a2)(eik⋅a1 + eik⋅a2) + 1) ,
SAB(k) = s0(e− 1

3 ik⋅(a1+a2)(eik⋅a1 + eik⋅a2) + 1) . (1.17)

The parameter ε2p in Eqn. 1.17 corresponds to the Fermi energy. Due to the incorporation of
the periodic potential of the crystal lattice in the Hamiltonian (compare Eqn. 1.12),HAA is not
equal to the energy of an atomic 2pz electron. γ0 and s0 are the transfer integral (hopping

1For a detailed derivation of the integral expressions: HAA, HAB and SAB please refer to e.g. [46, 55]
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integral), corresponding to the energy required to move an integral from site A to B, while s0
is the overlap integral between atoms A and B, respectively. In explicit form those are written:

γ0 = ⟨2pz(r −RA)∣Ĥ∣2pz(r −RB)⟩ ,
s0 = ⟨2pz(r −RA)∣2pz(r − RB)⟩ . (1.18)

Finally, one obtains for the electronic energy dispersion relation Eg of graphene:

Eg(k) = ε2p ± γ0 ⋅w(k)
1 ± s0 ⋅w(k) , (1.19)

with the phase functionw(k):
w(k) =����1 + 4 cos(√3kx a

2
) cos( kya

2
) + 4 cos2 ( kya

2
) . (1.20)

The solution with the + sign in the numerator and denominator corresponds to the bonding π
energy band, while the - sign gives the anti-bonding π∗ bands. Conveniently, the parameters
ε2p , γ0 and s0 are used as free adjustable parameters and are fitted to the experimental data.
Often the overlap s0 is neglected which reduces Eqn. 1.15 to:

Eg(k) = ε2p ± γ0 ⋅w(k) . (1.21)

Fig. 1.4 (a) shows the electronic dispersion relation of graphene for the first BZ calculatedwith
Eqn. 1.19. The tight-binding parameters were: γ0 = 3.033, s0 = 0.120 and ε2p = 0, the same as
were also used for the calculations in reference [52]. Due to the non-zero overlap-integral the
energy dispersion of the π and π∗-bands are not symmetric with respect of the Fermi energy.
The band splitting is largest at the Brillouin zone center at the Γ point, with ΔE of about 20 eV.
The evolution of the energy dispersion relation along a cross-sectional path connecting the
high symmetry points K-Γ-M-K is shown in Fig. 1.4 (b). The π valence and π∗ conduction
bands touch at the positions of the K points and also the K’ points at the Fermi energy level
and form the entire Fermi energy surface of graphene. The density of states at these points is
zero, which makes graphene a zero-bandgap semiconductor or a semimetal. The K points
are located by the vectorsKf = ±k1 − k2/3,±2k1 + k2/3 and ±k1 + 2k2/3.
In close vicinity to these points the electron dispersion relation has a linear slope and the
energy surface formed in this area has a conical shape (compare Fig. 1.4 (c)). For larger
distances from the K (K’) points the dispersion relation starts to deviate from its linear
behavior. Importantly, this change occurs Depending on the different directions from the
K point the deviations from linearity are differently, as can be observed for the directions
Γ → K and M → K in Fig. 1.4 (b). This phenomenon is called trigonal warping.
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Fig. 1.4. (a) Electronic energy dispersion relation of graphene of the first Brillouin zone. The
tight-binding parameters have been set to γ0 = 3.033, s0 = 0.120 and ε2p = 0 [52]. In the center
of the hexagonal Brillouin zone (Γ point) the π valence and π∗ conduction band separation
is largest. Due to the finite overlap s0 the bands are not symmetric with respect to the Fermi
energy level. At the K points both bands are degenerate and in close vicinity to the K-point(s)
the energydispersion relation shows a linear behavior. (b)Cross section along a line connecting
the high symmetry points: K→Γ→M→K’ (c) Magnified area of the energy dispersion relation
close to the K-point (white box in (a))

An expression for the linear energy regime of the dispersion relation can be derived from
Eqn. 1.19 by setting ε2p = 0 and s0 = 0 and develop Eqn. 1.19 in a series for k, where only the
lowest order terms are retained:

Eg(k) = ±√3
2

γ0 k a . (1.22)

In this regime the electrons mimic the behavior of massless particles, which move with a
relativistic velocity: v f=

√
3γ0 a ≈ 106 m/s. The same linear dispersion relation can be obtained

using a theoretical description of the electrons based on the relativistic dirac equation.

Eg(k) = ±ħν f ∣κ∣ . (1.23)

Here κ is given as ∣k −K∣ and ν f is the Fermi velocity with ν f = 106m s−1 [57].

2D Electron Confinement: Band Gap Opening in Graphene

The results of the previously discussed tight-binding model showed that ideal graphene does
not exhibit an intrinsic bandgap in the energy regime relevant for optical transitions. Doping
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due to the exchange of charge carriers with the substrate or by applying electric fields, leads
only to shifts in the Fermi level. One of the challenges in the ongoing graphene research is the
development of strategies for modifying the electronic structure of graphene in order to open
up a bandgap without sacrificing the high mobility of the charge carriers. One approach is
guided by the idea to reduce the size of the 2D graphene sheet in one dimension until electron
confinement leads to quantization of the allowed k vectors, similarly to the situation in car-
bon nanotubes. Indeed these flat rectangular stripes with their finite width in one dimension
and quasi-infinite length represent unrolled SWCNTs and are usually referred to as graphene
nanoribbons. Similarly to the situation for SWCNTs, the nanoribbons are characterized by a
chiral index (n,m) or accordingly by the corresponding chiral angle. Based on this one can
further distinguish between between chiral and achiral nanoribbons. Ab-initio calculations of
the bandstructure of chiral and achiral nanoribbons showed that all are semiconducting with
a bandgap which scales inversely with the width of the graphene stripe [58]. For a bandgap in
the visible region the stripes would require a width well below one nanometer.

1.2.2. Brillouin Zone and Energy Dispersion Relation of SWCNTs

In the following the Brillouin zones and the energy dispersion relations of semiconducting
andmetallic SWCNTs are introduced. In the previous section it was shown that the structural
properties of SWCNTs can be readily derived from the honeycomb lattice of graphene. In an
analogous manner it is possible to derive the energy dispersion relation of SWCNTs by using
the 2D graphene dispersion relation as a starting point. However, the one-dimensional nature
of SWCNTs leads to quantization of the electron wave vector in circumferential direction of
the tube, which constrains the values of the k vector in this direction. A new set of reciprocal
lattice vectors considering the quantization conditions is derived from the ones of graphene.
A zone folding approach is then applied to derive the one dimensional electronic dispersion
relation of SWCNTs.

Reciprocal Lattice Vectors of SWCNTs

The reciprocal lattice vectors, which span the SWCNT BZ, can be constructed using the SW-
CNT real space lattice vectors , the chiral vectorCh and the translation vectorT by exploiting
the orthonormality condition:

k⊥ ⋅Ch = 2π k⊥ ⋅ T = 0 ,
k∥ ⋅Ch = 0 k∥ ⋅ T = 2π . (1.24)

One obtains the following expressions for the SWCNT lattice vectors:
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k� = 1
Nh

( 2n +m
dR

k1 + 2m + n
dR

k2) ,

k∥ = 1
Nh

(−m ⋅ k1 + n ⋅ k2) . (1.25)

For the sake of convenience k� and k∥ are represented in terms of the reciprocal lattice vectors
of graphene, k1 and k2. The SWCNT lattice vector pointing in direction of the nanotube axis,
denoted as k∥, is allowed to take continuous values within the interval [−π/T , π/T], where
T is the translation period. On the contrary, the lattice vector in circumferential direction,
k⊥ has to fulfill periodic boundary conditions, which constrains the number of allowed k
values. The reason for this is that any electron or phonon wave function must have a phase
shift equal to an integermultiple μ 2π around the circumference of the SWCNTotherwise the
wave function vanishes as consequence of destructive interference [46].
The periodic boundary conditions in real space are:

μ ⋅ λ = ∣ch ∣ = π ⋅ dt , (1.26)

which translates to the boundary condition for k� in reciprocal space:

k�,μ = 2π
λ

= 2π∣c∣ ⋅ μ = 2
dt

⋅ μ . (1.27)

Here, the integer μ takes values from −Nh/2 + 1, ..., 0, ...Nh /2, where Nh is the number of
hexagons per unit cells, as defined in Eqn. 1.9.

Brillouin Zone of SWCNTs

The first BZ of armchair and zigzag SWCNTs are shown in Fig. 1.5 (a) and (b), respectively.
For comparison the contour plot of the 2D band structure of graphene is depicted in the
background. In general, the BZ of SWCNTs consist of multiple equidistant lines (black) equal
to the number of graphene hexagons per unit cell Nh . They are oriented parallel to the axial
lattice vector k∥. The lines are indexed by the cutting line numbers μ, starting with μ = 0 for
the line passing through the graphene Γ point.

The relative orientation of the BZ with respect to the graphene BZ is defined by k�. The BZ of
armchair and zigzag tubes are symmetric in the sense that cutting lines with the same positive
and negative μ value sample identical parts of the graphene BZ.
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Fig. 1.5. Brillouin zone (BZ) of a metallic and semiconducting SWCNT with a contour plot
of the graphene energy dispersion relation in the background. (a)The BZ of an armchair (6,6)
metallic SWCNTs consists of Nh = 12 equidistant lines (black) parallel to the axial lattice vector
k∥. The reciprocal lattice vectors k⊥ and k∥ are marked in red. (b) BZ of a zigzag semiconduct-
ing (5,0) SWCNT with Nh= cutting lines. The indexing of the lines starts with μ=0 at the line
which passes through the graphene Γ point. The orientation of the lines defining the BZ of
armchair and zigzag SWCNTs is the same for any chiral index (n,n) or (n,0) and corresponds
to the orientations of vectors along Γ → M or Γ → K respectively.

The distance between two adjacent lines and their length is given by the magnitude of the
lattice vectors ∣k�∣ and ∣k∥∣:

∣k�∣ = 2
dt

∣k∥∣ = 2π
T

= 2dr√
3dt

. (1.28)

Energy Dispersion Relation of SWCNTs: Zone Folding Approach

The 1D energy dispersion relations of SWCNTs, or equivalently their energy band, can now
be derived from the graphene energy dispersion relation by applying a zone folding approach
(also: confinement approach). The approach is based on the idea to constrain the allowed k
values of the k vector for the calculation of the graphene energy dispersion relation Eqn. 1.19
to take only k values which are also allowed for the SWCNT lattice vectors:

E±μ (k) = Eg (k k∥∣k∥∣ + μk�) (− π
T
< k < π

T
and μ = 1, ...,N) (1.29)

Using the definitions of the vectors k∥ and k� given in Eqn. 1.25 and substituting the graphene
k vectors in the simplified expression for the graphene energy dispersion relation Eqn. 1.20 by
those, one obtains:
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E±μ (k) =ε2p ± γ0 [1 + 4 cos( π(2n +m)μ
2(n2 + nm +m2) + mkT

Nc
)×

cos( 3πmμ
2(n2 + nm +m2) − (2n +m)kT

Nc
)+

4 cos2 ( π(2n +m)μ
2(n2 + nm +m2) + mkT

Nc
)]1/2 .

(1.30)

In Fig. 1.6 the zone folding process is illustrated for a metallic (6,6) armchair SWCNT. Here
a plot of the graphene energy dispersion relation of the π valence and π∗ conduction band
is shown. Each line of the 1D SWCNT BZ (red), whose number Nh , length and orientation
in respect to the graphene BZ is defined by the SWCNT reciprocal lattice vectors, acts as a
cutting line giving rise to a pair of SWCNT conduction and valence subbands with the same
index μ.

Fig. 1.6 Illustration of the zone folding ap-
proach for a (6,6) metallic armchair SWCNT.
An contour plot of the energy dispersion rela-
tion of graphene is shown. The red lines cor-
respond to the SWCNT BZ. Each of these lines
intersects the graphene BZ (grey) and gives rise
to a pair of conduction and valence bands with
equal band indices beginning with μ=-5 to 6
(for clarity, not all are shown). The subbands
with μ=6 touch at the K point, which is char-
acteristic for metallic SWCNTs.
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The band structure, calculated according to the tight-bindingmodel, of an armchair (6,6) and
a zigzag (5,0) SWCNT are shown in Fig. 1.7 (a) and (b), respectively. Here the Fermi energy
ε was set to zero and the overlap s0 was set to zero. Due to the mirror symmetry of the BZ
of armchair and zigzag SWCNTs, the energy bands are doubly degenerate. For the metallic
(6,6) SWCNT in Fig. 1.7 (a), the valence and conduction subbands with the cutting line index
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μ = ±6 touch at the Fermi level. On the other hand, a finite band gap of 1 eV arises for the
semiconducting (5,0) SWCNT in Fig. 1.7 (b).
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Fig. 1.7. Energy bands and corresponding density of states (DOS) of (a) a metallic armchair
(6,6) SWCNT and (b) and semiconducting zigzag (5,0) SWCNT calculate according to the
nearest neighbor tight-binding model (parameters: ε2p = 0; s0 = 0 and γ0 = 3.0). In case of the
metallic SWCNT one pair of conduction and valence bands touches at the Fermi level, while
for the semiconducting (5,0) SWCNT a large bandgap exist. The corresponding DOS exhibits
narrow peaks, so called van-Hove singularities (vHs), located at energies, which correspond to
extrema in the band structure. Importantly, in metallic SWCNTs the valence and conduction
bands touch at the Fermi energy. In consequence, the DOS between the first pair of vHs has a
finite value.

Another important electronic property with relevance for the optical transitions in SWCNTs
is the electronic density of states (DOS). The DOS is linked to the curvature of the dispersion
relation and is defined as the number of electronic states of either the conduction or valence
band within an energy interval E and E + ΔE. Accordingly, the joint density of states (JDOS)
is defined, which is just the combined number of valence and conduction states in the energy
interval. The DOS of structures with different dimensionality exhibit characteristic energy
dependencies. In 3D bulk materials the DOS scales with

√
E, the one of 2D systems exhibits a

step like scaling, while for one dimensional systems a 1/√E dependency is expected. In case
of OD structures, such as fullerenes or quantum dots, even a δ-function like dependence is
found, which is similar to the electronic states in molecules.
The DOS n(E) for an one dimensional system is given by [59]:

n(E) = 2
q∣kz ∣ ∑

N∫
μ=1

dkzδ(kz − ki) ∣dEμ

dkz
∣−1 . (1.31)
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q∣k∣z is the total area of theBrillouin zone, where q is the number of carbonhexagons and ∣kz ∣ is
the reciprocal lattice vector in axial direction. ki are the roots of the equation: E−E(k� ,kz)=0.
From Eqn. 1.31 it becomes apparent that at any position of a local minimum or maximum in
the electronic dispersion relation dEμ/dkz , the DOS becomes singular and gives rise to sharp
features in the DOS, which are known as van Hove singularities (vHs) .
For the energy range where the energy dispersion relation is linear, Mintmire et al. derived an
expression for the DOS, which is valid for any type of SWCNT:

n(E) = 4a0
π2 d γ0

+Nh /2∑
μ=−Nh /2

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∣E∣/√E2 − E2

m ∣E∣ > ∣Em ∣
0 ∣E∣ < ∣Em

. (1.32)

In the limit of this approximation, the DOS scales with the inverse of the diameter of the
tube and the functional relation between the DOS and energy of n(E) ∝ (E2 − E2

μ)−1/2 was
found. Here, Em are the energies, where the slope of the corresponding G-band vanishes
and thus corresponds to the position of the vHs. For metallic SWCNTs Em is given as:
Em=i a0 γ0/√3d with i =1,3,6,. . . , while for semiconducting SWCNTs the index i takes the
values i=1,2,4,5,7,. . . [46, 59]. The calculated DOS of a metallic (6,6) and a semiconducting
(5,0) are shown in Fig. 1.7. For the present examples, the energetic positions of the vHs in
the valence and conduction band are symmetric with respect to the Fermi level. Only for
metallic SWCNTs the DOS retains a finite value within the energy range between the first
pair of vHs of the valence and conduction band, which is the consequence of the bands
touching at the K point.
The occurrenceof the vHs in the DOS of SWCNTswas experimentally evidenced by scanning
tunneling microscopy (STM) [60] and Resonance Raman measurements [61]. The high
DOS of valence and conduction states associated with such vHs has important implications
for e.g. optical transitions or charge carrier transport. If the excitation energy matches
the energy of a transition between valence and conduction states which contribute to the
vHs, the corresponding optical signals of such transitions are significantly enhanced and
usually dominate e.g. the absorption spectra. In consequence, this is one of the reasons why
excitation-resonance profiles of individual SWCNTs resemble a molecule-like behavior with
quite narrow linewidth instead of that of an extended crystal.

The lines of the SWCNT BZ ”cutting” through the BZ of graphene is an important concept
(”cutting line concept”), which provides an explanation for the observation that SWCNTs are
either semiconducting or metallic and furthermore can be used to explain systematic trends
in the optical transition energies of them [62, 63]. Whether a SWCNT is semiconducting or
metallic depends, whether a cutting line intersects an K or K’ point of the graphene BZ. En-
larged sections of the energy dispersion relation of graphene around the K point are schem-
atically depicted in Fig. 1.8. In the case of metallic nanotubes in Fig. 1.5 (a) the cutting line
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intersects a K point of the graphene BZ. The situation is different for semiconducting SW-
CNTs. Here the K (K’) point is always located between two adjacent cutting lines (Fig. 1.5 (b)
and (c)) with the shortest distance of 2/3dt to the closest cutting line.
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Γ Γkk||

K'
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K

Γ Γkk||
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K'
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Fig. 1.8. Cutting line concept: The electronic properties of SWCNTs depend on the relative
position of the SWCNT BZ (cutting lines) with band index μ in respect to the graphene K
(K’) points. (a) For metallic SWCNTs a cutting line is intersecting at least one K or K’ point.
(b) S1 type and (c) S2 type semiconducting SWCNTs. The smallest distance of a cutting line
closest to a K (K’) point (blue) is in both cases 1/3∣k� ∣=2/3dt . However, depending on the
relative location of this cutting line in respect to the K point, either left (S1) or right (S2), the
lines sample different sections of the dispersion relation of graphene. For increasing distance
from the K points the equi-energy contours resemble a more triangular shape. For S1 and S2
SWCNTs with similar diameters, this results in sub bands with systematically different energy
separations or correspondingly optical transition energies.

It was mentioned in the previous section that semiconducting SWCNTs can be divided into
two ”families”, called S1 and S2 type SWCNTs. Both families show systematic differences in
their optical transition energies giving rise to characteristic patterns in so called Kataura plots,
where the optical transition energies are plotted against the diameter of the SWCNTs. Thedif-
ferent behavior of the families originates from the deviation from circular symmetry of equi-
energy contours for increasing distance from the K (K’) points in the BZ of graphene. The
equi-energy contours resemble a triangular shape with the corner of the triangle pointing in
the three Γ → M directions [62,64]. While for the S1 SWCNT the closest cutting line to the K
point is on the left side of the K point, the closest cutting line of the S2 SWCNT is on the right
side of theK point in direction of a lineM → Γ. In consequence, the cutting lines closest to the
K points, which give rise to the valence and conduction bands with the smallest energy sep-
aration, sample different energy contours of the graphene energy dispersion relation. This in
turn which affects the energy separation of the sub band or equivalently the optical transition
energies. For example and thus the optical transition energies. This effect becomes especially
obvious for SWCNTswith similar diameters, which areThe trigonal warping effect also affects
the optical transition energies of metallic SWCNTs, which could be shown experimentally on
the single nanotube level with elastic white-light scattering spectroscopy [65].
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1.2.3. Optical Transition Energies: Kataura Plot

The energy separation between mirror imaged pairs of subbands depends on the cutting line
index μ and the value of kz . The first pair of vHs with the smallest energy separation with
respect to the Fermi energy originates from cutting lines closest to the K or K’ points (see
Fig. 1.8). The spacing between these cutting lines and theKpoints are ∣k1∣ formetallic SWCNTs
and ∣k1/3∣ and ∣2k1/3∣ for semiconducting SWCNTs. The energy separation between the first
pair of vHs can be derived in the small k approximation [59], by substituting k in Eqn. 1.22
for the values of ∣k1 ∣:

EM
11 ≈ 6aC-Cγ0/dt ES

11 ≈ 2aC-Cγ0/dt . (1.33)

One of the important findings here, is that the energy separations for the different EM
11 /S

transitions depends in the first place inversely on the diameter of the SWCNTs. In general,
the term EM/S

i i is used to denote the energy separation and correspondingly the optical
transitions (see Sec. 1.3) between the valence and the conduction subbands with indices i.
The numbering starts with one for the bands closest to the Fermi level. The superscripts M
and S indicate metallic and semiconducting SWCNTs, respectively.
Kataura et al. presented the first time a detailed theoretical analysis of the diameter de-
pendence of Ei i for a wide range of SWCNT chiralities [66]. They used the tight-binding
approximation for calculating the transition energies and summarized the results in the so
called Kataura plot, where the Ei i transition energies are plotted as a function of the diameter,
similar to the one shown in Fig. 1.9.

The Ei i in Fig. 1.9, are calculated based on an analytical expression derived by fitting the
transition energies measured in resonant Raman scattering experiments [67]. The expres-
sion grasps the chiral angle dependence of the transition energies and furthermore considers
curvature effects as well as corrections for excitonic effects.
Here the energies of the first three semiconducting and first metallic optical transitions are
plotted. The general 1/dt dependency of the transition energies can be observed. Moreover,
branch like patterns in the transition energies can be observed. These are the so called family
patterns. All tubeswith 2n+m=const. belong to a specific family. All SWCNTs of a family have
similar diameters and thus also similar transition energies (E ∼ 1/dt ). The small differences
in energy are caused by the trigonal warping effect. As was illustrated in Fig. 1.8, the trigonal
warping effect is chirality dependent and leads to the systematic behavior of the transition
energies of the S1 (filled circles) and S2 type (open circles) semiconducting SWCNTs.
Finally, it is to note that the energies of the conduction and valence bands of SWCNTs obtained
by the zone-folding approach using the energy dispersion relation of graphene calculated ac-
cording to the nearest neighbor tight-binding model yields only a qualitative picture. Espe-
cially for small diameter tubes, so called curvature effects, become relevant. The curvature
of the SWCNT sidewall, leads to a reduced bond length between neighbored carbon-atoms
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Fig. 1.9 Kataura plot: Energy separation Ei i as
a function of tube diameter dt for semiconduct-
ing (S) and metallic (M) SWCNTs. The Ei i val-
ues are calculated by an expression given in [67].
The filled and open circles correspond to S1 and
S2 type semiconducting SWCNTs, respectively.
The red shaded area indicates the energy range
which is accessible for excitation with light in
the visible spectral range.

in azimuthal direction. Furthermore, the bond angles deviate from the ideal 180○ of sp2 hy-
bridized carbon atoms in the planar graphene, which changes the overlap of π-orbitals and
further allows for themixing of π and σ states corresponding to a rehybridization of the orbit-
als [46]. Including these effects in the theoretical calculations leads to corrections to the band
energies. In consequence, the changes in the bond length for example lead to an opening of a
small secondary bandgap on the order of 10meV for (n-m)/3=integer zigzag and chiral SW-
CNTs. Only armchair SWCNTs are intrinsic metallic SWCNTs. The tight-bindingmodel can
be further extended to include the interactions with second- and third-nearest neighbored
carbon atoms.

1.3. Optical Transitions in SWCNTs

In the beginning of SWCNT research, optical transitions in SWCNTs, such as e.g. absorption
or PL in carbon nanotubes, were understood in terms of intersubband transitions of free
charge carriers. Although, it could be evidenced in recent experiments that the excited states
in semiconducting and metallic SWCNTs are stable excitons, which dominate the optical
processes, the general framework developed for the transitions in the one particle picture is
still valid and can be easily transferred to the excitonic transitions.

In the previous section, basic expression for the energies and the DOS for the subbands close
to the Fermi energy were derived. The optical transitions in carbon nanotubes can be de-
scribed by interband transitions between valence and conduction subbands, which are gov-
erned by symmetry imposed selection rules. The experimentally measured intensity of an
optical transition depends on the transition probability W or equivalently on the rate of the
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transition. In the electric dipole approximation the probability of a transition W between an
initial state ∣Ψi⟩ and a final state ⟨Ψf ∣ is given by Fermi’s golden rule [68]:

Wi→ f = 2π
ħ
∣⟨Ψf ∣Ĥ∣Ψi ⟩∣2g(E) , (1.34)

where Ĥ = −p ⋅ E0 is the electromagnetic interaction Hamiltonian defined as the product of
the electric dipole moment p = er and the electric Field E0. g(E) denotes the joint density of
states (JDOS) of the two states. With the assumption that the incident electric field is nearly
constant along the particle, the integral term in Eqn. 1.34 can be approximated by:

e∣⟨Ψf ∣ − r ⋅ ∣Ψi⟩∣ E0(r, t) ≈ μi fE0(t) , (1.35)

where μi f is the transition dipole moment. In general, a transition is ”allowed” ifW ≠0, thus
if both the transition dipole moment μi f and g(E) are finite. In the case of SWCNTs, W
becomes large for resonant excitation of transitions, where electronic states participate which
contribute to the vHs in the DOS. Whether the transition dipole moment vanishes can be
evaluated based on the symmetry of the participating initial and final electronic states and
the symmetry of the interaction operator.

1.3.1. Symmetries of SWCNTs

The electronic states transform in the same way under a symmetry operation as the basis
functions of the corresponding irreducible representation of the corresponding carbon nan-
otube [46]. Thus, if the symmetry group of a SWCNT is known, the irreducible representa-
tions of the electronic states can be evaluated. In the following, the most relevant symmetry
elements found in SWCNTs are briefly summarized and the group of the wavevector notation
of the irreducible representations is introduced, focusing mainly on the properties of chiral
SWCNTs. The interested reader might find detailed review articles on the symmetry proper-
ties of carbon nanotubes in the references [46, 48, 69].
A carbon nanotube can be regarded as a 1D periodic crystal. Their full symmetry group is
conveniently described in terms of one-dimensional crystallographic line groups [48]. These
line groups L can be represented as a weak direct product of a generalized translational group
T and an axial point group. For chiral and achiral SWCNTs the point groups of relevance are
the dieder groups DNh andD2Nh , respectively.

Lac = Tw
NhDqh armchair and zigzag SWCNTs

Lc = Tw
NhDq chiral SWCNTs . (1.36)

The translational group T comprises pure translations T = T0
T , e.g. screw axis T = Tw

q and
glide planes T = TC depending on whether the tube is chiral or achiral. The superscript w
gives the number of screw axis and the subscript its order, whereNh is the number of graphene
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hexagons per unit cell.
In order to determine the symmetry of the electronic states participating in the optical trans-
itions not the complete line group symmetries need to be considered. Instead, it is sufficient
to work with the dieder point groups, which are isogonal to the corresponding line groups
in Eqn. 1.36 [46]. The relevant symmetry elements common to all dieder point groups are
depicted in Fig. 1.10.

(a) (b) (c)

chiral 

achiral

Fig. 1.10. Symmetry elements of carbon nanotubes: (a) The horizontal rotational axes U and
U’ are common to both chiral and achiral SWCNTs. (b-c) In addition to these rotational axes,
achiral SWCNTs exhibit horizontal (σh ; σh ’) and vertical (σv ;σv ’) (glide)mirror planes, adapted
from [48]

Common to all nanotube chiralities are two two-fold rotation axis, the U and U’ axis, which
are both normal to the cylinder surface. While the U axis passes through the center of a
carbon hexagon, the position of the U’ axis is located at the midpoint of a carbon-carbon
bond (Fig. 1.10 (a)). Achiral tubes have additional vertical (σv ; σv′ ) and horizontal (σh′ ;σh)
mirror planes, which contain the midpoints of a hexagon Each chiral carbon nanotube has
its own line group symmetry, while armchair (n,n) and zigzag (n,0) tubes sharing the same
chiral index parameter n belong to the same line group.

Throughout this work the line group notation for the irreducible representations of the elec-
tronic (and excitonic) states is used, which has the following general form 2:

wave vector→ kXπ
μ

←σh /U parity
←quantum number↑ dimension(X= A,B,E,G)

2The character tables for the isogonal D groups are found in tables 2.4 and 2.5 in [46]. chiral SWCNTs:
0A+0 → A1 ; 0A+q/2 and 0A−q/2 → B1 ; achiral SWCNTs: 0A−0 = A2u . An equivalent approach for for obtaining
the symmetries of carbon nanotubes it the group of wave the vector approach (GWV). Conversion tables
for the different notations are found in table 1 of reference [70]
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X is the dimension of the representation, where A, B denote one-dimensional, while E and
G are two- and four-dimensional representation, respectively. k and μ designate the quasi-
translational, k ε[ 0,π/a], and quasi-angular momentum quantum numbers, [με[−q/2, q/2),
respectively. For the Γ point states with k=0 of chiral SWCNTs the parity π is + (−) for even
(odd) behavior upon U-axis rotation. Accordingly, the parity of the states in achiral tubes is
defined based on their behavior upon σv reflection.

For the case of a chiral SWCNT the irreducible representations for the various electronic
valence and conduction states are summarized in Tab. 1.1:

Table 1.1. Line group notation of electronic states of chiral SWCNTs [69]

Valence Band Conduction Band
k=0,π/T 0<k<π/T k=0,π/T 0<k<π/T

μ=0 0A+0 0A0 0A−0 0A0
0<μ< q/2 kEμ kE±μ kEμ kE±μ
μ= q/2 0A+q/2 0B0 0A−q/2 0B0

Optical transitions occur between valence and conduction band states located close to the K
point for which the density of states is highest. In chiral SWCNTs these states are typically
not directly located at high symmetry points of the BZ and their irreducible representation is
kE±μ . Due to the time-reversal symmetry of the K and K’ these states are doubly degenerate
and do not have a defined parity under rotation about the U-axis. In general, the parity upon
rotation about the U-axis is only well defined for states with k = 0 or k = 2π/T.
1.3.2. Selection Rules for Interband Transitions

With the symmetries of the valence and conduction band it is now possible to assess the in-
tegral term of Eqn. 1.34. The integral does not vanish, if the direct product between the ir-
reducible representations of the dipole operator p and the electronic states has a common
component [71]:

R∣ f ⟩ ⊗ R∣p⟩ ⊗ R∣ f ⟩ ⊇ 0A+0 . (1.37)

For light polarized parallel to the nanotubes axis (z-axis) the dipole operator transforms like
a vector along the z-axis. It has odd parity upon rotation about the U-axis and transforms as
the 0A−0 representation. Thus, in order to fulfill angular momentum conservation, transitions
induced by light polarized parallel to the SWCNT axis can not change the quantum number
m: Δm = 0, but they change the U-parity.
Light polarized in x or y direction, perpendicular to the tube axis, transforms as the 0E+±1
representation. In this case, the angular-momentum quantum number: Δm = ±1 can be
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1.3. Optical Transitions in SWCNTs

changed by the optical transition, while the parity is preserved

Furthermore, only ”vertical” transitions are allowed. This statement embodies the linear
momentum conservation, which requires that the electron momentum matches the photon
momentum: ħ (k f -ki)=ħ kph . However, light in the visible spectral range has a negligible
small photon wave vector on the order of kph∼ 107 m−1 compared to the wave vector of an
electron. The latter is on the order of the lattice constant and about four orders of magnitude
larger: π/a ≈1011 m−1 . Thus, momentum conservation is fulfilled for transitions for which the
electron wavevector does not change, corresponding to: ħk f=ħki .

Summarizing the optical selection rules for interband transitions in SWCNTs:

● Δk ≈ 0: only vertical transitions allowed● Δμ = 0: for light polarization parallel to tube axis: E∥● Δμ = ±1: for light polarization perpendicular to tube axis: E�

1.3.3. Absorption and Photoluminescence

A simplified energy diagram for the absorption processes in a semiconducting SWCNT
is shown in Fig. 1.11 (a). The first two pairs of mirror-symmetric valence and conduc-
tion subbands closest to the Fermi level (grey dotted line) are denoted as v1,2 and c1,2 ,
respectively. Each of the three vertical arrows represents an allowed optical transition in
agreement with the optical selection rules introduced in the previous section. In general,
absorption of a photon leads to the excitation of an electron into the conduction band and
simultaneously to the formation of a hole with opposite momentum in the valence band.
The two transitions E11 and E22 are optically allowed transitions for light polarized par-
allel to the nanotube axis, while E�12 is a transition only allowed for perpendicular polarization.

The PL process is schematically illustrated in Fig. 1.11 (b). Upon absorption of a photon,
corresponding to a E22 transition, v2 → c2, an electron (hole) is generated in the second E22

conduction (valence) band. The electron (hole) undergoes a fast nonradiative intrasubband
transition, c2 → c1, to the bottom (top) of the first E11 conduction (valence) subband. Similarly
to Kasha’s rule in organic dye molecules [72], the radiative recombination of the electron and
hole, E11 : c1 →v 1, starts from the bottom of the E11 band. PL due to radiative recombination
of charge carriers associated with higher subbands, e.g. c2 → v2), has not been observed.

In general, the optical transitions show a strong polarization anisotropy. Although the afore-
mentioned transverse transitions are in general optically allowed, it is found that they are
strongly suppressed and thus are experimentally difficult to asses. The reason for this is a
strong depolarization effect also called antenna effect, which can be attributed to the large
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Fig. 1.11. Optical transitions in SWCNTs in the free-particle picture: (a) Absorption and (b)
PL of a semiconducting carbon nanotube. In (a) the three arrows represent optically allowed
vertical transitions between valence and conduction band as governed by the optical selection
rules (see text). The PL process in (b) is initiated by E22 absorption, where an electron and
hole are generated in the second conduction and valence subbands, respectively. Subsequent
fast nonradiative transition of the electron (hole) to the bottom (top) of the first conduction
(valence) subband (wiggly arrow) is followed by a radiative E11 transition, where the charge
carriers recombine under emission of a photon.

geometrical anisotropy of SWCNTs [73–75]. Here the incident electrical field with its polar-
ized normal to the tube axis induces a polarization inside the tube. The orientation of the cor-
responding polarization vector is antiparallel to the external field and thus the effective field
strength of the excitation field is reduced. The effect is also responsible for the pronounced po-
larization dependence of the optical transition and this depolarization effect can be observed
for example in polarized absorption or PL excitation spectroscopy [76, 77].

1.4. Excitons in Carbon Nanotubes

In the previous sections the electronic and optical properties of SWCNTs within the picture
of free, non-interacting electrons and holes were presented. Already in the early stages of
the experimental studies of SWCNTs it became evident that electronic many body effects
might be relevant for the photophysics of SWCNTs. Upon studying the ES

22/ES
11 ratio by

absorption measurements of SWCNT solutions [78] it was found that the ES
22/ES

11 ratio when
extrapolated to large SWCNT diameters (d →∞) does not approach the value of two which
is predicted by the tight-binding model. This problem has been studied more systematically
after it was discovered that surfactant individualized SWCNTs dispersed in aqueous solutions
exhibit PL. Here a refined ES

22/ES
11 ratio of 1.75 [50] was found. The controversy was puzzling

theoreticians and experimentalists for quite a long time and became known as the ”ratio
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1.4. Excitons in Carbon Nanotubes

problem” [50, 79]. Extending the tight-binding model by incorporating of curvature effects
and band rehybridization only result in minor improvements. In fact, early theoretical
works considering many particle interactions/effects predicted the stability of excitons in
carbon nanotubes and indicated their contributions to optical processes. [80–83], but a clear
experimental distinction between excitonic recombination and bandgap PL at this stage of
the research was missing. Only recently, two groups independently were able to provide
evidence for the excitonic nature of the excited states in SWCNTs by performing two-photon
PL excitation experiments [84–86], where states can be populated which are usually not
observable in single-photon processes.

In general, absorption of a photon with appropriate energy by a semiconducting material
might lead to the creation of an electron and hole, which are both localized in the same spa-
tial area. If the attractive Coulomb force between electron and hole is sufficiently large they
can form a bound electron-hole pair, known as exciton. Excitons are classified into two lim-
iting cases, depending on the separation of the electron and hole, the so called Bohr radius.
Wannier-Mott excitons, also called free excitons, are characterized by electron-hole separa-
tions exceeding the lattice constants of the unit cell. These excitons can be treated as hydrogen-
atom like entities and correspondingly they exhibit different series of energy levels En and
exciton-binding energies Ebind . Here n is an integer, where the state with n = 1 represents the
excitonic ground state and n = ∞ the limit of the free unbound electron and hole. The exciton
binding energy Ebind is defined as the energy difference between the free charge carrier band
edge E∞ and the specific energy of an excitonic level En :

Ebind = E∞ − En . (1.38)

The energy levels En are given by a modified Rhydberg-formula according to:

En = 13.6 eV
n2

μ∗

me

1
ε2

. (1.39)

Here μ∗ is the reduced effective mass of the electron and hole, corresponding to
μ∗ = 1/m∗e + 1/m∗h and ε is the dielectric constant of the medium. The dielectric con-
stant is a measure for the polarizability of the medium, i.e. how easily charges respond to
an electric field. The polarized medium of the environment can compensate an external
electric field, so that the effective internal field is smaller. This effect is called dielectric
screening. In bulk semiconductingmaterials and especially in metals with ε >10 the attractive
Coulomb interaction between photoexcited electron and holes is shielded by the field of
the surrounding valence electrons. Therefore, the typical exciton binding energies of bulk
semiconductor materials are on the order of 10–60meV [87]. In consequence excitonic
effects for these materials can only be observed at cryogenic temperatures.
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1. Physical Properties of SWCNTs and Graphene

A second type of excitons, the so called Frenkel excitons, can be found in ionic crystals or
in materials with small dielectric constants ε. Characteristic for this type of excitons are
electron-hole separations smaller than the lattice constant. They are strongly localized and
have large exciton binding energies of 0.1–1 eV.
Regarding excitonic effects in SWCNTs, their one-dimensional structure leads to enhanced
Coulomb interaction for both the electron-electron repulsion and the electron-hole at-
traction. This results in the formation of strongly bound Wannier-type excitons with
exceptionally large binding energies on the order of 0.4–1 eV [84]. Excitons exist also in
metallic SWCNTs, however with significantly smaller binding energies of only ∼50meV
compared to the large energies of excitons in semiconducting SWCNTs [88]. The properties
of excitons in semiconducting SWCNTs and their impact on the optical properties are the
topics of the following sections.

From the Single Particle Picture to Excitons

The exciton energies and the symmetry of their wavefunctions determine the optical proper-
ties of carbon nanotubes. The theoretical description needs now to consider also Coulomb
interactions, such as electron-electron repulsion and electron-hole attraction. The solutions
for such a problem of two interacting particles can be found by using a solid state physics ap-
proach involving the solution of a Bethe-Salpeter equation [83, 89, 90].
In order to form an exciton the electron and hole wave functionsmust be localized at the same
spatial region along the tube. The relative distance of both and the shielding of the surround-
ing electrons determine the exciton binding energies. While, in the single particle picture,
both electrons and hole wavefunctions can be represented by single Bloch states, with the
wave vectors kc are kv , this is not possible anymore for the exciton wavefunction. Because of
the repulsive and attractive Coulomb interactionbetween electrons and holes, kc are kv are no
valid quantum numbers anymore. However, in reciprocal space kc are kv can still be used to
define the central positions of the corresponding wavefunctions and define the exciton center
of mass wavevectorK and the vector for the relative motion of the electron and hole k [91].

K = (ke − kh)/2 k = ke + kh . (1.40)

Instead of using a single Bloch functions, the Ansatz for the exciton wave function Ψ is a
linear combination of products of electron and hole Bloch functions over all valence v and
conduction c bands:

Ψ(ke , kh) =∑
v ,c

Av ,cϕc(ke)ϕ∗v (kh) . (1.41)

The resulting wavefunction Ψ is also localized in reciprocal space at the positions of
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1.4. Excitons in Carbon Nanotubes

The coefficientsAv ,c for the exciton wavefunctions Ψn and energies Ωn for the n-th excitation
can be found by solving the Bethe-Salpeter equation:

∑
kc ,kv

([E(kc) − E(kv)]) δk′c kc δk′vkv + K(k′ck′v , kckv)Ψn(kckv) = ΩnΨn(k′ck′v) . (1.42)

TheHamiltonian for the many-particle problem needs now to consider electron-electron and
electron-hole pair interactions for all electron and hole pair combinations. The first term of
the expression correspond to the energies of the electron E(kc) and hole states E(kv). These
energies are given as sum of the single particle energy and a self energy correction, which
originates e.g. from electron-electron repulsion [69]. The second term is the electron-hole
interaction Kernel K, comprising the interactions between all possible electron and hole
pairs. The kernel itself is composed of two terms: 1. Kd the direct and 2. Kx the exchange
(singlet-triplet) interaction.
The electron-hole kernel mixes states with all wavevectors and of all subbands. However, for
small diameter tubes the energy separation between the vHs of different 1D subbands is fairly
large. Thus it is a valid assumption that only electronic states, which contribute to a given
vHs do mix to form an excitonic state [70]. In this case, the effective mass approximation
(EMA) can be applied and furthermore the excitonic wave function can be approximated by
an envelope function approach [92].

Using a variational Ansatz for the exciton wavefunction, it can be represented as a linear com-
bination of products of single particle valence ϕc(re) and conduction band states ϕ∗h(rh):

ΨEMA(re , rh) = ′∑
v ,c

Bvcϕc(re)ϕ∗h(rh)Fν(ze − zh) . (1.43)

The indices v, c = ±m denote the quasi-angular momentum quantum numbers, which is are
coefficient Bvc is dictated by symmetry. Fν are ”hydrogen-like” envelope wavefunctions of
the relative coordinates of the electron ze and hole zh . The index ν resembles the principle
quantum number in the 1D hydrogen like series and determines the number of nodes. The
envelope functions is even or odd upon inversion: z→(-z) depending on the index ν: even
for ν = 0 2, 4,. . .or odd for ν = 1, 3, 5,. . . . For ν=0 Fν is a simple Gaussian of the form:
F0 = exp (−(ze − zh)2/2σ 2). The width of the Gaussian σ is the variational parameter in
the calculations and its physical meaning is the separation of electron and hole correspond-
ing to the exciton Bohr radius. The envelope function localizes the exciton along the SWCNT
axis and has the same symmetry as the real excitonic wavefunction. For the excitonic ground
state, it was found that the exciton Bohr radius in the range of 2–5 nm, significantly exceeding
the graphene lattice constant a.
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1. Physical Properties of SWCNTs and Graphene

1.4.1. Excitonic Dispersion Relation

Since themajority of luminescent semiconducting SWCNTs are chiral SWCNTs,the following
presentation of the topic focuses on the excitonic properties of those. The excitonic states of
zigzag and armchair tubes can be treated in a similar way, which is described in detail in [70].
First considering only the excitonic states which exist within the first E11 bandgap. In this
case optical transitions occur between subbands with index ±m in the vicinity of the K or
K’ points. The electronic states of the valence and conduction band close participating in the
optical transitions are schematically depicted in the band diagram of Fig. 1.12 (a). Because
K and K’ are related by time-reversal symmetry, chiral tubes comprise a set of two doubly
degenerate valence and conduction bands. The states at the band extrema have ±k0E±μ and
∓k0E∓μ symmetries for the valence and conduction band, respectively.
In the absence of Coulomb interaction the mixing of the electron and hole states, as indicated
by the vertical and diagonal arrows, would result in four fourfold degenerate states. However,
in fact the strongCoulomb interactionspartially lift the degeneracy between the states, leading
to the formation of a set of four excitonic states.
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Fig. 1.12. Diagrams of the electronic and excitonic bands and their symmetries of a chiral
(n,m) nanotube. (a) The two inequivalent valence and conduction bands. States involved in
the mixing (solid circles) are labeled according to their irreducible representation. The arrows
indicatemixing of the states, which gives rise to four excitonic bands with different symmetries.
Vertical arrows indicate mixing of states within which gives rise to Γ point excitons with A
symmetry, while the diagonal arrows result in two degenerate excitonic bandswith E symmetry
(b) Excitonic band structure. According to the optical selection rules only the 0A+0 , can be
populated, adapted from [70].

In general, the irreducible representation of an excitonic state D(ΨEMA), can be determined
by the direct product of the respective irreducible representations of the conduction state
D(Ψc), the valence state D(Ψv) and the envelope function D(Fv) [70]:
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1.4. Excitons in Carbon Nanotubes

D(ΨEMA) = D(Ψc) ⊗ D(Ψv) ⊗ D(Fν) . (1.44)

In the case of chiral SWCNTs, D(Ψc) and D(Ψv) of the doubly degenerate electron and hole
states are ±k0E±μ (see Fig. 1.12 (a)). The lowest-energy excitonic stateswith index ν=0 envelope
function transforms as 0A+0 . With the direct product Eqn. 1.44 the symmetries of the excitonic
states can be derived:

(k0Eμ + −k0E−μ) ⊗ (−k0E−μ + k0Eμ) ⊗ 0A+0 =
0A+0 + 0A−0 + k′E2μ′ + −k′E−2μ′ . (1.45)

The mixing of states with opposite quantum numbers (vertical blue arrows in Fig. 1.12 (a)),
such as ke=± k0 and kh=∓ k0, results in the formation of two excitonic states, which transform
as the 0A−0 (A2) and 0A+0 (A1) representation. On the other hand mixing of states with same
quantum numbers ke=kh± k0 (diagonal red arrows) leads to two degenerate excitonic states
with finite exciton momentum. These states have k′Eμ′ and −k′E−μ′ symmetries, respectively.
Here k′ ≈2k0 and μ′ = 2μ correspond to the linear and angular momenta of the exciton,
respectively.
The excitons can also be classified according to their center-of-mass momentum K corres-
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Fig. 1.13 The three inequivalent regions in the
two-dimensional Brillouin zone of graphene.
The cutting lines corresponding to a small ex-
cerpt of the BZ of a (6,5) SWCNT are shown.
The electron-hole pairs (at a solid circle near
K (or K’)) and the corresponding center-of-
mass momentum 2K (solid circle at Γ) of an
A1,2 exciton of the (6,5) SWCNT are indicated.
The electron-hole pair with the electron (solid
black) andhole lying on the second andfirst cut-
ting lines to the K point and the electron-hole
pair with the electron and hole lying on the first
and second cutting lines to the K’ point corres-
pond to an E12 exciton with the center-of-mass
momentum 2K (dotted circle near the Γ point)
on the first cutting line next to the Γ point [91].

ponding to different characteristic positions in the graphene BZ. In Fig. 1.12 the situation is
depicted for the case of a (6,5) SWCNT. Here, the graphene BZ is shown together with the
cutting lines corresponding to the (6,5) SWCNT. Three different inequivalent regions can
be distinguished, which are located at the zone-center around the Γ point and close to the
K and K’ zone borders. Upon optical excitation the electrons and holes are generated in
subbands close to the K or equivalently K’ points of the graphene BZ, which are both related
by time-reversal symmetry. Therefore, four combinations of electron and holes need to be
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considered. Excitons formed by the mixing of electronic (ke ) and holes (kh) originating from
different K (or K’) regions have a center-of-mass-momentum 2K close to the K or K’ points,
corresponding to the K-momentum exciton. For electron and holes created both in the same
K (or K’) region corresponding to (ke=± K and kh=± K’) the exciton-momentum 2K is close
to the zone center Γ point of graphene (solid circle) giving rise to two excitons with 0A+0 and
0A−0 symmetry (Γ-point excitons).
On the other hand, if the electron originates from the K and the hole is from the K’ region
(or vice versa), 2K, the excitons lies in the K region (K’ region) and are of Eμ symmetry. Due
to their finiteK vector, these excitons are called K-momentum excitons. As in these excitons,
the electrons and holes exist in different valleys they cannot recombine radiatively.

For the case of light polarized perpendicular to the tube axis optical transitions between bands
with different subband indices m. For excitons formed by e.g. a E12 transitions, the electron
and hole originate from the first and second cutting line to the K (K’) point resulting in an
exciton with its 2K close to the Γ point (dotted circle in Fig. 1.13).
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Fig. 1.14. Calculated excitonic energy dispersion relations of the ground and excited excitonic
states of the first E11 and second E22 intersubband transitions in a (6,5) SWCNT. (a) 0A−0 singlet
exciton state (S=0). The energy lowest E11 ν = 0 exciton exhibits a non-parabolic steep disper-
sion (b) The bands of the 0A+0 singlet and triplet excitons are degenerate. The ν=0 excitonic
ground state has a parabolic shape corresponding to the dispersion of a free particle, adapted
from [70].

Up to now only the formation and properties of spin singlet excitons were discussed, basically
neglecting the fact that electrons and holes carry a spin and the mixing of states considering
the spin multiplicities, gives rise to a set of 12 triplet excitons, which are partially degener-
ate [91, 93]. For example in the case of the 0A−0 exciton the spin singlet and triplet states are
degenerate due to the symmetry imposed vanishing of the exchange interaction vanishes.
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1.4. Excitons in Carbon Nanotubes

The calculated excitonic energy dispersion relations for the 0A+0 and 0A−0 excitonmanifolds of
an (6,5) SWCNT are plotted as a function of the center-of-massmomentum 2K in Fig. 1.14 (a)
and (b), respectively [91]. The dispersion relation of the optically allowed E11 0A+0 singlet ex-
citon in (b) exhibits parabolic shaped dispersion relation corresponding to the dispersion of
a free particle.

Dark Excitons

Although the number of available excited states is significantly increased compared to the
single-particle picture, most of the excitonic states in SWCNTs are forbidden by optical selec-
tion rules and are referred to as dark excitons. Dark excitons are excitonic states which do not
decay radiatively to the ground state [57, 93] based on the selection rules for dipole-allowed
optical transitions, which were presented already within the context of single particle optical
transitions (Sec. 1.3.2).
According to the optical selection rules in Eqn. 1.37, an optical transition between the elec-
tronic ground state and an excitonic state is allowed when the direct product of the irredu-
cible representations of the final exciton state, the electromagnetic interaction operator and
the ground state have the total symmetric 0A+0 representation as an common element.
In SWCNTs the electronic ground state transforms as the totally symmetric 0A+0 representa-
tion and for light polarized along the SWCNTaxis (z direction) at k=0 the operator transforms
as a vector oriented in z-direction: 0A−0 . With this it can be shown that out of the four energy
lowest excitons (ν = 0) of the first vHs, only transitions between the ground state and excitons
with the 0A−0 are allowed. For excited excitons of the same with envelope functions Fν ν > 0
the decomposition presented in Eqn. 1.45 remains unchanged. Thus, only a single optically
allowed exciton with 0A−0 -symmetry exists for each ν. In summary, optical transitions for the
following excitons are forbidden:

• The 0A+0 exciton, due to quasi-angular momentum conservation (parity forbidden)

• The doubly degenerate K-momentum excitons with ±k′0E±μ′ symmetry (K ≠0)
• Triplet excitons, due to spin selection rules

The selection rules are based on symmetry consideration, but whether a nominal bright state
is experimentally observable depends also on the total oscillator strength for the particular
transition. On the other hand, the optical selection rules apply only for the ideal case of an de-
fect free SWCNT and it was predicted that symmetry breaking processes, like defects, impur-
ities or exciton-phonon interactions, can relax the optical selection rules and allow themixing
of states with different parity and multiplicity depending on the nature of the defect [94].
In fact, Mortimer et al. could demonstrate in a pioneering experiment the controlled ”bright-
ening” of the 0A+0 dark exciton. The state turned luminescent, if the SWCNT is exposed to a
highmagnetic field parallel to the tube axis at cryogenic temperatures. The energy separation
between the bright and by 1–5meV [95]. Themagnetic brightening [96,97] Optical signatures
of dark excitonic states have been observed also in PLE and linear absorption measurements
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where the SWCNT samples were not exposed to additional external perturbations. The
brightening of the dark state was there attributed to inherent synthesis introduced defects
and impurities [98].
The K-momentum excitons can also participates in optical processes and their signatures
can be observed as broad sidebands to the main PL or absorption bands [99–101]. While
it is not optically active per se, strong exciton-phonon coupling in SWCNTs gives rise to
exciton-phonon complexes with energies EK−ex ± ħωph . In PLE measurements this phonon
sidebands of the Eħωph appear 130meV below the and the for the EK−ex + ħωph 160meV
above the PL and absorption bands of the 0A+0 exciton respectively [99].
Dark excitons are predicted to influence the optically processes further, as they might be
involved in nonradiative decay process, where they trap large fractions of the excited state
population [81, 84, 90, 102, 103].

1.4.2. Exciton energies

The multiple-particle interactions result also to significant changes of the exciton energies
compared to the single-particle energies band gap energies. In Fig. 1.15 the effect of the at-
tractive and repulsive Coulomb interactions on the an absorption spectra of an (8,4) SWCNT
is demonstrated. The self energy term arising from the electron-electron repulsion, causes a
significant blue shift of the bandgap energy (bandgap renormalization) of about 1.1 eV, which
is nearly compensated by a red shift caused by the attractive electron-hole interaction respons-
ible for the formation of the excitons 0.7 eV.The net effect is a blue shift of the excitonic trans-
ition energies compared to the free electron ones [79, 91, 104]. Furthermore, the lineshape of
the absorption band changes to a Lorentzian.
For semiconducting SWCNTs, the self energy term, the energy correction due to the tight-
binding energies due to electron-electron repulsion, is experimentally difficult to assess, as
it requires the unscreened band gap energy and the exciton energy at the same time. The
excitonic nature of the excited states in SWCNTs was evidenced by two independent work
groups utilizing two-photon excitation-emission spectroscopy [85, 86]. Two-photon absorp-
tion allowed for determining the exciton binding energies. Actually, these represent a large
fraction of the optical bandgap and for small diameter SWCNTs exciton binding energies in
the range of 0.3–0.4 eV were measured [84–86].
Theoretical predicted and experimentally determined exciton binding energies for the bright
0A−0 are on the order of 0.3–1.0 eV, which is a significant fraction of the band gap energy. The
energies depend strongly on the diameter and in addition on the chiral angle [81, 106–108].
Further it is predicted that for semiconducting SWCNT there is at least one dark excitonic
state below the single bright [92, 106].
The exciton energy of the optically bright 0A−0 exciton can be easily determined with PL or
absorption spectroscopy. In order to determine its binding energies, two-photon excitation
absorption measurements were performed, where both an excited exciton state (E2g) and
the continuum band gap can be observed. The binding energies determined with this
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Fig. 1.15. (a) Schematic illustration of the two contributing Coulomb interactions governing
the excitonic energies, adapted from [105]. (b) Calculated absorption spectra of the first optical
transition E11 of a (8,4) semiconducting SWCNT. Coulomb interaction leads to (1) band gap
renormalization due to the repulsive electron-electron (blue shift of the vHs) and (2) form-
ation of excitons due to the electron-hole interaction (red-shift of the renormalized vHs and
reshaping into a Lorentzian), modified from [104].

method are on the order of 0.2–0.4 eV, which is a significant fraction the single particle band
gap [84–86, 109].

1.4.3. Exciton Mobility in SWCNTs

Fast pure dephasing times and small coherence length Lc of only 10 nm indicate that coherent
excitations in SWCNTs do not play a significant role [110, 111] and justify the treatment of
excitons as rigid particles with center of mass. Excitons are localized along the nanotube axis
on a length scale of their exciton Bohr radius 1–2 nm [84,90,92,112] and are delocalized along
the nanotube circumference. Considering the large nanotube length up to several hundreds
of nanometers, movement in axial direction can be well regarded as one-dimensional. The
exciton transport in SWCNTs is diffusional with large diffusion coefficients D on the order
of 0.1–10 cm2/s and corresponding diffusion lengths LD = √

2Dτe f f between 6–630 nm,
strongly depending on the sample material and environmental conditions [112–115].

1.5. Photoluminescence of SWCNTs

It lasted more than ten years since the first reports of the discovery of SWCNTs until PL
was observed experimentally. The crucial step which made the observation possible was
the preparation to produce samples which contain isolated SWCNTs (see also Sec. 3.2.1).
In pristine SWCNT materials strong intertube van-der-Waals forces of up to 500 eV/μm
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tube-to-tube contact [41] lead to the formation of thin bundles with a hexagonal packing of
SWCNTs and even larger aggregates in solutions. The exact mechanism which leads to the
PL quenching in SWCNT bundles is still under debate, Presumably, charge carrier tunneling
or Förster type energy transfer [116–118] from semiconducting tubes to metallic SWCNTs
within these bundles and the subsequent nonradiative recombination of an electron hole pair
is discussed as a possible radiationless deactivation pathway [49].

The following parts of this section review further aspects of the PL in SWCNTs. Starting with
a summary of general PL properties. In PL studies of single SWCNTs it is observed that the
PL energies exhibit tube-to-tube variations, which is attributed to the influence of a varying
dielectric environment. Here, the model explaining the dependency of the PL energies on the
dielectric environment is reviewed. As a last, the current results on the excited state dynamics
of the PL process are presented and a model for the possible mechanism of the nonradiative
decay is reviewed.

1.5.1. Excitonic description of the PL process in SWCNTs

The PL process in the single particle picture was introduced in Fig. 1.11. The general scheme
presented there is also valid for the excitonic picture of the PL process. However now the
origin of the PL is the radiative recombination of the bright E11 0A−0 exciton. Since there is
virtually no Stokes shift between absorption and PL energies in SWCNTs [119], excitation en-
ergies exceeding the E11 energies are used. Off-resonant excitation, not matching an excitonic
transition energy, leads to reasonable PL intensities, however in a typical PL experiment the
bright E22 0A−0 exciton is excited. Alternatively, indirect PL excitation via an exciton-phonon
complex such as the E11+G-band is also possible [82].
The contribution of free carrier transitions to the spectral properties of carbon nanotubes is
very low. Nearly all of the oscillator strength after E22 excitation is transferred to excitonic
states within the with a branching ratio of 10:1 between the decay into the 0A−0 and the free
carrier bands [120]. The free carrier continuum can be only observed in PLE or absorption
experiments [121].

1.5.2. Excited State Dynamics, PL Decay Times and Quantum Yield

The excited state dynamics of a system fundamentally depends on the interaction of the ex-
cited state with e.g. phonons, defects or other charge carriers. Thereby, knowledge about the
excited state dynamics in combination with spectroscopic information is crucial.
The excited states in SWCNTs which are experimentally directly observable are the bright
excitons of the different Ei i subbands, while only the E11 excitons recombines radiatively.
In general the ground-state relaxation of an excited state can be either radiative kr or
nonradiative knr . The total decay rate of the system is then just the sum of both: k=kr+knr .
kr is the spontaneous decay rate whose inverse 1/kr corresponds to the intrinsic lifetime τ0
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of the excited state. There exist a broad range of (scattering) processes based on intrinsic and
extrinsic interactions giving rise to various nonradiative decay pathways with the specific
nonradiative decay rate k1nr . The total nonradiative decay rate of the system is just the sum
of all individual components: knr = k1nr + k2nr + . . . . Examples for such intrinsic processes
are e.g. electron/exciton-phonon coupling or scattering by charge carriers or other excited
states (Auger-recombination). Extrinsic processes might involve scattering with trap states
caused by defects or impurities or nonradiative depopulation due to energy transfer processes.

The time dependent PL decay, described by the time constant τPL , reflects this complex inter-
play and is characterized by the PL decay time τPL , which is defined as:

τPL = 1
kr + knr

. (1.46)

The QY is defined as the ratio of emitted photons to absorbed photons and can be expressed
in terms of decay rates following:

QY = nemitted

nabsorbed
= kr
kr + knr

. (1.47)

A lot of effort has been put into the research of more suitable surfactants and preparation
methods to increase the QY [122]. So far, the highest QYs for SWCNT samples of up to
20% were reported for suspensions of SWCNTs encapsulated by various oxygen-excluding
surfactants dispersed in organic solvents. Furthermore, high QYs of 7% were also reported
for individual SWCNTs, freely suspended between silicon pillars [123], while the QY for
individual micelle encapsulated SWCNTs with ionic surfactants on substrates is rather low
in the range of 0.1–1% [124]. This broad range of behavior reflects the influence of the
heterogeneous environment on the PL of SWCNTs.

Two different phonon assisted nonradiative decay mechanisms have been proposed by Pere-
beinos et al. for explaining the nonradiative PL decays in SWCNTs. In the case of hole-doped
SWCNTs a phonon-assisted indirect exciton ionization process (PAIEI) [125] might occur.
The process is schematically depicted in Fig. 1.16 (a) .
Here, the photo-generated excitons relax starting from the first subband by simultaneous
emission of a phonon and the generation of an intraband electron-hole pair within the valence
band (for a p-doped SWCNT), satisfying both energy and momentum conservation [125].
The rate of the PAIEI process increases with increasing doping levels.
In fact, p-type self-doping of SWCNTs occurs for SWCNTs deposited on substrates and
exposed to ambient conditions, which was attributed to the photoinduced chemisorption
of preabsorbed oxygen [126]. Another prominent example which lead to p-type doping
are chemical sidewall modifications, such as protonation [49, 127, 128] or oxidation reac-
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Fig. 1.16. Schematic illustration of the phonon-assisted nonradiative decay process in SW-
CNTs. (a) Phonon-assisted indirect exciton ionization process (PAIEI). (b) Multi-phonon de-
cay (MPD), adapted from [125]

tions [129]. The doping is caused due to the formation of covalent bonds between the π
system of the SWCNT and a electrophilic species, which results in the injection of a hole
close to the reactions site. In the first case, charge transfer due to trapped charges located on
the surface of the substrate or from the ionic surfactant are discussed.

The second nonradiative decay mechanism, which was proposed by Perebeions et al. is a
multi-phonon decay (MPD) process . However, in the case of free mobile excitons this
mechanism is less efficient than PAIEI.The predicted decay rates for small diameter SWCNTs
d < 0.8 nm are around 0.01 ns−1 , thus by far too slow to explain the fast decays observed in
out experiments. However, MPD decay rates are significantly larger for localized excitons,
where the rate increase to 1–10 ns−1 . Exciton localization or trapping can occur at sites
along the SWCNT which exhibit local potential energy minima caused by changes in the
local dielectric function or in the presence of charges. This was used to explain confined PL
emission from short SWCNT segments of 20 nm observed in near-field PL experiments [130].
The interplay of both mechanisms, PAIEI and MPD of localized excitons might indeed lead
to the observedPLquenching behavior andboth are assumed to contribute to the rate: kquenchnr .

Förster resonance energy transfer (FRET) between SWCNTs separated by only small distances
of 2–4 nm or within SWCNTs in small bundles, where the SWCNTs are basically in direct
contact and are oriented parallel to each other, is discussed as an efficient non-radiative de-
cay channel [117, 118]. Exciton energy transfer starts in semiconducting SWCNTs from the
higher energy E11 bright excitonic state of the donor SWCNT into a finite momentum state
(K≠0) of the bright E11 exciton dispersion of the acceptor SWCNT. The higher momentum
exciton eventually looses energy and reaches the minimum of the excitonic dispersion (K=0)
from where it can recombine radiatively [117]. Even more efficient is a similar exciton energy
transfer process from semiconducting to metallic SWCNTs. In fact PL quenching due to the
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presence of metallic SWCNTs in small bundles of SWCNTs is discussed as one of the major
reasons for the strongly reduced or even complete absence of PL from SWCNT bundles [131].

1.6. Raman Scattering of SWCNTs and Graphene

Raman scattering is the coherent, inelastic scattering process of photons by matter. In solids,
the most frequently occurring scattering process involves the interaction of photo-excited
electrons or excitons with one or more optical phonons. These electron-phonon scattering
processes determine many transport properties, such as the mobility of the charge carriers,
the thermal conductivity as well as the elastic properties. Furthermore, these electron
phonon interactions critically determined the radiative and non-radiative excited state
lifetime. Especially in 1D structures such as carbon nanotubes the exciton-phonon coupling
is enhanced, which leads to observable phonon-sidebands in their absorption spectra.
Furthermore, phonon-assisted charge carrier relaxation processes are very efficient in
SWCNTs and represent nonradiative decay channels (vide infra).

(kin,ωin) (kscat,ωscat)

(q,ωph)

Hep

Her,a Her,b

Fig. 1.17 Feynman diagram of a first-order Ra-
man scattering process. The incident photon
with energy ħωin and wavevector kin excites
an electron-hole pair. In the following the
electron is inelastically scattered by creating or
destroying an phonon with energy ħωph and
wavevector q. In the subsequent electron-hole
pair recombination process, a photon with en-
ergy ħωscat and wavevector kscat is emitted.

For the simplest Raman process, a so called first-order scattering process, the inelastic inter-
action is governed by the scattering of the excited state with a single phonon. As illustrated
in the Feynman-diagram in Fig. 1.17, the first-order Raman scattering process is comprised of
three virtual interactions. The first step is the absorption of the ground state ∣i⟩ of a photon,
governed by the electromagnetic interaction Hamiltonian (Her ,a ), with frequency ωin leads
to the formation of an electron hole pair. The electron is then inelastically scattered by either
absorption or emission of a phonon with energy ωph and phonon wavevector q (electron-
phonon interactionHamiltonianHep ). Finally, the electron hole pair recombines forming the
final state ∣ f ⟩ by emission of a scattered photon with the energy ωs and wavevector k (Her ,b ).
The Raman scattering process is virtually instantaneous occurring on the femtosecond times-
cale [46] and fulfills the energy and momentum conservation laws:

ħωin = ħωscat ± ħωph ,

kin = kscat ± qph . (1.48)
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Raman processes can be categorized depending on whether the excitation energy Ein = ħωin

or the energy of the scattered photon Escat = ħωscat matches the energy of an electronic trans-
ition. This is illustrated for four Raman processes in Fig. 1.18. If both, the excitation energy of
the laser and the energy of the scattered photon, do not match the energy separation between
two electronic levels (solid lines), Ein ≠ Eb−Ea , the Raman process is a so called non-resonant
process. In this case the optical transitions occur between virtual states (dotted lines) short-
lived intermediate states, so called virtual states (dotted lines in Fig. 1.18).

|v2〉

|i〉

ωin ωscat

ωscat

|b〉

ωph|v1〉

ωph

ωph

ωin ωscatωin ωscat
ωin

ωph

(a) (b) (c) (d)

|a〉

non-resonant double resonantStokes anti-Stokes

Fig. 1.18. Energy level diagrams of Raman scattering processes: (a) non-resonant Stokes Ra-
man scattering (b) Stokes Raman Scattering: Creation of a phonon (c) Anti-Stokes Raman
scattering: A phonon is destroyed during the process. The Raman scattering processes in (b)
and (c) are resonant Raman processes with respect to the incoming and scattered light, re-
spectively. (d) Double Resonant Raman scattering, where both incoming and scattered light
are in resonance with electronic transitions. Dashed lines indicate virtual states, while solid
lines correspond to electronic states.

The Raman processes illustrated in Fig. 1.18 (b), (c) and (d), on the other hand, are resonant
Raman scattering processes (RRS), where the energy of the incident (incident resonance) or
the scattered light (scattered resonance) matches an electronic transition, as it is shown in
Fig. 1.18 (b) and (c), respectively. The process in Fig. 1.18 (d) is a double resonance Raman
scattering process, where two resonant electronic transitions are involved.
The non-resonant Raman scattering cross sections of individual SWCNTs is extremely small,
on the order of 10−17 cm2, which in consequence only leads toweakRaman signals atmoderate
excitation powers.
For a first-order Raman process as the one illustrated in the Feynman-diagram Fig. 1.17 the
expression for the Raman scattering intensity can be derived from third-order perturbation
theory and is given by [46]:

I(ωph ,ωin) =∝∑
a ,b

∣ Mer(ωscat , f b)Mep(ωph , ba)Mer(ωin , ai)(Ein − Eai − iγr)(Ein − (Ebi ± ħωph) − iγr) ∣
2

. (1.49)
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Increased Raman intensities are expected if the denominator becomes small. The dominator
is comprised out of two resonance terms. The first term is the incoming resonance, where
the energy of the incident light Ein is equal to the energy difference Eai = Ea − Ei between
the electronic states a and initial electronic state i. The second term corresponds to the
outgoing resonance, where ħω is the phonon energy and Ebi is the energy difference between
electronic state b and the initial (final) electronic state i. Incoming and outgoing resonant
Raman scattering conditions significantly enhance the Raman cross section by up to three
orders of magnitude [132].

The processes related to the destruction or creation of a phonon are called Stokes (S)- and
anti-Stokes (aS) Raman scattering, respectively. Correspondingly, the energy of the scattered
photon Escat is either reduced or increased by the amount of the phonon energy: ħωs =
ħωin ± ħωph . The probability for Stokes or Anti-Stokes scattering events depends on the ini-
tial phonon population of the state n, which follows for phonons with energy Eph at a given
temperature T the Bose-Einstein-distribution:

n = 1
exp Eph/kBT − 1

, (1.50)

where kB is the Boltzmann constant. In the course of a first order Raman process the Stokes
process leads to an increase of the phonon population, according to n → n+1, correspondingly
the phonon-population is reduced according to n + 1 → n in the course of the anti-Stokes
process. The intensity ratio between the Stokes and anti-Stokes scattered light I(S)/I(aS)
follows to a first approximation:

IS
IaS

∝ n + 1
n

= e(Eph /kB T) . (1.51)

At room-temperature the intensity of the Stokes scattering process is considerably larger than
the anti-Stokes intensity and therefore the Stokes scattered light is conveniently detected in
standard Raman experiments.

1.6.1. Raman Scattering of Graphene and SWCNTs

The close relation of the graphene and SWCNT phonon dispersion relations on the one
hand results in several Raman bands which both materials have in common. On the other
hand the one-dimensional structure of SWCNTs leads to unique and characteristic phonon
modes. Changes in the frequencies of the Raman modes are signature for doping (field and
chemical) or can be used to monitor the effects of strain and stress (elastic and mechanical
properties. Other modes require structural defects for their activation.
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The unit cell of graphene contains two inequivalent carbon atoms, with three degrees
of freedom each, giving rise to six phonon branches, three optical and three acoustical,
which are (listed in order of decreasing energy): longitudinal optical (LO) ; in-plane
transverse optical (iTO); out-of-plane transverse optical (oTO); longitudinal acoustic (LA)
; in-plane-transverse acoustic (iTA) and the out-of-plane transverse acoustic (oTA) . The
phonon modes associated with the iTO and LO branches give rise to four characteristic
Raman bands of graphene. At the Γ-point the iTO- and LO-dispersions are degenerated,
giving rise to a single Raman band: The G-band (green). The D- and G’-bands are associated
with large momentum K-point phonon modes (blue), while the D∗-band is associated
with phonons whose wavevector can interconnect both sides of the dispersion cone. The
corresponding phonon dispersion relations along a path Γ-M-K-Γ interconnecting the high
symmetry points of the graphene BZ are depicted in Fig. 1.19. In ideal graphene, the iTO-
and LO-dispersions are degenerate at the Γ-point giving rise to the G-band.
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Fig. 1.19. High energy part of the phonon dispersion relation of graphene along the high
symmetry lines of Γ-M-K-Γ of the graphene BZ showing the iTO (in-plane transverse optical),
LO (out-of-plane transverse optical) and LA (longitudinal acoustic) branches. The phonon
modes associated with the iTO and LO branches give rise to four characteristic Raman bands
of graphene. At the Γ-point the iTO- and LO-dispersions are degenerated, giving rise to a
single Raman band: The G-band (green). The D- and G’-bands are associated with K-point
phonon modes (blue), while the D∗-band is associated with phonons whose wavevector can
interconnect both sides of the dispersion cone. Modified from [133].

Raman processes in graphene and SWCNTs can be classified based on the number of
phonons emitted during the course of the whole process. There are one-, two and multi
phonon processes. Further, the order of a scattering process is defined as the position of
the scattering event in the sequence of total scattering events [46, 132]. Fig. 1.20 illustrates
the various Raman scattering processes which give rise to the characteristic Raman bands

44



1.6. Raman Scattering of SWCNTs and Graphene

of graphene and SWCNTs. Exemplarily, the scattering processes here are illustrated for the
linear range close to the K points in graphene. The following description is also valid for
metallic SWCNTs and might be also adapted for the Raman scattering of semiconducting
SWCNTs considering their excitonic dispersion relations.
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Fig. 1.20. Summary and classification of Raman scattering processes in graphene and SW-
CNTs. 1-phonon and 2-phonon-processes. First and second order processes. Further distinc-
tions are possible regarding the incident (upper row) or scattered resonance process (lower
row).

One-phonon processes and two-phonon processes are indicated by the upper name bar,
while the order of these processes is given in the lower name bar. Two cases of resonance
conditions can be distinguished. These are the incident (upper row) and scattered (lower
row) resonances corresponding to the situation where either the excitation laser is resonant
with an electronic transition or the scattered light. The end (starting) points of resonant
transitions are marked as grey circle. Inelastic and elastic scattering events are indicated
by solid and dashed arrows, respectively. The phonon modes of graphene and SWCNTs
associated with these processes are given in the middle row. For the sake of convenience the
processes in Fig. 1.20 are displayed as ”intra-valley processes”, where the elastic and inelastic
scattering processes link two opposite sides of an equi-energy contour ring around the same
K point. One Raman mode associated with this kind of scattering is the D’-mode. Due to
momentum conservation, excitation with visible light allows only to probe Γ-point phonons
with wave vectors q ≈ 0. Defects in graphene and SWCNTs may relax this condition and
give rise to phonon modes involving large q wave vectors. Second order Raman processes
might also involve ”inter-valley scattering”, where the elastic and inelastic scattering occurs
between states located at the K and K’ points. The activation of these processes are allowed
for phonons with large momentum, which follow a q ≈ 2k ”selection rule”. These double
resonant inter-valley scattering processes follow basically the same schemes which are
illustrated in Fig. 1.20, but in this case the scattering processes link electronic states close to
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the inequivalent K and K’ points. A prominent example for a Raman mode which is due to a
double resonant ”inter-valley” scattering process is the G’ phonon mode.
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Fig. 1.21. Representative Raman spectra for single layer graphene (a) and a semiconducting
(6,5) SWCNT (b). Themost prominent Raman bands common to bothmaterials are the G and
G’(2D) bands at 1580 cm−1 and 2600 cm−1 , respectively. The G’ band in graphene is approxim-
ately 4–5 more intense than the G-band, opposed to the typical situation in carbon nanotubes.
(b) The radial breathing mode (RBM) occurs in the spectral range of 250–400 cm−1 and is a
characteristic feature of SWCNTs. The spectral position scales inverselywith the tube diameter.
In semiconducting SWCNTs the G-band splits into a low and high frequency component , G−
andG+ respectively. Moreover, in (b) the defect inducedD band at∼1300 cm−1 can be observed
which is a characteristic signature for defects in graphitic materials.

1.6.2. Raman Spectra of graphene and SWCNTs

The large number atoms in the unit cell of SWCNTs result in a considerably more complex
phonon structure. Analog to the zone folding approach, which was used to obtain the
electronic dispersion relation in Sec. 1.2.2 it is possible to derive the phonon dispersion
relation of SWCNTs [52]. Raman scattering spectroscopy is extensively used for probing the
vibrational and electronic properties of graphene and carbon nanotubes, providing detailed
insight into the underlying phonon structure of these materials and the factors influencing
them, such as stress, strain doping and defects [132].
Fig. 1.21 shows a representative Raman spectrum of graphene (a) and of a semiconducting
(6,5) SWCNT (b). The most prominent phonon modes in graphene are the G- (E2g ) and
the high frequency G’ mode3 at 1580 cm−1 and 2700 cm−1 . Two additional high frequency
modes: the 2D’ (3250 cm−1), an overtone of the G-band, and a combination mode G+2D
3In other sources the 2D mode is referred to as G’ mode. Here, the notation for the bands which is used in
reference [134] is adapted
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at 4300 cm−1 can be observed. In addition to these modes the Raman spectrum of the
SWCNT exhibits two additional bands: The SWCNT specific RBM-band at ∼300 cm−1 and
the defect-related D-band at 1350 cm−1 .

The G-Band

The G-band originates from a one phonon first order (q = 0) scattering process. It involves
an optical phonon mode between the two carbon atoms in the graphene unit cell. The lTO
mode is of E2

2g symmetry and corresponds to the stretching vibrations of carbon hexagons.
In the case of graphene the corresponding G-band arises at ∼1580 cm−1 and has a single
Lorentzian lineshape.
The G-band (A1) is also observed in the Raman spectra of SWCNTs, whereas the phonon
energy varies slightly. The degeneracy of the iTO- and LO-dispersions is lifted at the Γ-point,
which leads to the splitting of the G-band into a high and low frequency component,
denoted as G+ and G− in semiconducting SWCNTs, respectively. The reason for this is
the confinement of the phonon vectors and curvature effects. The G+-band is associated
with vibrations of carbon atoms in axial direction (LO mode), while the vibrational modes
leading to G− feature involve the motion of carbon atoms in circumferential direction of
the SWCNTs (iTO mode). In contrast to the G+ peak the frequency of the G− is diameter
dispersive according to 47.7 cm−1/d2

t [135].

The G’-band

The G’-band in graphene and SWCNTs, often also denoted as 2D band in literature, arises at∼2600–2700cm−1 . The origin of the G’-band is a two-phonon, second order double resonant
Raman process similar to the processes depicted in Fig. 1.20 (d) and (h). Two phonons with
wave vectors q and −q are involved in this process, therefore momentum conservation is ful-
filled. The scattering process is an inter-valley process linking two inequivalent K-points. The
double resonance links the phonon wave vectors to the electronic structure,which results into
a strong dispersive behavior following different excitation energies. The shape and the width
of the G’-band depends on the number of graphene layers. While for single layer graphene it
resembles a single Lorentzian line shape, the G’-band of bilayer graphene is slightly broader.
This is a consequence of a splitting of the band into four single components with slightly dif-
ferent frequencies. Also the Raman intensity-ratio of the G- and G’-band sensitively depends
on the number of layers and is therefore used for analyzing the number of layers [134]. Char-
acteristic for single layer graphene is the 4–5 times larger intensity of the 2D band compared
to the G-band intensity.
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The RBM-band

Themost distinct difference of a SWCNT Raman spectrum to the one of graphene is the oc-
currence of the low-energy radial breathing mode (RBM) in the spectral region between 100
and 400 cm−1 . The RBM is a symmetric phonon mode originating from the simultaneous,
radial displacement of all carbon atoms, which leads to a breathing-like vibrational motion.
Its spectral position depends inversely on the diameter of the SWCNTs. This relation is com-
monly formulated as:

ωRBM = C1

dt + C2
. (1.52)

For the parameters values C1=248 cm−1nm and C2=0 cm−1nm are suggested which were de-
duced for isolated single SWCNTs on a Si substrate [136].
This simple relation between the RBM frequency and the diameter is exploited for (n,m) chir-
ality assignments of SWCNTs. For this resonance Raman experiments are performed, record-
ing the RBM intensities for different laser excitation energies.

The D-band

The additional band, which arises in the mid frequency range between the RBM and G-Band
at ∼1350 cm−1 is the so called D-band. The occurrenceof the D-band is a distinct signature for
disorder in graphitic materials. The corresponding phonon mode requires structural defects
for its activation. The D-band peak arises from the breathing modes of sp2 conjugated carbon
rings. In highly crystalline graphene the number of defects is too small to observe the D-band.
However, the graphene edges may act as sources for D-Band scattering [134, 137].
According to the classification in Fig. 1.20 (b), the D-band scattering process is a one phonon
second order double resonance Raman process. The two resonance conditions correspond to
the incoming (scattered) resonance and to the inelastic scattering process by a phonon. The
latter can be described as inter-valley scattering of the excited electron into a k+qmomentum
state, linking the two sides of the K-cone. The backscattering event of the excited electron
into the initial k state, requires the presence of a defect. Any phonon with q ≈ 2k can give
rise to the D-band. As the D-band scattering is a double resonance process it shows also a
dispersive behavior for different energies of the incident Laser. Depending on the excitation
wavelength the D-band frequency is shifted by 50 cm−1/eV in graphene [138] and with a rate
between 38–65 cm−1/eV in SWCNTs [139].
In defective graphitic materials the defect activated D’- band at 1620 cm−1 can be observed.
The origin here is a intra-valley double resonance process as it is depicted in Fig. 1.20 (a) and
(f).

1.6.3. Disorder in NanographiticMaterials: The ID/IG ratio

The important fact that the intensity of the second order D and G∗ Raman bands in graphitic
materials is connected to the presence of defects is exploited to evaluate and discuss defect
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densities in carbonaceous materials. The term defect in this context covers a broad range of
different structural and electronic perturbations such as carbon vacancy sites,physisorbed ad-
atoms on the surface as well as functional groups bound by covalent bond but also the edges
of the material. Accordingly, mechanical deformation experienced by the structure, e.g. due
to strain or twisting and also doping [140] any other sp3 hybridized carbon sites due to e.g.
chemical functionalization results in the emergence and/or increase of the Raman D-band.
To date an overall comprehensive picture how the different types of defects affect the ID /IG
ratio is just evolving. Most studies are related to the edges and finite size of nanographitic
materials.
Inmost of the cases, the field discusses the data based on an the results of an empirical study by
Tuinstra andKoenig, where theDmode is related to the finite crystal size [141,142]. In this first
comparative X-ray diffraction (XRD) and Raman studies on graphite and microcrystalline
graphite the ID /IG Raman intensity ratio was found to scale inversely with the average cluster
size La :

I(D)
I(G) = C(λEx)

Lα
(1.53)

In literature the relation in Eqn. 1.53 is commonly referred to as the Tuinstra-Koenig relation
(TK1) [141]. The parameter C(λ) is a wavelength dependent coefficient, which has been
investigated systematically in reference [143]. For a typical Raman excitation wavelength of
514 nm C=5.5⋅10−3.
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Fig. 1.22. Dependency of the Raman ID/IG ratio on the crystallite size La (a) For graphene
treated with an argon-ion bombardment which preferentially produces point defects. Adap-
ted from [144] (b) For various amorphous carbons, adapted from [145]. Two regimes can be
identified in both graphs. Regime (1) for small cluster sizes, where the ID/IG increases with in-
creasing with L2a and regime(2) for cluster sizes larger than ∼2 nm, where the ID/IG decreases
with 1/La .
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Two different regimes can be distinguished for the dependency of the ID /IG -ratio on the crys-
tallite size La . As the scattering process giving rise to the D-band requires defects, the in-
tensity of the D-band is related to the number of defects. However, it requires intact carbon
hexagons for its activation. If the number of defects increases the graphene carbon network
starts loosing sp2 connectivity and carbon clusters consisting of intact carbon hexagons are
formed. Increasing the defect density leads to an increasing number of this clusters, while the
average size of this clusters La decreases. For this regime of cluster sizes the D-band intensity
ID is steadily increasing.
Reaching a certain defect concentration the carbon networkwill start loosing intact hexagons
and I(D) starts to decrease. Ferrari et al. found that for this regime another relation holds
ID/IG= C’(λ)/La

2 with C’(514.5 nm) ≈0.55 nm−2 [145]. The quadratic scaling law reflects
the probability to find an intact carbon hexagon per unit area. While the previously men-
tioned work focused on various disordered and amorphous carbon materials, Lucchese et al.
studied the effect of an argon-ion bombardment and induced amorphization for single layer
graphene [144], where they observed a similar dependency of the ID/IG -ratio on the cluster
size (compare Fig. 1.22 (a)).
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The interaction of carbon nanotubes and graphene with light gives rise to a broad range of
linear and also nonlinear optical effects, such as absorption, PL, elastic and inelastic light
scattering, second harmonic generation or CARS. On the one hand the optical contrast
generated by this emitted or absorbed light can be used for imaging of these materials on the
other hand a spectroscopic analysis leads to valuable information about the electronic and
phonon structure of thesematerials. Optical microscopy and related spectroscopy techniques
provide experiments can be easily performed on ensembles as well as on the single nanotube
level [31, 65, 136, 146, 147].
The first reports on the manufacturing and successful application of optical microscopes
date back to the early 17th century and are connected to the names of the inventor, such as
Zacharias Janssen, Galileo Galilei and Christiaan Hygens [68, 148]. An optical microscope
generates a magnified real image of a small object using a lens system consisting of two
convergent lenses, one close to the object under study, the so called objective, and an
additional magnification lens(-system) at the user end, the ocular [148]. The general concept
of the microscope remained basically unchanged until today. However, improvements in
the fabrication of optical components and the illumination system lead to higher imaging
quality, collection efficiency and in consequence the maximum spatial resolution. Due to
the wave nature of light diffraction from lenses and apertures inside the microscope enforce
a natural limit for the resolution of a microscope. close to the predicted theoretical limit of
approximately half the wavelength of the excitation light (200–400nm).
One approach to push the optical resolution limit closer to the theoretical limit is based on
the optimization of the spatial intensity distribution within the focal area of the excitation and
detected light. One of these concepts, which provides a slightly improved spatial resolution
and a better rejection of background light compared to conventional wide-field microscopes
is realized in laser scanning confocal microscopes.

In the first section of this chapter the fundamental parameters of an opticalmicroscope, which
are conveniently used to characterize e such as the point-spread function and optical resolu-
tion are introduced and the concept of the confocal microscope is briefly reviewed. Further
literature giving an extensive overview about confocal microscopy and nano-optics in general
might be found in refs. [68, 149]. The topic of the second section is the so called interference
scattering microscopy (iSCAT). The signal formation relays on the interference between the
elastically scattered light field of an object and a secondary reference field. Due to the inter-
ferometric enhancement of the scattering signal it is possible to detect even small nanoobject
which are usually weak scatterers. In this work a common-path iSCAT approach is employed
utilizing a standard inverted confocal microscope. A simple model for the formation of the
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interferometric contrast is presented for the example of a small spherical object. The various
phase contributions influencing the magnitude and sign of the signal are discussed.

2.1. Confocal Microscopy

Nowadays confocal microscopy is a widespread microscopy technique, which is successfully
applied to study the optical properties of a broad range of different sample materials such as
biological samples, inorganic semiconductor materials and even single molecules. The de-
tected signal might originate from a variety of linear or non-linear light-matter interactions,
such as fluorescence, Raman scattering, two-photon excitation or CARS.
The basic concept of the confocal microscope was first time proposed by Minsky in 1955,
while an concept for a confocal microscope using an sample stage, which enabled the raster-
scanning of the sample, was patented by him in 1957 [150]. The basic principle of the confocal
microscope is based on the idea to use a point-like excitation source such as a tightly focused
laser for illumination and simultaneously to detect only the light emanating from a single
point of the sample, which can be realized by placing a pinhole in front of the detector. A
schematic illustration of the confocal principle is shown in Fig. 2.1. The optical elements are
arranged in the so called inverted or epi-geometry. Here, a singlemicroscope objective is used
for illumination of the sample as well as for the collection of the optical response. Excitation
light is provided by a collimated laser beam (black line) and passes a beam splitter or equival-
ently a dichroic mirror. The laser beam is then focused by an infinity corrected objective onto
the sample. The emitted light from the sample is collected by the same objective collected and
is then guided via reflection from the beam splitter to a second lens, which focuses the light
on a pinhole in front of the detector.
Both the objective and the second lens are aligned in a ”confocal” arrangement, where each
point of the object plane is directly mapped to a point of the conjugated image plane. How-
ever, the pinhole in front of the detector allows the detection of light from the sample which
emanates from the small excitation volume confined to a in-focus sample position along the
optical axis (blue lines). Light from emitters located either at off-axis sample positions (green
line) or which are not located within the focal plane of the focusing objective (red lines) is
efficiently blocked by the pinhole. A consequence of the point-like excitation and detection
of the optical response is that for the acquisition of an image of a larger sample area, the
optical response from many sample points needs to be collected. This can be achieved by
raster-scanning of the sample area, either by lateral or horizontal stepwise movement of the
sample with respect to the fixed position of the excitation laser by utilizing a piezo-driven
sample stages or by varying the focus position across the sample. Such a lateral movement
of the excitation beam can be realized by varying the position of the laser across the back
aperture of the focusing objective by using galvanometric mirrors or acousto-optic deflectors.

The advantage of confocal microscopy compared to e.g.ẇide field microscopy is its improved
axial and lateral resolution and more importantly it offers an improved background light re-
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Detector

object plane

optical axis

beam splitter

pinhole

conjugated 
object plane

objective

excitation

Fig. 2.1. Schematic illustration of the confocal principle for an epi-geometry. The lens system
consists of two lenses arranged in a confocal geometry, where the focal point of one lens is in the
focal point of the other one. The sample is illuminated by a point source. For this, the excitation
beampasses a beam splitter and is focused on the sample. Only light emanating froman emitter
positioned on the optical axis and in the focal plane of the first lens (blue triangle) can reach
the detector. Light emanating from objects, either off-axis (green square) or out-of-focus (red
circle), is efficiently blocked by the pinhole in front of the detector.
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jection resulting in an improved optical contrast compared to the wide-field excitation. The
size of the confocal pinhole is an important parameter as it determines the amount of light
falling on the detector as well as axial resolution [151]. In general, the pinhole size should
match approximately the (magnified) size of the diffraction limited excitation spot for op-
timum performance. The lateral optical resolution of confocal microscopes is only slightly
improved compared to the white-fieldmicroscopes. Their advantage, especially regarding the
imaging 3Dobjects is their considerably improved axial resolution. More details on the optical
resolution and resolution limit of optical microscopes are found in the following section.

2.1.1. Spatial Resolution of Optical Microscopes

The resolution of an optical microscope is defined as the smallest distance between two
objects in the image plane for which it is still possible to distinguish both. As it wasmentioned
in the introduction, diffraction of light at optical elements inside the microscope sets an
natural limit to the spatial resolution. Or to put it in another way: The image of a point light
source, such as a radiating point dipole, has an finite size and is spread in lateral and axial
direction.

This broadening can be explained in the framework of the angular spectrum representation
of optical fields in terms of spatial filtering by propagation and [68]. The point like response
of an single radiating dipole can be described by a delta-function which is represented by
an infinite spectrum of spatial frequencies kx and ky . By propagation of the light field from
the point source into the farfield high frequency components (k2x + k2y) > k2 associated with
the evanescent near-field are lost. Furthermore, the objective far away from the point source
(z ≫ λ) can only collect a limited fraction of the propagating field components. Both effects
reduce the bandwidth of spatial frequencies and therefore inhibit the reconstruction of a
point like image of the original source [68].

d

f

α

P

n1
n2

Fig. 2.2. The collection and focusing property of a lens depends on the maximum half-angle
α of the cone of light, which can be accepted or focused by the lens. It is and the refractive
index of the medium The numerical aperture (NA) of lens is defined as: NA = n1 ⋅ sin α
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Thereby, the resolution of a microscope depends on the maximum spatial frequencies kx ,max

and ky ,max which can be accepted by the objective and is determined by the angular aperture
2 α of the lens. The acceptance angle α is defined as the half-angle of the maximum cone of
light, which can be collected or focused by the lens and is in consequence a function of the
free aperture d and the focal length f : tan α = d/2 f (compare Fig. 2.2).
More conveniently, the so called numerical aperture (NA) is used to describe the collecting
and focusing properties of the lens. The NA is related to α by:

NA = n ⋅ sin α . (2.1)

Here n is the refractive index of the medium between the lens and the focal point P. The
maximum spatial frequencies e.g.in x-direction kx ,max which can be collected by the lens is
then related to the NA by:

kx ,max = k ⋅ NA = 2π
λ
⋅ NA . (2.2)

Considering now the image of a single dipole emitter which is oriented perpendicular to the
optical axis (in x-direction). The spatial intensity distribution of the dipole in the image plane
is given by the so called point-spread function (PSF) of the microscope. The PSF describes
the spread of the electric field radiated by a point source when propagating from the object
plane to the image plane and passing the optical components of the microscope. The PSF of
the whole microscope is approximately the product of an excitation PSF and detection PSF≃ PSFdet ⋅PSFex c . The PSFex c and PSFdet are equal to the spatial intensity distribution of the
focused light in the object plane and the detected intensity distribution in the image plane,
respectively.
In the paraxial approximation where 2α ≪ 90○ the PSF of a point source has the functional
form of an Airy function [68]:

I(x, y, z = 0) = C [ J1(2πρ̃)
2πρ̃

]2 ρ̃ = NA ⋅ ρ
Mλ

. (2.3)

J1 denotes a Bessel function of the first kind, while ρ is the radial distance from the optical
axis and M is the magnification of the optical system. A plot of the PSF defined in Eqn. 2.8 is
depicted in Fig. 2.3.
The PSF is maximal at ρ = 0 and has additional substantially weaker side-maxima at larger
radial distances. The width of the PSF, the so called Airy disc radius, is defined as the radial
distance ρ at which the PSF becomes zero. Along the x-axis with ρ = x the Airy disc radius
Δx is:

55



2. Optical Microscopy Methods

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

0.8

1.0

 

 

no
rm

. I
nt

en
si

ty
 

ρ NA/Mλ

Δx

Fig. 2.3. PSF of a single dipole oriented perpendicular to the optical axis along the x-direction.
The function was plotted based on the paraaxial expression of the PSF in Eqn. 2.8. The width
of the PSF is the so called Airy disc radius and is equal to the radial distance ρ at which the PSF
becomes zero.

Δx = 0.61Mλ
NA

. (2.4)

Δx depends only on the wavelength λ of the excitation light, the numerical aperture NA and
themagnificationM of the system. Although the PSF in Eqn. 2.8 was evaluated in the paraxial
limit it is a good approximation for microscopes utilizing highNAobjectives as there are only
minor deviations in the width and height of side maxima compared to the results of exact
calculations of the PSF [68].
With the knowledge about the lateral PSFs it is possible to evaluate the resolution limit of the
microscope. Considering the situation depicted in Fig. 2.3, where the radiation of two point
sources separated by the distance Δ r in the object plane is detected in the image plane. The
distance between the two emitters in the object plane Δr is mapped to the distance M Δ r
in the object plane. Assuming that the two emitters radiate incoherently, their PSFs simply
overlap giving rise to different image patterns strongly depending on the distance Δr between
the emitters.
Based on this image patterns different definitions exist for the maximum resolution of a mi-
croscope. The widely used resolution criterion of Ernst Abbe states that two emitters can be
well distinguished if the separation of their PSFs Min[MΔr] in the image plane is equal or
larger than the width Δx of a single PSF. In this case the maximum of one PSF coincides with
the first minimum of the second PSF:
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object plane objective image plane

Δr M.Δr
θ

Fig. 2.4. Illustration of the optical resolution limit of a microscope. Two closely neighbored
point sources separated by the distance Δr in the object plane are excited simultaneously.

Min[Δr] ≥ 0.61 λ
NA

. (2.5)

An analogous criterion for the resolution limit where a two dimensional imaging geo-
metry was considered was formulated by Rayleigh [148]. The resolution limit defined by
Abbe appears to be somewhat arbitrary, as the overlapping PSFs of both emitters can be
well distinguished even if their separation Min[Δr] would be below the limit defined
in Eqn. 2.5. Furthermore it is valid only for two parallel dipoles with fixed orientations
perpendicular to the optical axis. The advantage of this formulation on the other hand
is that it can be also applied to the case where two different dipoles exhibit different op-
tical response upon excitation. The relative distance between the two emitters is not distorted.

An estimation for the theoretical limit for the spatial resolution of an imaging system can be
derived using the expression in Eqn. 2.2. The minimum distance Min[Δr] between two point
sources separated by the distance Δr = (Δx2 + Δy2)1/2 in the object plane is determined by
the maximum bandwidth of spatial frequencies Δk = (Δk2x + Δk2y)1/2 which can be acquired
by the system. It can be shown that, similar to Heisenberg’s uncertainty relation, Δr and Δk
are related by [68]:

ΔkΔr ≥ 1 . (2.6)

Using Eqn. 2.2 as an upper limit for Δk constrained by the NA of the collecting lens, one
obtains:

Min[Δr] = λ
pi ⋅ NA

= 0.31 λ
NA

. (2.7)
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Compared to the Rayleigh resolution limit the theoretically expected resolution limit is about
two times smaller.

The key features of a confocal microscope are the small excitation volume due to a tightly fo-
cused beam, which allows selective excitation of spatially well isolated emitters and secondly
the aperture in front of the detector. Compared to wide-field microscopes the lateral resol-
ution of standard confocal microscopes is only slightly better. The resolution determining
PSF of a microscope is in a first approximation proportional to the product of excitation PSF
(PSFi l l ) and detection pointspread function (PSFdet ). In the case of the confocal microscope
PSFi l l and PSFdet are identical, which leads to a square scaling of the total system PSF on the
PSFi l l :

PSF(x, y, z)con f ∝ PSF(x, y, z)i l l ⋅ PSF(x, y, z)de t ∼ PSF2
i l l , (2.8)

and in consequence to the slight resolution improvement compared to wide-field illumina-
tion. The big advantage of confocal microscopy over wide-field microscopy is its enhanced
axial resolution. The minimum axial resolution Min[Δrz] of two dipoles positioned along
the optical axis is:

Min[Δrz] = 2 nλ
NA2 , (2.9)

where n denotes the refractive index in the object space.

In the last years confocal microscopy based ”superresolution” techniques have been developed
which provide subwavelength optical resolution. Themost prominent ones are the stimulated
emission depletion technique (STED) [152] or the stochastic optical reconstruction micro-
scopy (STORM) [153]. Confocal microscopy is also the basis for e.g. tip-enhanced near-field
microscopy and can be also combined with time-resolved optical techniques, such as pump-
probe spectroscopy or TCSPC measurements.

2.1.2. Gaussian Laser Beam and Gouy Phase Shift

An important parameter for microcopy in general is the intensity distribution in the focal
area, which is determined by the focusing optics and the properties of the excitation light.
Nowadays lasers are established as standard light sources for confocal microscopy. They
provide monochromatic, coherent light with a high degree of polarization. Typically the
output is highly collimated with a negligible beam divergence even when propagating large
distances. By using high NAmicroscope objectives this allows the tight focusing of the laser
beams to diffraction limited focal volumes which is a fundamental requirement for single
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molecule microscopy.

In most of the cases the fundamental output mode of a laser beam exhibits a Gaussian field
distribution in its beam waist. In the paraxial approximation, the radial field distribution of a
collimated Gaussian laser beam propagating in direction of the z-axis is given by [68, 154]:

E(ρ, z) = E0
w0

w(z) e− ρ2

w2(z) ei[kz−ϕGouy(z)+kρ2/2R(z)] . (2.10)

Here E0 denotes a constant field vector in a plane perpendicular to the propagation direction.
ρ = (x2 + y2)/2 is the radial distance from the z-axis. The other parameters can be explained
by examining the plot of the electric field E of the Gaussian beam depicted in Fig. 2.5. w0 is
the beam radius at the position z=0.
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Fig. 2.5. (a) Characteristics of a paraxial Gaussian beam in the region of its beamwaist. Plot of
the radial electric field distribution along the z-axis. The surfaces of constant field strength form
a hyperboloid along the z-axis (red curves). (b) Gouy phase shift: A Gaussian beam exhibits a
phase shift of ϕGouy when the beam propagates through its beam waist.

Furthermore following abbreviations are used in Eqn. 2.10:

w(z) = w0 + (1 + z2/z2r )1/2 beam radius ,

R(z) = z(1 + z20/z2) wavefront radius ,
ϕGouy = arctan z/zr Gouy phase . (2.11)

The parameter z0 is defined as: z0=kw2
0/2, where k is the wave vector of the light. The

parameter zr is the Rayleigh range and is defined as the axial distance between the focus and
the position zr where the beam radius increases to

√
2 w0 . Related to this is the so called
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bi- or confocal range b, which is defined as the distance twice the Rayleigh range: b = 2 zr .
Within this range the Gaussian beam is approximately collimated.

The beam radiusw(z) is defined as the radial distance ρ, for which the electric field amplitude
E(x, y, z) is reduced by a factor of 1/e compared to its corresponding value along the z-axis
E(0, 0, z). With increasing distance from the center the beam becomes more divergent
and the beam radius w(z) continuously increases. The points of constant E(x, y, z) form
hyperboloid surfaces along the z-axis. The asymptotes (black dashed lines) for z→ ±∞
enclose an angle θ = 2/k w0 with the z-axis. θ is called the divergence of the beam and can
be directly related to the NA of a focusing lens by NA = n ⋅ sin 2/k w0 .

Besides the propagation term k z, the imaginary part of Eqn. 2.10 consists of two additional
terms. The second term is the Gouy phase shift ϕGouy . A Gaussian beam experiences an axial
phase shift of π compared to a plane wave with the same optical frequency when traveling
from z=−∞ to z=+∞ [155]. The evolution of the phase-shift is depicted in Fig. 2.5 (b)). The
phase changes gradually as the beam is passing through its beam waist. The fastest phase
change occurs on the distance corresponding to the Rayleigh range and thus the speed of
the phase change can be controlled by focusing. The Gouy phase shift does not only occur
for weakly convergent/divergent light beams such as the Gaussian beam but is a phenomena
intrinsic to all propagating focused light fields [156]. The Gouy phase shift has important
implications for optical experiments relaying on the phase relations of the excitation light
field such as interferometric light detection schemes, in nonlinear microscopy or for coherent
control experiments [157].
The last term of the imaginary exponential expression of Eqn. 2.10 describes the curvature of
the wavefronts. The change of curvature upon propagation along the z-axis is described by
the wavefront radius parameter R(z). Close to the beam waist at z=0 the radius approaches
infinity, R(z) ≃ ∞, and consequently the wavefronts in this region are simple planes. In the
limit z→ ±∞ R(z) depends nearly linear on z which is characteristic for a spherical wave.
The wavefronts have their minimum curvature at the edges of the Rayleigh zone at ±z0 ,
where R(z0) = 2z0 .

2.2. Interference Scattering Microscopy

Interference scattering microscopy techniques (iSCAT) are microscopy techniques, where
the detected signal is formed by interference of a scattered light field of an small particle and
a reference field [158–160]. One prerequisite is that the scattered and reference fields are both
coherent and that the spatial modes of both light fields overlap to some extent [160]. There a
various approaches for the realization of the interference geometry, basically determined by
the choice of the reference field. Despite classicalMichelson andMach-Zehnderdesigns [161],
where the reference field is separated from the excitation beam and is traveling in a separate
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arm of the setup, there are also common-path realizations where the incident and scattered
beams propagate along the same geometrical path [162–164]. In the common-path schemes
the reference field can be the incident excitation field [162, 165] or the beam reflected from
an substrate interface back into the direction of the incidence [158, 163, 166]. The scattered
field is either generated by the direct elastic interaction of the incident light with the particle
or by scattering from refractive index inhomogeneities induced by the interaction of the
particle with its local environment. The latter effect is for example exploited exploited in the
photothermal imaging method [147, 166, 167], which allows to determine the amount of heat
deposited in a particle and in consequence their absorption.

One of the advantages of scattering methods is that it can be used to study non-fluorescent
objects such as gold nanoparticles, non-luminescent semiconductor nanocrystals [167] but
also biological samples such as viruses [168]. Due to the high sensitivity of the iSCATmethod
acquisition times can be very small for particles with moderate scattering cross sections
which even allows the detection and distinguishing of particles in fluids [161, 169, 170]. The
good SNR which can be achieved for the iSCAT signals allows also the application of the
method for particle tracking experiments. Only recently the iSCAT method was successfully
employed for the visualization of the translational and rotational motion of viruses deposited
on lipid bi-layers [168].
For particles significantly smaller than the excitation wavelength the interferometric signal
is not a pure ”scattering” signal anymore, where the particles optical response is governed by
the real part of its polarizability/susceptibility but rather due to the extinction or absorption
properties of the particle. This property of the signal has been exploited in experiments in
order to determine the extinction of a transmitted or reflected focused beam caused by a
single molecule [171–173] and was also used to determine the extinction cross sections of
semiconductor quantum dots [174] and GNPs [165, 175].
iSCAT based methods can achieve single particle detection sensitivity and were successfully
employed to visualize individual gold nanoparticles (GNP) with sizes as small as 2.5–
5 nm [158, 167, 176–178] and recently it was demonstrated that it is possible to image single
organic molecules based on their absorption signals [172, 179]. By employing an common-
path iSCAT scheme based on an inverted confocal microscope and a supercontinuum white
light source, Lindfors et al. demonstrated for the first time that this iSCAT method is capable
of distinguishing individual gold nanoparticles with diameters between 5–60 nm based on
their plasmon spectra [158].

In the next two sections a realization of the iSCAT experiment based on a common-path
approach which utilizes an inverted confocal microscope in reflection mode is presented.
Following this, the formation of the interferometric scattering signal for the common-path
iSCAT arrangement is elucidated for the simple case of a spherical particle with a diameters
significantly smaller than the excitation wavelength.
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Common-path iSCAT Geometry

In this work the common-path iSCAT approach is employed to study the scattering (extinc-
tion) properties of individual SWCNTs on a glass substrate. The approach can be easily real-
ized on a conventional inverted confocal microscope in reflection mode [158, 163]. A schem-
atic representation of the experimental scattering setup is depicted in Fig. 2.6.
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Fig. 2.6. Schematic representation of the common-path iSCAT geometry. Using an inverted
confocal microscope setup, the incident laser field Ein is focused by a high NA=1.4 objective
on a particle deposited on glass coverslide. The sample is further covered by a thin layer of im-
mersion oil to achieve refractive index matching conditions. Thereby, total internal reflection
is avoided and the amount of back-reflected background light from the glass is reduced which
enhances the scattering contrast. A small fraction of the incident light (∼10−5) is reflected at
the glass-oil interface Er and serves as reference beam (black dashed line). The scattered field
of the particle Es (red dashed line) and the reflected field Er (black line) are collected by the
same objective and are focused on the detector.

The excitation light Einc is reflected by a beam-splitter into a highNA immersion oil objective
(NA=1.4, 60x), which focuses the light onto the sample. If an object is present in the focal
volume two processes occur: First, elastic light scattering from the particle and second
reflection of the incident light at the glass-oil interface. The scattered Es and reflected light
Er are collected by the same objective, collimated and is then focused on a detector. Both
the scattered and reflected fields add up coherently and thus give rise to the interferometric
signal. In a similar way a transmission iSCAT geometry can be realized by collecting the light
propagating into the upper half-space with a second objective.

A large fraction of the light focused on the sample by high NA objectives impinges on
the sample under large angles of incidence. For instance, the maximum angle of incid-
ence of light focused by an oil immersion objective with NA=1.4 on a glass-air is θmax =
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arcsinNA/noi l=67○ which considerably exceeds the critical angle for total internal reflection
for such a interface of θcr i t = 41○. In consequence, about ∼25% of the incident excitation light
undergoes totally internal reflection (assuming highest filling factor of the objective). This
totally reflected light is collected by the objective and also reaches the detector. It represents a
substantial contribution to the overall background signal. In addition to this, these high angle
field components carry an additional incident angle dependent phase shift [68] which com-
plicates the interpretation of the interferometric scattering signal. Total internal reflection
can be efficiently suppressed by establishing refractive index matching conditions. This can
be achieved by embedding samples with an immersion oil whichmatches the refractive index
of the glass substrates. This reduces also the amount of backreflected light from the glass-oil
interface by up to three orders of magnitude leading to an improved scattering contrast [180].

The Interferometric Scattering Signal

In the following an simple expression for the interferometric signal of iSCAT experiments
using the back reflection geometry is derived. For the sake of simplicity the object under
study is a spherical particle with a radius small compared to the excitation wavelength
(a ≪ λ). Furthermore, only on-axis phase relations between the reflected focused Gaussian
laser beam and the scattered field of the particle. In this limit the scattering contrast and the
parameters controlling the signal such as the particle size, the reflectivity of the substrate
interface and different phase contributions inherent to the reflected and scattered fields can
be discussed qualitatively. Moreover it is shown that the interference signal of small particles
originates from the absorption of the particle. The presentation of this topic is based on
refs. [158, 181, 182].

The scattered field Es and reflected fields Er are related to the incident excitation laser field
Einc by:

Es = s ⋅ Einc Er = r ⋅ Einc . (2.12)

The scattered field propagates as a spherical wave, whose amplitude and phase are determined
by the complex valued scattering coefficient s. Conveniently, the reflected fieldEr is expressed
in terms of the fresnel reflection coefficients r, which is defined by the refractive indices of the
different media and the angle of incidence [148].
The scattering coefficient s depends on the polarization of the incident light, the direction
of the incident and detected light and the material properties of the particle and of the sur-
rounding medium [182]. For spherical particles with diameters small compared to the excit-
ation wavelength the scattering process can be treated as scattering of a dipole which results
in simplified expressions for s. Assuming that the sphere is located directly in the center of
the excitation focus and considering only the excitation and scattered light which is propagat-
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ing in direction of the optical axis, the scattering coefficient s for light scattered back into the
directions of the incident light is [182]:

s = − k3

4 π
⋅ ∣α∣ exp iϕp (2.13)

k = 2πnmed /λ is thewavevector of the excitation light propagating in amediumwith refractive
index nmed . α=∣α∣ exp iϕp is the complex polarizability of the sphere, where ϕp is the phase
of the polarizability. The polarizability of a sphere can be defined in terms of the Clausius-
Mosotti relation [182]:

α = 4π
εsphere − εmed

εsphere + 2εmed
⋅ a3 , (2.14)

εsphere and εmed are the (complex) dielectric constants of the sphere (e.g. gold) and of the
surrounding medium respectively and a denotes the radius of the particle.

Both fields, Es and Er interfere in the detector plane and the measured intensity Iscat can be
written:

Iscat ≃ ∣Er + Es ∣2 = ∣Er ∣2 + ∣Es ∣2 + 2 E∗r Es cosΔϕ .
(2.15)

The first and second terms of Eqn. 2.15 correspond to the reflected and pure scattered intensit-
ies respectively. The third term is the interference term, which depends critically on the relat-
ive phase difference Δϕ between the reflected and scattered field. The phase shift Δϕ is defined
as the relative phase shift of the scattered field in respect to the reflected field and contains all
phase contributions originating from both. Substituting the expressions of electric fields by
their definitions given in Eqn. 2.12 the intensity reads:

Iscat ≃ ∣Einc ∣2(r2 + ∣s∣2 + 2 r ∣s∣ cos Δϕ) . (2.16)

Basically three parameters, r, s and the phase Δϕ determine the scattering intensity. Typically
the scattering amplitude factor ∣s∣ of nanoparticles is small compared to the reflectivity r.
Thereby the strongest signal contribution arises from the back reflected light ∝ r2. This
signal is than further modified by the pure scattering term∝ ∣s∣2 and the interference term.
As ∣s∣ is related to the radius of the particle a via the polarizability α this has implications for
the contribution of both terms to the signal. In the following the different contributions to
the detected intensity are discussed:
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Particle size a: The scattering amplitude ∣s∣ is related via the polarizability directly to the
volume of the particle: ∣s∣ ∝ a3. Due to the different scaling of the pure scattering term ∣s∣2
and the interference term with the diameter of a6 and a3 respectively, the contribution of the
interference term to Iscat becomes increasingly important for decreasing particle diameters.
In consequence, for small diameter particles the interference term dominates the scattering
signal completely and in this regime the detected signal scales with the third power of the
diameter [165]. Thus, the scattering signals of small diameter nanoscale object originates
from extinction (absorption) of the particle. This point will be elucidated in more detail in
one of the following paragraphs.

Reflectivity r: Another factor determining the detected intensity is reflectivity r of the
substrate/ immersion oil interface. According to Eqn. 2.16 a high reflectivity leads to an
increase of the detected intensity and does also enhance the contribution of the interference
term to the signal. It is to note that r has is a wavelength dependent function, depending on
the refractive indices of the materials forming the interface and the polarization and angle of
incidence of the incident light and thus can modify the line shape of the detected signal. By
carefully adjusting r, e.g. by selecting different immersion media, one is able to enhance the
scattering intensity or to invert the contrast [180].

Relative phase shift Δϕ: The third contribution to Iscat is the relative phase shift Δϕ between
the reflected field from the substrate interface and the scattered field of the particle. Both, the
reflected beam and the scattered beam, experience a phase shift compared to a unperturbed
plane wave propagating in the same direction: The reflected beam is affected by the Gouy
phase shift ϕGouy (compare Sec. 2.1.2) and the scattered beam by the phase delay due to the
oscillator response of the sphere ϕp to the excitation light field.

First addressing the Gouy phase shift for the reflected laser beam. The basic phenomenon
was explained in Sec. 2.1.2 and is extended in the following to the case of a reflected focused
beam. Fig. 2.7 illustrates schematically the situation in the focal region. A Gaussian laser
beam is focused on a sphere deposited on a substrate (black beam waist). The laser beam is
propagating in positive z direction with the center of the beam waist located at z = 0. At
the interface a fraction of the beam is reflected and propagates back into the direction of the
detector in the farfield (black arrow). Measured from the position of the particle at z = 0 the
reflected beam Er accumulates a phase shift equal to ϕGouy = −π/2.
For a vertical displacement of the particle along the optical axis by a distance of ± z away from
the focal plane or equivalently defocusing, the modified Gouy phase shift experienced by the
reflected field Er is [181]:

ϕGouy = −π/2 ± arctan(z/zr) . (2.17)
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Fig. 2.7. Phase contribution to the relative phase shift ϕtotal between the incident and reflected
fields. (a)The reflected fieldEr experiences a Gouy phase shift of−π/2 when propagating from
the substrate interface (z=0) to the detector in the far field. (b) A focus position below the
substrate interface (z = −z) along the optical axis results in a modified Gouy phase shift of
−π/2± arctan (z/zr) for the reflected field.

Here z is the focal position along the z axis with z=0 corresponding the position of the particle
and zr is the Rayleigh range of the Gaussian beam (see also Sec. 2.1.2). Representatively, the
situation is illustrated for focusing below the substrate interface at the position z = −z (red
beam waist). In this case the accumulated Gouy phase shift of the reflected beam increases,
while for focusing above the interface z > 0 the field develops an smaller phase shift. This
immanent effect on the scattering signal in iSCAT experiments is discussed by Hwang et al.
in detail. It could be shown that the Gouy phase shift of the reflected field is basically the
cause that in the case of small diameter particles absorption leads to the attenuation of the
reflected (transmitted) laser beam [181].
Another factor which might give rise to an additional phase shift between the incident
and reflected field is the reflectivity r itself. Depending on the refractive indices of the
materials constituting the optical interface, the reflection coefficient r might change its sign
corresponding to an additional phase shift of π. This might occur for a transition from an
inner reflection (ninc > ntrans) to outer reflection (ninc < ntrans) and vice versa. If working
with a single wavelength for excitation this should not be a problem, however as the refractive
indices and thus r are wavelength dependent such a transition might occur when working
with a broadband light source for excitation. Knowledge about the refractive indices of the
substrate and immersion medium is therefore essential for interpreting the magnitude of the
intensity signals.

66



2.2. Interference Scattering Microscopy

The second phase contribution is associated with the scattered field Es and originates from
the oscillator phase ϕp of the particle due to its response to the excitation field. The phase
of the scattered field Es is shifted by ϕp compared to the excitation field Einc . The phase shift
arises from thewavelength dispersive optical response of the sphere and the propagation of the
field as a spherical wave. The incident Einc and scattered field Es are related by the scattering
amplitude s. In the electrostatic approximation for small particles s is proportional to the
polarizability α [182].
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Fig. 2.8. Contributions to the relative phase shift ϕtotal between the incident and scattered
fields: Phase shift due to the scattering response of the particle, here approximated by the po-
larizability of a dipole treated as damped harmonic oscillator. Blue curve: Phase shift plotted as
function of the excitation energy (frequency). The phase shift is 0 for small excitation energies
and increases to π for larger ones. At the resonance energy (1.2 eV) the phase shift equals π/2.

α in turn is a complex valued function of the excitation wavelength describing the optical
response of the particle. Assuming that the small sphere can be treated as a dipole, the func-
tional form of the polarizability can be approximated by the oscillatory part of the function of
motion of a damped harmonic oscillator [182]. In Fig. 2.7 the real (black) and imaginary parts
(red) of this idealized α are depicted. The phase shift ϕp (blue curve) between the oscillator
and the incident driving field is defined by the imaginary and real part of the polarizability,
according to ϕp = arctan (Im(α)/Re(α)) . For excitation energies deviating from than the
resonance energy the phase shift is small. The phaseshift steadily increases for increasing ex-
citation energies. For energies exceeding the resonance energy the oscillator is not able to
follow anymore the driving field, resulting in a phase delay of π. In the energy range close to
the resonance energy the phase changes rapidly and the phase delay becomes π/2 when the
excitation energy matches the resonance.
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Accordingly, the phase shift ϕp due to the wavelength dependent response of the oscillator
can be defined by using the expression of the scattering amplitude s in Eqn. 2.13:

ϕp = arctan Im(α)
Re(α) . (2.18)

With Eqn. 2.17 and Eqn. 2.18 the relative phase shift Δϕ between the reflected field and the
scattered field is then given as:

Δϕ = ϕGouy − ϕp . (2.19)

Plugging in the explicit expression for Δϕ into Eqn. 2.15 and neglecting the pure scattering
term ∣s∣2 one obtains an expression for the scattering intensity valid for small particles:

Iscat ≃ ∣Einc ∣2 [r2 + 2 r ∣s∣ cos(−π
2
+ arctan z

zr
− arctan Im(α)

Re(α) )] . (2.20)

Assuming that the particle is exactly in the focus at z=0, where the Gouy phase term becomes
zero and using the relation cos (π/2 + ϕ) = − sin (ϕ) Eqn. 2.20 becomes:

Iscat ∼ ∣Einc ∣2 [r2 − 2 r ∣s∣ sin (arctan( Im(α)
Re(α) ))] . (2.21)

The light scattering of the particle in the focus effectively leads to attenuation of the intensity
of the back reflected light. For the small particles under consideration, this is caused by ab-
sorption of light. This becomes more apparent when substituting ∣s∣ = c ∣α∣ in Eqn. 2.21 and
using the relation Im(α) = ∣α∣ ⋅ sin(ϕp) :

Iscat ∼ ∣Einc ∣2 (r2 − 2 r c Im(α)) . (2.22)

Eqn. 2.21 and Eqn. 2.22 are basically representations of the extinction theorem for the limit of
small particles [182]. Usually, extinction is attributed to the real part of α: Re(α) = ∣α∣⋅cos(ϕp)
which causes a phase shift between the incident and scattered fields and thus leading to de-
structive interference [183]. In the case of resonant excitation and assuming a dipolar response
of the particle, the phase ϕp becomes π/2. The scattering intensity is then approximately given
as:

Iscat ∼ ∣Einc ∣2 (r2 − 2 r c ∣α∣) . (2.23)
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Thus, for resonant excitation and the particle placed in focus the contribution of the
interference term is expected to be maximal. Indeed, the dependence of ϕGouy on the
axial displacement of the particle and its influences on the detected scattering/extinction
intensity could be observed experimentally for a similar iSCAT arrangement as described
here [174]. The ϕGouy dependency on defocusing might also have practical implications for
white light experiments. In the case that the microscope objective is not corrected perfectly
for chromatic abberations it focuses the various wavelength components differently. In
consequence this results in different Gouy phases for different wavelength and thus might
modify the shape and intensity of the iSCAT signal.

The simple model presented here could only show the basic ideas of the contrast formation. A
more thoroughly modeling would profit from a detailed analysis of the spatial mode overlap
between the reflected and scattered light field for all angles of incidence and collection angles
which can be realized by the objective. In addition the calculation of the scattered fields of the
GNP would require a more precise treatment e.g. in terms of the Mie-scattering theory. In
the case of spherical, homogenous particles the Mie theory yields exact solutions and would
represent certainly an improvement.

Scattering Contrast

The scattering signal of small particles Iscat is basically comprised of the intensity of the back-
reflected light from the glass-oil interface which is modulated by the small contribution of
the interference term (compare Eqn. 2.23). In order to emphasize directly the change in the
back-reflected light caused by the presence of a scattering particle at a sample position it is
convenient to define the contrast δ:

δ(λ) = Iscat − Iback
Iback

. (2.24)

The contrast is just the difference between the scattering intensity emanating from the focal
area Iscat containing the object and the back-reflected intensity Iback of the glass-oil interface
from a background position. Further the differential signal is normalized to the background
intensity in order to cancel out wavelength dependent transmission/reflection dependencies
introduced by the optical elements, such as filters, beam splitters or grating, and also thewave-
length dependency of the detection sensitivity of the detector.
Using the definitions for the intensities in Eqn. 2.15 and Eqn. 2.12, the optical contrast can be
expressed in terms of the scattering and reflection amplitude coefficients:
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δ(λ) = (r2 + ∣s∣2 + 2r∣s∣ cos Δϕ) − r2

r2= ∣s∣2
r2

+ 2 ∣s∣
r
cos Δϕ f or ∶ s << r . (2.25)

From Eqn. 2.25 it becomes evident that the optical contrast δ should increase for a decreasing
r. The reflectivity of an interface depends on the dielectric properties of the material and can
be controlled by e.g. changing the embedding material in order to achieve refractive index
matching conditions. This can be realized by embedding the scatterers deposited on a glass
cover slide in microscope immersion oil. For such a glass-oil interface the elastic scattering
contrast increases by up to two orders of magnitude compared to a glass-air interface [180].
Refractive indices are typically given for a specific wavelength and refractive index matching
conditions can be easily realized for monochromatic excitation at this wavelength. For white
light iSCAT, however, where ideal refractive index matching across a broad wavelength
range is desired, it is favorable when the refractive indices of the substrate and immersion
oil exhibit a similar dispersion. Otherwise the wavelength dependence of r might lead to
modulations in the spectra, which might obscure the real lineshape of iSCAT signals.
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The optical characterization of individual SWCNTs based on their PL and Raman response
puts high demands on the collection and detection efficiency of the microscope components.
Especially, PL studies of individual SWCNTs on substrates suffer from the overall low QY of
the SWCNTs. The emitted PLwavelengths cover the NIR spectral range , a wavelength regime
where silicon based detectors exhibit only small quantum efficiencies. For this purpose con-
focal microscopy is the method of choice, as it offers an improved signal to background ratio,
compared to e.g. wide-field illumination and can be combined with high NA oil objectives
and highly sensitive photodetector in order to improve the collection and detection efficiency
of the setup.
In the following a detailed description of the confocal laser scanning microscope setup which
is used for all experiments throughout this work is given. The sample preparationwhich yields
spatially well separated individual SWCNTs is described. The general procedure of PL ima-
ging and spectroscopy of individual SWCNTs is presented in Sec. 3.3. For themeasurement of
the time-resolvedPLdecays the TCSPC method is employed. The basic concept and its exper-
imental realization are briefly introduced. An important aspect of this work is the evaluation
of the decay constants such as decay times and amplitudes from the recorded PL transients.
Therefore, the transient fitting procedure of mono- and biexponential decays is discussed in
detail and possible sources of errors, which might occur especial for the transient fitting of
SWCNT PL decays, are pointed out. Finally, the experimental aspects of the iSCAT spectro-
scopy method are elucidated, including the characterization of the white light output of the
photonic crystal fibre (PCF) as well as a description of the elastic scattering imaging process
and the acquisition of scattering spectra.

3.1. The Confocal Microscope Setup

Themicroscope used in this work is an inverted confocal microscope (Nikon TE-2000 S Ec-
lipse). A schematic diagram of the microscope setup is depicted in Fig. 3.1. Depending on
the outline of the experiment, different excitation lasers were used (compare Tab. 3.1). The
standard excitation source for most of the experiments is a Ti:Sapphire oscillator (Coherent
Mira 900-F), pumped by the output of a frequency doubled Nd:YAG laser at 532 nm (Coher-
ent Verdi 10W). The Ti:Sapphire laser can be operated either in continuous wave (CW) or
in pulsed mode and its wavelength output can be tuned from 700 to 920 nm. When mode-
locking it delivers pulses with a pulse duration of 150 fs at a repetition rate of 76MHz. Al-
ternatively, other lasers e.g. for Raman experiments, here represented by a CW HeNe laser
(Thorlabs HYP020 594 nm, 2.0mW) with an output wavelength of 594 nm can be coupled
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into the microscope. An overview about all lasers used for different PL and Raman experi-
ments throughout this work together with their main parameters is given in Tab. 3.1.

Table 3.1. Lasers used for the experiments

Laser Company λout Pout
(nm) (mW)

Ti:Sapphire Coherent Mira 900 740–950 100–250
HeNe Thorlabs HYP020 594 2
HeNe Newport R-30995 633 17
DPSSL a Cobolt Blues 473 350
DPSSL Coherent Sapphire 568 50

aDiode pumped solid state laser

Before the laser beam is guided into the microscope, it is first expanded and then collimated
by a telescope (L1, L2), so that the beam diameter slightly exceeds the back aperture of the
microscope objective. Neutral density filters (NLF, Thorlabs) are used to attenuate the beam
to reasonable excitation power for the specific experiment. In addition a laser line filter
(LLF) are placed in the excitation beam path in order to suppress wavelength components
originating from the PL of the Ti:Sapph crystal. For this purpose narrow bandpass filters
such as theThorlabs FB760–10 or FB880–10 are utilized . Inside themicroscope the excitation
beam is reflected by a broadband 33/67 non-polarizing pellicle beamsplitter (BS1, Thorlabs
BP133) into an infinity corrected high NA oil immersion objective. Two different types of
oil immersion objectives were used in this work, either a Nikon Plan Fluor S 100x NA=1.3
or a Nikon CFI Plan Apo VC 60x NA=1.4 objective, depending on whether the experiments
require a system that is highly corrected for chromatic abberations. The Nikon NA=1.4
objective is better corrected for chromatic abberations and is therefore used preferentially for
the white light scattering experiments. The Nikon NA=1.3 objective is mainly used for the
(time-resolved) PL microscopy of SWCNTs.
In order to acquire confocal scan images, the sample is raster scanned with respect to the
diffraction-limited laser focus. This is achieved by using a closed-loop x,y-piezo sample stage
(Physik Intstrumente P-517.2CL). The positioning of the sample stage and data acquisition is
controlled by a PCI data acquisition device (National Instruments, NI PCI-6602) installed in
a standard personal computer. For scan control and data visualization LabVIEW (LabVIEW,
National Instruments) programs are used which were provided by Andreas Lieb and Miriam
Böhmler.

The light emanating from the sample is collected by the same objective, passes the beamsplit-
ter (BS2) and is then focused by a premounted tube lens (l=200mm, Nikon, not shown) to
a point outside of the microscope. In order to produce a collimated beam in the detection
beam path which allows the use of interference filters a plano-concave lens (L5, l=-50mm)
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Fig. 3.1. Schematic diagram of the experimental setup. based on an inverted confocal micro-
scope. Focusing onto the sample and light collection is done by the same objective. For the
acquisition of images the sample is raster scanned with respect to position of the laser focus
by a sample stage. Further, the light is guided to an avalanche photo diode (APD). Emission
spectra are acquired by a combination of single grating spectrograph equipped with a thermo-
electrically cooled CCD camera. In order to perform PL decay time measurements the APD is
connected to a computer controlled TCSPC-board (details see Sec. 3.4).

is positioned directly outside of the exit port. Different long-pass etch filters (LPF) or notch
filters are used to block the excitation wavelength. A 50:50 beamsplitter (BS2, Thorlabs EBS1)
in the detection path allows for simultaneous use of an avalanche photo diode (APD) and a
combination of a spectrograph and charged coupled-device camera (CCD) for the acquisi-
tion of PL scan images and spectra, respectively. Alternatively, the 50:50 beam-splitter can be
replaced by a flip mirror for time-critical measurements which require higher photon counts.
The light transmitted by BS3 is focused by the lens L7 on an APD (MPD, PDM 5CTC) with
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an active sensing area diameter of 20 μm. Because of the small size of the active area no addi-
tional pinhole is required to realize confocal detection. The APD is used for the acquisition of
confocal scan images and to record PL transients. For this the fast NIM (Nuclear instrument
module) output of the APD is connected to a TCSPC-card (Becker & Hickl SPC140) installed
in a common personal computer (see also Sec. 3.4). Bandpass filters (BPF) are placed in front
of the APD in order to select a spectral window of interest. Specifically for PL imaging and
transient acquisition of certain SWCNT chiralities different narrow bandpass filters covering
the spectral range between 830 and 1000nm are used.
For the acquisition of spectra the light reflected by BS3 is focused by the lens L6 into a mono-
grating spectrograph (Andor Shamrock SR-303i) equipped with an open electrodeCCD cam-
era (Andor IDUS OE DU420). The camera is Peltier-cooled to - 60 ○C for operating at a low
dark noise level. The spectrograph features a triple grating turret with optical components
arranged in the Czerny-Turner configuration. Three different gratings are available: 150 l/mm
(Blaze: 800 nm), 600 l/mm (Blaze: 500 nm) and 1200 l/mm (Blaze: 1000nm)which all provide
a spectral resolution of less than one nanometer.
In order to perform e.g. PL decay time measurements of SWCNTs no additional modifica-
tions of themicroscope setup are required. The key components of the TCSPC experiment are
the high repetition rate (76Mhz) Ti:Sapphire oscillator, the fast single-photon APD and the
TCSPC-electronics. The sync signal is provided by the internal photo-diode of the Ti:Sapphire
laser which is connected via a BNC cable to the textitsync entrance of the TCSPC board, while
the fast NIM output of the APD is connected to the signal entrance of the TCSPC card.
Detailed information on the specific experimental parameters, e.g. excitation power, spectra
acquisition times and specific filter sets, are stated in a short paragraph at the beginning of
each experimental chapter.

APD Specifications

The silicon based APD fabricate used in this work is characterized by a low dark count rate
of only 200–300Hz and a fast NIM timing output of 35 ps with a specified instrument dead
time of 77 ns. The NIM timing output is a crucial component of the TCSPC experiments as
it basically determines the instrument response function (IRF) for a single photon counting
event and thus the maximum time resolution (see Sec. 3.4.2 for details).

The low dark noise and high NIM timing accuracy are a consequence of a relatively thin de-
pletion region of the APD. The draw back of this small region is an overall lower quantum
efficiency compared to other APD models. Fig. 3.2 plots the quantum efficiency against the
detection wavelength as specified by the manufacturer. Small photon detection efficiencies
of only 2–15% are specified for the NIR spectral region between 800–1000nm, which is just
the spectral region of interest for the PL measurements of SWCNTs. In general, high detec-
tion efficiencies of the detectors are preferred as this reduces the acquisition times of e.g. PL
transients and thus minimizes the probability of photo damaging the SWCNTs.
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Fig. 3.2. Quantum efficiency of the silicon based APD (MPD, PDM 5CTC) for the spectral
range between 400 and 1000nm (manufacturer data). In the experimental relevant NIR spec-
tral region between 800–1000nm the quantum efficiency of the APD is exceptionally small
with 15–2%.

3.2. Sample Preparation

3.2.1. SWCNT SampleMaterial

A large fraction of the commercially available pristine SWCNT material is synthesized by
chemical vapor deposition (CVD) methods. The most widely used CVD synthesis methods
are the so called CoMoCAT [184] and the HiPco (high-pressure catalytic decomposition of
carbonMonoxide) processes [185]. Both methods rely on carbon monoxide as a carbon feed-
stock gas, which is heated in a furnace to high temperatures and then decomposes under
formation of SWCNTs at metallic catalyst particles.
In the HiPco process small amounts of iron pentacarbonyl are added as catalyst precursor.
Iron clusters, which are the active catalysts, are formed in situ by decomposition of the iron
pentacarbonyl. The carbon feedstock gas is here carbon monoxide. By controlling the pres-
sure and temperature of the carbon monoxide, batches with different diameter distribution
can be produced. Raman and AFM characterization of this material revealed that in gen-
eral the SWNTs produced in the HiPco process are rather thin, which is reflected in broad
diameter distributions centered in average at ∼1.1 nm [185, 186]. In the CoMoCAT process
bimetallic cobalt molybdenum catalyst particles are deposited on a solid silica support. The
chirality selectivity is higher for the CoMoCAT process than for the HiPco process, resulting
in quite narrow diameter distributions centered at diameters between d=0.7–1.1 nm, depend-
ing on the reaction conditions. In spectrofluorometric studies it was shown that the most
prominent semiconducting chiralities in this materials are the (6,5) and (7,5) SWCNTs with
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an abundance of more than 50% of all luminescent semiconducting SWCNTs contained in
the raw material [187]. The as-produced SWCNT material contains considerable amounts of
residual catalyst particles (e.g. up to 35wt% iron in the case of HiPco SWCNTs) and other
carbenouse materials. The SWCNT rawmaterial can be ”purified” by a treatment with strong
inorganic acids such as e.g. nitric acid, which significantly reduces the fraction of these con-
taminants (∼5 wt% iron for purified HiPco SWCNTs).

Aqueous Solutions of Individual Micelle Encapsulated SWCNTs

As-synthesized SWCNTmaterial tends to form bundles due to strong intertubevan-der-Walls
forces. An effective way to break the bundles and to produce samples containing predomin-
antly individual SWCNTs is to disperse the material in a solvent in the presence of a surfact-
ant. The general procedure for this, is to disperse the raw SWCNTmaterial in a solution of the
surfactant under strong ultrasonication. In a subsequent centrifugation step residual bundles
and other contaminants precipitate. The topmost volume of the supernatant solution contains
mostly individual SWCNTs which then can be easily isolated with a pipet [49]. A vast variety
of different nonionic, anionic and cationic surfactants as well as polymers, DNA and other
biomolecules can be utilized for the preparation of such dispersions of individual SWCNTs
either in aqueous or organic solvents [122, 188–193].

Table 3.2. SWCNT sample material used throughout this work

SWCNTMaterial Surfactant Comment Literature used in

CoMoCAT SC and DOC enriched in (6,5) [194] Chap. 4
CoMoCAT DNA:(GT)10 enriched in (6,5) [192] Sec. 6.4.1
CoMoCAT SC length sorted [195] Sec. 4.4
HiPco DOC mild sonication [113, 196] Chap. 5

Typically, ionic tensides, such as sodium dodecyl sulfate (SDS) and the bile salts, sodium
cholate (SC) or sodium deoxycholate (DOC) , as well as biological polymers such as
different kinds of single and double stranded DNA [192] are used to produce stable aqueous
dispersions of SWCNTs. The aforementioned surfactants are ambiphil molecules with a
one or more polar or charged functional groups and a large unpolar (less polar) molecular
part. The unpolar part of the surfactant attaches to the unpolar sidewall of the SWCNT
which results in the formation of stable micelles e.g. in the case of SDS or DOC. The polar
endgroups of the surfactant which face away from the SWCNT surface facilitate the solubility
of the SWCNTs and at the same time prevent the micelles to congregate.
In this work SC, DOC as well as short single-stranded DNA segments: GT10 were used as
surfactant materials. Two different SWCNT raw materials were used: CoMoCAT or HiPco
SWCNTs. Aqueous solutions of individual surfactant encapsulated SWCNTs were provided
by collaboration partners. A survey of the different SWCNT sample materials together with

76



3.2. Sample Preparation

the reference where the sample preparation is described in details is given in Tab. 3.2.
Aqueous solutions of SC encapsulated CoMoCAT SWCNTs were provided by Prof. M. C.
Hersam (Northwestern University, Illinois). A diameter discriminating density-gradient
ultracentrifugation technique [194, 197] was used in order to prepare dispersions highly
enriched with the (6,5) chirality. In addition to the main chirality the samples still contain
considerable amounts of other small diameter semiconducting SWCNT chiralities, such as
the (5,4), (6,4), (9,1) and (8,3).

3.2.2. Sample Preparation for Confocal PLMeasurements

Samples were prepared on standard glass cover slides with a size of 24x24mm2, a thickness of
0.13–0.16mm and a refractive index of 1.52 (Marienfeld-Superior, Marienfeld GmbH). Prior
to sample deposition the cover slides were cleaned by rinsing several times with tridistilled
water and successively with methanol (Uvasol, VWR). A small volume (25–30 μl) of a diluted
dispersion of micelle encapsulated SWCNTs (compare Tab. 3.2) is then dropped on a cleaned
glass cover slide. After 2–5 minutes, the solution was removed by spin coating for 30 s with a
rotation frequency of 2500min−1 .

0

6 

nm

Fig. 3.3. AFM topography image of micelle encapsulated CoMoCAT SWCNTs enriched in
(6,5) the chirality deposited on glass. The SWCNT coverage is less then one nanotube per
square micrometer, which is a reasonable density for following confocal PL imaging. Due to
the surfactant wrapping of the SWCNTs the average diameter of the SWNTs is about 2 nm,
substantially larger as the average diameter of the CoMoCAT rawmaterial of ∼0.7–1.1 nm. Fur-
thermore, the sample is covered by additional dot like features which are presumably small
surfactant crystallites. The scalebar is 1 μm.

The concentrationof the SWCNTdispersions was adjusted such that the coverage of SWCNTs
in the PL images was less than one nanotube per square micrometer. A tapping-mode AFM
topography image of such a sample is shown in Fig. 3.3. The SWCNTs appear as elongated

77



3. Materials and Methods

topography features. They are spatially well separated so that individual SWCNTs can be
distinguished also with optical microscopy. The average surface coverage with SWCNTs of
this sample is about 0.6 /μm2 which is also in good agreement with the SWCNT coverage
determined in the corresponding PL images. This indicates that the (6,5) enriched SWCNT
dispersion indeed contains mostly semiconducting SWNTs which emit in the detectable
spectral range. The average diameter of the SWCNTs is about ∼2 nm and thus slightly larger
than the average diameter of ∼0.7–1.1 nm of the raw CoMoCAT material. This increased
diameter is due to the additional surfactant wrapping of the SWCNTs. The average length of
the SWCNTs of this material is 545 nm. In the AFM image additional dot like features with
similar heights as the SWCNTs can be observed. These are are presumably residual small
surfactant crystallites. Further, the spin coating procedure leads to the parallel alignment of
the SWCNTs.
The photo-stability of SWCNTs can be significantly improved, if the samples is covered by a
droplet of immersion oil and sandwiched between a second glass cover slide. This minimizes
the probability of oxygen induced photo-reactions [126], which is a crucial factor for the PL
decay time measurements, where the SWCNTs are exposed to pulsed laser irradiation for
several minutes.

3.2.3. HiPCO SWCNTs Dispersed in Agarose Gel

The suspensions of DOC encapsulated HiPco SWCNTs were provided by Prof. B. Lounis
(University of Bordeaux). Characteristic for these HiPco samples is the large fraction of long
(¿2μm) and brightly luminescent SWCNTs. This was achievedby carefully dispersing the SW-
CNTs using only very brief tip ultrasonication of ∼5 s. Samples of individual HiPco SWCNTs
on glass for standard confocal PL measurements were obtained as described in the previous
section.
Samples of individual SWCNTs embedded in amatrix of agarose gel were prepared as follows:
A 4% solution of low melting agarose is prepared using a 1% solution of DOC as solvent.
The agarose solution is heated to 60C○ until all gel was liquified, indicated by the transpar-
ent color of the liquid. The gel was then mixed vigorously with an even volume of the HiPco
suspension. Then a small droplet (10 μl) of this mixture is sandwiched between two cleaned
glass cover slides. After the sample has cooled down to room temperature, the edges of the
sandwich were sealed with vacuum grease in order to prevent the evaporation of water and
thus prevent a structural rearrangements of the agarose gel. However, even with this precau-
tions the sample quality significantly decreases within 1–2 days of storage. After this period
of time large agglomerations of SWCNTs can be observed in the PL images and the fraction
of individual SWCNTs is strongly reduced. Therefore, fresh samples were prepared at each
measurement day.
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3.2.4. Sample Preparation for iSCATMeasurements

In order to observe a decent iSCAT signal of individual SWCNTs it is crucial to reduce the
amount backreflected light from the glass substrate. This can be achieved by establishing in-
dexmatching conditions by covering the glass cover slidewith immersion oil. First, a standard
SWCNT sample was prepared according to the description in Sec. 3.2.2. The glass cover slide
was then glued to the sample holder and an sample area with a suitable coverage of SWCNTs
was searched by PL imaging. Following this, a small screw washer was carefully glued onto
the glass cover slide enclosing the area. The washer was then filled with some droplets of im-
mersion oil matching the refractive index n of the glass (e.g. Nikon Type A, n=1.518). Control
reflectance spectra acquired for this kind of sample configuration do not exhibit fluctuations
caused bymultiple reflections and local changes of the oil film as it can be observed for samples
simply covered by a thin film of immersion oil.

Gold Nanoparticles Deposited on Glass Substrates

Samples of individual gold nanoparticles (GNPs) on glass substrates were obtained by spin-
coating (1min at 1500min−1) 30 μl of a diluted solution of gold spheres with diameters of
either d=20 nm or d=60 nm (British Biocell International, England) on a cleaned glass cover
slide. The concentration of the solution was adjusted to yield a particle density of ∼1 GNP/μm
in the white light scattering images. According to the procedure described in the previous
section the sample was embedded in immersion oil.

3.3. Confocal PL Imaging and Spectroscopy of Individual SWCNTs

In the following, the general procedures for the acquisition of confocal PL scan images and
spectra of individual SWCNTs is outlined and some representative PL data is presented.
The measurement protocol introduced here is basically used for all confocal experiments
conducted throughout this work.
In a first step individual SWCNTs are localized and identified by confocal PL imaging.
Typically, the Ti:Sapphire oscillator is operated in pulsed mode is used as an excitation source
tuned to an output wavelength of 760 nm, which matches a phonon-assisted transition of
the (6,4) SWCNT. Low excitation densities of ∼35⋅1012 photons pulse−1 cm−2 on the sample
and small pixel integration times of 30–50ms are used to prevent photo damaging and PL
bleaching of the SWCNTs. In order to acquire PL images of a specific SWCNT chirality,
narrow bandpass filters are placed in front of the APD, e.g. centered at 1000±10 nm (Thorlabs
FB1000–10) or 880±20 nm (Thorlabs FB880–40), matching the center emission wavelengths
of (6,5) and (6,4) SWCNTs, respectively. In Tab. 3.3 the different bandpass filters used for the
PL detection of the various SWCNT chiralities are summarized.

In Fig. 3.4 (a) a representative confocal PL scan image of a 20x20 μm2 area of a sample
containing well separated SC encapsulated CoMoCAT SWCNTs on glass is shown. The
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Table 3.3. Band pass filters for PL imaging of specific SWCNT chiralities (n,m)

SWCNT Company λcenter FWHM
(n,m) (nm) (nm)

(5,4) Chroma 834 6
(6,4) Thorlabs 880 40
(9,1) Thorlabs 930 10
(8,3) Thorlabs 950 10
(6,5) Thorlabs 1000 10
(6,5) Chroma 980 20

image was acquired using a 800 nm and a 810 nm longpass edge filters in front of the APD.
Therefore, each of the bright spots in the false-color image represents the integrated PL
intensity over a spectral range of 800–1010 nm. The maximum detectable PL wavelength is
determined by the low quantum efficiency of the silicon based APD for the NIR spectral
region (compare Fig. 3.2).
Most of the SWCNTs are imaged as spot-like or slightly elongated features, which indicates
that the SWCNT length is smaller or only slightly larger than the confocal excitation spot
size. This observation is consistent with the average SWCNT length of 545 nm determined
by AFM measurements of the same sample material. The optical resolution of the confocal
microscope can be estimated by determining the cross sectional width of the intensity
profiles of the smallest PL features. Such an intensity profile taken across the short axis of an
elongated PL feature is shown in Fig. 3.4 (c). The FWHM of the intensity profile is close to
the theoretically limit of Δx≈0.61 λ/NA≈330 nm. In several cases also large, bright clusters of
SWCNTs are observed with diameters up to several micrometers. Because of the spin-coating
procedure for material deposition, for such kinds of samples it is often observed that for
a large fraction of the SWCNTs are aligned parallel. This can be observed for elongated
features in the PL scan images as well as in corresponding AFM images. As for sample
excitation a linear polarized laser is used, the PL response of the sample can be optimized by
finding a good sample orientationwith respect to the (linear) polarization of the incident light.

After a PL image is recorded, PL transients and/or spectra of the sample are acquired
by selectively addressing the PL features of interest. For the acquisition of PL spectra a
150 lines/mm (Blaze: 800 nm) is used, as it offers the highest reflectivity of all gratings
available and still provides sufficient spectral resolution. Representative PL spectra of the
five semiconducting SWCNT chiralities which emit in the detectable spectral range of the
APD are shown in Fig. 3.4 (b). The PL linewidth of individual micelle wrapped SWCNTs,
such as SC or DOC, at room temperature on glass substrates are in the range of 17–40nm,
whereas the linewidths of individual DNA wrapped SWCNTs are systematically broader with
30–50meV [198, 199].
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Fig. 3.4. (a) Representative confocal scan PL image of SC encapsulated CoMoCAT SWCNTs
deposited on glass. Excitation light at 760 nm was provided by a high repetition rate tunable
Ti:Sapphire oscillator operated in mode-locked mode. Typical photon fluences on the sample
were 35 ⋅ 1012 photons pulse−1 cm−2 . By using a longpass edge filter at 800nm, PL emission
in the range of 800–1010nm can be detected, where the maximum detectable wavelength is
limited by the detection sensitivity of the silicon based detectors (APD or CCD camera). The
SWCNTs appear as spot-like or slightly elongated PL features. (b) Representative PL spectra of
all small diameter photoluminescent SWCNT chiralities, which emit in the detectable wave-
length range. (c) Intensity profile across the narrow PL feature marked in (a). Based on the
FWHM of this profile the optical resolution in the PL experiments is ∼370–400nm.
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The chirality assignment is based on the comparison with the PL wavelengths (energies)
determined in PLE experiments for SDS encapsulated SWCNT material in refs. [50, 200]. It
is to note that due to the dependency of the PL energy on the local dielectric environment
associated with a specific surfactant, the PL energies of the SDS wrapped SWCNT chiralities
in the reference are systematically shifted to higher values (smaller wavelength) compared
to the energies of the corresponding chiralities of DOC and SC encapsulated SWNTs.
Furthermore, large tube-to-tube variations of the PL energies lead to broad distributions
of PL energies for each chirality, which overlap to some extent. In general the observed PL
energies of the different SWCNT chiralities are energetically well separated and in most
cases an unambiguous chirality assignment is possible. However, if the observed PL energy
falls in the energy range where the PL energy distributions of two chiralities overlap an
unambiguous chirality assignment of PL bands cannot be accomplished by solely relying
on one optical transition energy. Here, complementary information about the vibronic or
electronic structure are required, such as e.g. the Raman RBM frequency the energy of the
second E22 optical transition. For ensemble measurements, the E22 can be easily determined
with PLE experiments, on the individual SWNT level, however, such measurements are
difficult and require high photostability of the SWCNT.

3.4. Time Correlated Single Photon Counting

Time Correlated Single Photon Counting (TCSPC) is a time-domain based detection tech-
nique which can be used to measure the time-dependent intensity decay of a luminescent
process. Themethod is based on the detection of single photons it is well suited for recording
low-level light signals with picosecond resolution and extremely high precision.
The basic principle of the TCSPC method is to detect a fluorescence photon within a single
excitation period and tomeasure precisely the time delay between the detection of the photon
and a reference event. In practice the molecule is excited by a short laser pulse e.g. by a high
repetition rate laser. Ideally each laser pulse leads the excitation of the molecule. As both the
emission and the detection of a photon are statistical processes the detector signal is a train
of pulses randomly distributed along the time axis.
The basic principle of the TCSPC method is schematically illustrated in Fig. 3.5. When a
photon is detected the arrival time of the corresponding detector pulse is measured. Each
detection event associated with a certain arrival time of the photon is collected and stored in
a separate memory channel. After N signal periods a large number of photons are detected
and a distribution of photon arrival times builds up. From the corresponding histogram of
arrival times the original waveform of the PL decay can be determined [201].
One of the instrumental challenges of the TCSPC technique is to measure the arrival time of
the emitted photon precisely and reproducible. The basic principle of the timemeasurement is
schematically illustrated in Fig. 3.5 (b). Upon detection of a PL photon by the detector, e.g. an
APD, a start pulse is generated and is send to the TCSPC electronics. If the start pulse exceeds
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Fig. 3.5. (a) Schematic representation of the TCSPC method. The TCSPC method relays on
the precise measurement of the time between the detection of a photon and a reference event.
Typically the time reference are the electronic signals generated by laser pulses of the excitation
source. For the detection of the emitted photons fast photo detector with single photon sensit-
ivity are required. The arrival time of the photons are measured. The emission and detection of
a photon are statistical processes and in consequence the measured times distribute along the
time axis. Each measured time is allocated to a certain time channel, which in the end leads to
a histogram of arrival times, which resembles the real waveform of the fluorescence intensity
decay. (b) Schematic representation of the TCSPC reversed start-stop mode. The relevant elec-
tronic components required for the precise time measurement are depicted. Details are given
in the main text, modified from [201].
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the preset threshold level set for the CFD, the CFD triggers an Time to Amplitude Converter
(TAC).This is basically a capacitor which builds up a ramp voltage until the stop pulse of the
”sync” arrives. Thus the TAC generates an output voltage which depends linearly on the ar-
rival time of the photon. The CFD eliminate the timing jitter which might be caused if the
TAC is started/stopped when the amplitude of the start/stop pulse reaches a fixed threshold
level and not a constant fraction of the pulse amplitude. In consequence such fluctuations of
the pulse amplitudes would directly translate in erroneous photon arrival times.
The voltage output of the TAC is amplified, converted by an Analog to Digital (ADC) con-
verter and then stored in a specific address of amemory. Eachmemory address corresponds to
a time-channel (12 bit). The time bin per channel is defined by the time range of the TAC and
the ADC sampling rate. Subsequent events are then stored in the memory by incrementing
the data content of the memory location which corresponds to the memory address propor-
tional to the detection time [201, 202].
The TCSPC electronics which uses the sync-pulses generated by high repetition laser systems
typically operate in the so called reversed start-stop mode. In this mode, the time measure-
ment is initialized by the detector upon detection of a photon and stopped by the sync-pulse
of the following excitation period. The advantage of this operation mode compared to the
normal start-stop mode is that the TAC of the TCSPC electronics has not to work with the
high repetition rates of the excitation laser.
The basic requirement of the TCSPC method is that only one photon per excitation cycle is
detected. This is easily fulfilled e.g. for the fluorescence of single dye molecules excited at
low powers and of course also for the PL of SWCNTs. Experimental difficulties might arise, if
more than one photon per excitation cycle is emitted. In this case the so called ”pile-up” effect,
might occur, which basically results in a deviation of the photon arrival histogram (transient)
from the real intensity decay curve. The effect is due to the dead-time of the detector and the
TCSPC electronics, which forAPDs is on the order of several tens to hundreds of picoseconds.
During this time after detection of a photon the electronics cannot process an additional de-
tection event. The probability to detect the first photon of a photon train is the highest and in
consequence photons at later arrival times would be underrepresented in the transients.

3.4.1. Acquisition of PL Transients of Individual SWCNTs

After localizing individual SWCNTs by PL imaging, the next step is to measure the time-
resolved exciton decay of the SWCNTs. For the decay time measurements low excitation
densities between 1.7–10 ⋅ 1012 cm−2 pulse−1 are used to minimize sample heating effects and
also PL bleaching. The TCSPC experiment is stopped when the number of detected photons
in the t = 0 time channel reaches 1500-2000 counts. For a typical PL decay this corresponds
to a total number of detected photons of ∼105 and ensures a reasonable SNR. Even higher
counts would be desirable as they improve the SNR of the transients, which in turn improves
the quality of the transient fitting. However, increasing the collection time or excitation
powers might cause irreversible photobleaching, hence a compromise between collection
time and SNR has to be found. For typical APD count rates of 200–1500Hz, the transient
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acquisition times are in the range of 3–1min. The 50/50 beamsplitter (BS3) in the detection
path allows the simultaneous acquisition of PL transients and PL spectra. In this study only
such transients were considered for data analysis, for which the corresponding PL spectra
exhibits a single Lorentzian PL band.

3.4.2. Transient Fitting: General Aspects

For the transient fitting the program package ”Fluofit” (Picoquant, Berlin) was used. It
provides various fit options, such as tail-fitting and deconvolution, and is based on the max-
imum likelihood approach. The goodness of the fit can be controlled based on the weighted
residuals and the corresponding χ2 value, which both are displayed by the fitting program.
In order to retrieve the decay constants from the recorded transients, a test function is con-
structed, which then is fitted to the experimental data. The test function Itest is a convolution
of a model function Fmod and the IRF [203] according to:

Itest(t) = t∫
−∞

IRF(t′)F(t − t′)mod dt′ . (3.1)

The correct choice of the model function is dictated by the kinetics expected for the PL decay
and consequently by the underlying kinetic model. In general, the model function Fmodel is a
weighted sumof e.g. exponential or Gaussian functions. e.g for the case of exponential decays:

Fmod(t) = n∑
i=1

Ci exp (−t/τi) . (3.2)

In order to obtain physical meaningful fit results, the number i of individual functions used
to generate the model function should be kept as small as necessary to describe the PL decay.
The transient fitting yields the decay constants such as the amplitude Ci and decay times τi .
The decay constants obtained by the fitting for multi-exponential PL decays are displayed as
fractional amplitudes Ai (intensity weighted amplitudes):

Ai = τiCi
n∑
j=1

τ jC j

. (3.3)

Ai basically corresponds to the number of photons which the ith decay component contrib-
utes to the steady state PL spectrum.

It can be shown that the smallest decay times which can be retrieved by deconvolution are
approximately on the order of one tenth of the FWHM of the IRF [204]. In general, the IRF
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of an TCSPC setup consists of several individual components. These components are related
to the excitation, the propagation and therefore the optical path length and optical elements
therein and finally the detector response. Assuming a delta-like excitation, which is justified
for the femtosecond pulse excitation in the experiments, the timing characteristics of the
APD is the most important aspect. The maximum time resolution in TCSPC experiments,
which can be achieved by deconvolution of transients with the IRF, depends on the timing
stability, the SNR of the data and the width of the IRF.

The IRFs which are required for the fitting procedure were recorded by detecting the reflected
laser light from a bare cover slide. The laser power is attenuated by neutral density filters to
APD count rates less than 10 kHz. All bandpass or longpass filters were removed from the
detection beam path of the microscope and the same settings for the TCSPC electronics were
used as for the acquisition of PL transients.

A typical IRF recorded for an excitation wavelength of 1000nm is shown in Fig. 3.6 (a)
(red curve) together with two PL transients. For the APD used in this work IRFs acquired
for excitation wavelengths in the NIR spectral region exhibit a FWHM between 27–29 ps.
Based on this width a time resolution for the TCSPC experiments of 3 ps can be estimated,
which simultaneously corresponds to the experimental error of each fitted PL decay time. As
can be seen in Fig. 3.6 (a), PL transients differing in their decay times by 2–3 ps can still be
distinguished by visual comparison based on their shape.

The shape and width of the IRF depend critically on the excitation wavelength at which the
IRF is acquired. This is illustrated in Fig. 3.6 (b). Here, four IRFs are plotted, which were
acquired at different excitation wavelength: 530, 570, 800 and 1000nm. For the APD fabricate
used in this work, the IRF consists of a fast decaying component with a typical FWHMof 27–
30 ps and a slow component persisting for several hundreds of picoseconds. The latter is the
so called ”diffusion tail” and originates from the detection of charge carriers generated in the
neutral region of the APD and thus are not affected by the avalanche process. These charge
carriers reach the cathode contact by diffusion. The amplitudes and slopes of the diffusion
tails for different wavelength differ clearly. The diffusion tail becomes more pronounced for
higher wavelength due to the higher penetration depth of NIR light into the silicon material.
In addition minor differences in the width of the main peak can be observed [202]. Using an
IRF for data fitting not recorded at a wavelength similar to the PL emission wavelength will
lead to erroneous fit results for the decay times and also the decay dynamics (see Fig. 3.6).

3.4.3. Transient Fitting: Mono- and Biexponential PL Decays of SWCNTs

In this section the transient fitting procedures for the examples of mono- and biexponential
PL decays of individual SWCNTs are illustrated. In the case of SWNTs it is difficult to
distinguish betweenmono- and biexponential PL decays, especially if one of the contributing
decay components exhibits a small amplitude and the SNR of the specific section of the
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Fig. 3.6. (a) Time resolution of the TCSPC measurements. The time resolution which can be
achieved by deconvolution is approximately equal to 1/10 of the FWHM of the IRF [204]. The
typical IRFs used for all the transient fitting throughout this work have FWHM in the range
of 27–29 ps, resulting in an uncertainty of the decay times of ±3 ps. Differences of 2–3 ps in
the decay times are already visible in the transients. (b) Wavelength dependence of the IRF.
The four IRFs were recorded using femtosecond pulsed laser excitation at 530, 570, 800 and
1000nm. The slow decaying tail at longer times (”diffusion tail”) originates from the different
penetration depths of the light and in consequence the detection of charge carriers generated
in the neutral region of the APD.This diffusion tail is distinct different for IRFs acquired with
excitation light in the visible and NIR spectral region.

transient is small. Further complications might arise from uncertainties in determining
the IRF or by spurious signal contributions in the IRF and transients caused by misaligned
optical components, e.g. interference filters and lenses.

On the basis of the weighted residuals and the reduced chi-squared χ2red parameter it
is possible to evaluate the goodness of a fit. The choice of the right physical model to
describe the kinetics, e.g. a mono- or biexponential PL decay, is naturally important for
the outcome of the fit. However, it is to note that using multi-exponential fits usually
result in a decrease of the χ2red parameter. Simply validating the PL decay dynamics
based on the argument of a decreasing χ2red when using a bi- or multiexponential model
function might obscure the true nature of a PL decay. As a general guideline throughout
this work, only such PL decays were counted as biexponential, if the corresponding χ2red
value improves, by more than 0.4% compared to the monoexponential one. For such a rel-
ative change of χ2red an improvement of the fit is still observable in the weighted residuals plot.

Fig. 3.7 (a) shows a representative PL transient (grey line) of a CoMoCAT SWCNT deposited
on a glass cover slide. A single-exponential function (red curve) convoluted with the
IRF (black curve) describes the transient over four orders of magnitude, clearly showing
monoexponential decay dynamics with a PL decay time of τ = 15±3 ps. It is to note that for
the PL decay time measurements of SWCNTs the IRF was acquired for laser light with a
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wavelength of 1000nm. and has a FWHM of 27 ps. To ensure optimum performance, the
IRF is repeatedly recorded between TCSPC measurements. Due to the high SNR achieved in
the experiments and the reproducibility of the IRF the time resolution of the setup is about
3 ps, close to 10% of the FWHM of the IRF [204].

Fig. 3.7 Semilogarithmic plot of a represent-
ative transient of the PL decay of a (6,4) Co-
MoCAT SWCNT (grey line) together with the
independently recorded instrument response
function (black line). A single exponential fit
function (red line) convoluted with the IRF de-
scribes the transient over four orders of mag-
nitude, clearly revealing the monoexponential
decay dynamics with a lifetime τ=15±3 ps. The
goodness of the fit can be monitored from the
weighted residuals (lower panel).
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A representative example of a biexponential PL decay and the results of transient fitting such
transients withmono- and biexponential model functions are shown in Fig. 3.8. The PL decay
transient of a (6,5) HiPCO SWCNT is the grey curve, whereas the solid black and red curves
are mono- and biexponential fits to the transient, respectively. Compared to the monoexpo-
nential PL decays, this transient exhibits a second slow decaying component at longer times
(>0.75 ns). The presence of this component can be observed by visually comparing the differ-
ent fit functions, which lead to the deviation of both fitting curves at longer times.
The difference between both fits becomes even more apparent from their corresponding
weighted residuals in Fig. 3.8 (b) and (c). In the case of the monoexponential fit (red) the
weighted residuals clearly deviate from the zero line, while similar deviations are absent for
the residuals of the biexponential fit (black). Correspondingly, the χ2 decreases by about 13 %
when using the biexponential model function, which allows to describe the PL decay dynam-
ics of the SWCNT as biexponential.
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Fig. 3.8. (a) Representative PL transient (grey) of a (6,5) HiPco SWCNT embedded in agarose
gel. The IRF is plotted for comparison (black). The solid black and red curves are mono and
biexponential fits to the data. A monoexponential fit yields a decay time of 75 ps, while the bi-
exponential fit results in τshort= 68 ps, τlong=464ps and a fractional amplitude of Along=7.4%.
(b) and (c) display the corresponding weighted residuals. An improved χ2 value is obtained
for the biexponential fit.

3.4.4. Transient Fitting: Wavelength Dependence of the IRF

As indicated in Eqn. 3.1 the IRF is an incremental part of the TCSPC experiment. As the recor-
ded transients are basically a convolution of the IRF and the real PL decay, the characteristics
of the IRF critically influence the outcome of the fits, eventually leading to erroneous results
for both the decay times and also for the decay dynamics. Thus, in order to obtainmeaningful
fit results, the reproducibility of the IRF in terms of absence of any time shitter or changes in its
shape is required, especially when fitting transients of PL decays which are faster than the IRF.

The previously discussed wavelength dependence of the IRF (compare Sec. 3.4.2) might
severely affect the results of the transient fitting. This needs to be especially considered for
the data analysis of SWCNT PL decays. In typical PL experiments the SWCNTs are excited
resonantly wavelength corresponding to the E22 optical transitions, e.g. at 500–600nm for
small diameter SWCNTs d <0.8 nm, while their NIR PL is detected at 800–1000nm. Thus,
there is a large wavelength difference between excitation and detection. Using now an IRF
recorded at the excitation wavelength instead of the PL emission wavelength for fitting, the
PL fitting yields erroneous results for both the decay times and decay dynamics.
In Fig. 3.9 (a) a representative PL transient of an individual CoMoCAT (6,5) SWCNT
encapsulated in SC is shown. The transient (black) was recorded utilizing an APD and
spectrally selecting the PL emission with a narrow bandpass filter centered at 980 nm. The
corresponding IRF (red) was recorded by detecting the backreflected excitation light from
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Fig. 3.9. Influence of IRFs acquired at different wavelengths on the outcome of the PL tran-
sient fitting. The PL transient was acquired for sodium cholate (SC) encapsulated (6,5) Co-
MoCAT SWCNT, which emits at 980 nm. If the wavelength, which was used for recording the
IRF and the PL emission wavelength differ by more than 150 nm, an additional decay compon-
ent is required in order to obtain a good fit. (a-b) Monoexponential fit with an IRF recorded
at 1000 nm with corresponding weighted residuals. (c-d) Monoexponential fit with an IRF re-
corded at 570 nm. In this case, a single exponential model function does not describe the PL
decay. (e-f) Biexponential fit with an IRF recorded at 570 nm. A biexponential model function
describes the PL decay well.
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a bare glass cover slide. The excitation wavelength was 1000nm selected with a bandpass
filter from the white light output of a PCF. The PL decay dynamics can be well described
by a single exponential, which is further confirmed by the plot of the weighted residuals in
Fig. 3.9 (b). The fit yields a decay time τ =10 ps.
The transient shown Fig. 3.9 (c) is identical as in (a), but in this case an IRF recorded at
570nm is used for fitting (red curve). A single exponential function does not yield a good fit,
as there are now significant deviations between IRF and data arise in the time range related
to the diffusion tail of the IRF. This becomes obvious from the fit curve as well as for the
corresponding residuals (d). The fit yields a decay time which is slightly larger (τ =14 ps)
compared to the fit with the IRF recorded at 1000nm excitation. However, a decent fit can
be obtained when changing the model function to a biexponential function (Fig. 3.9 (e),(f)),
which yields the decay constants: τshort=9 ps and τlong= 125 ps with the fractional amplitudes
Ashort=84% and Along=16% respectively. It was found that the effect of a ”wrong” IRF
on the fit results becomes negligible small if the differences between the excitation and
detection wavelength is smaller approximately 200 nm e.g. 800 nm (excitation) and 1000 nm
(detection). The decay times obtained by fitting with such IRFs differ by only 2–3 ps, which
is on the order of the experimental error.
Another factor which might influence the shape of the IRF are so called afterpulse events
which leads to time-shifted copies of the IRF with smaller intensities. These afterpulse events
are caused e.g. when light is reflected multiple times by the dielectric layers of interference
filters, which are commonly used in the collimated beam path of the detection arm of the
microscope. Also close stacking of interference filters should be avoided, as this might lead
to pulse distortions. Detection of a signal with an APD, where more than one photon is
detected per excitation cycle, whichmight happen at high count rates could lead to variations
of the IRF shape, due to very high APD counts required to compensate too small CFD rates.

3.5. Interference Scattering Microscopy

The general arrangement of the common-path interference scattering method in back reflec-
tion mode was already introduced in Sec. 2.2. There the focus lied on the simple description
of the contrast formation process. Experimentally, the iSCAT method can be easily realized
with the inverted confocal laser scanningmicroscope setup, which is depicted in Fig. 3.1. Scat-
tering experiments with a monochromatic excitation source using the tuneable Ti:Sapphire
oscillator can be easily performed without changing the excitation or detection beam path of
the setup.
In order to perform white light scattering experiments, an additional excitation beam path
is necessary. The supercontinuum white light for the elastic scattering experiments is gener-
ated in a photonic crystal fiber (Femtowhite800NKTPhotonics). ThePCF and the additional
optical elements are placed in the beampath between the Ti:Sapphire oscillator and themicro-
scope. For the coupling of the pump laser andThe optical components, which are placed into
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the beam path, are schematically depicted in Fig. 3.10. The pulsed output of the Ti:Sapphire
oscillator (Coherent Mira 900-F) is first expanded by a concave lens (L1, f=-50mm) in order
to fill the back aperture of a low NA air objective (Leica AchromatNA=0.66 x40). The object-
ive is used to couple the pump light into the fibre by focusing through the front facet of the
PCF directly into the fibre core. While the objective is fixed in its position the PCF is mounted
on a three axis translation stage which allows to optimize tomove the fibre with respect of the
focus and thus to realize different coupling conditions. The white light output of the PCF is
strongly divergent and is therefore first collimated by the lens L2. Additionally, the diameter
of the white light beam is expanded by a telescope (L3 and L4) and a pinhole in the focus of
L3/L4 is used for spatial filtering in order to obtain a Gaussian beam profile. The white light
is then guided to the microscope by an additional mirror and is focused by a high NA=1.4 oil
immersion objective (Nikon CFI Plan Apo VC 60x) which is highly corrected for chromatic
abberations onto the sample. Moreover, all lenses in the excitation path (L2 ,L3 and L4) and
detection path of the microscope are achromatic doublets.
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Fig. 3.10. Excitation beam path for white light scattering experiments. The output of a
Ti:Sapphire oscillator is coupled into a photonic crystal fiber (PCF) by focusing with an low
NA air objective (Obj). Before entering the objective the beam is expanded by a concave lens
to fill the backaperture of the objective. The PCF ismounted on a three axis translation stage to
move it with respect to the focus of the objective. Thewhite light beam is strongly divergent and
is therefore collimated by lens L2. In order to adjust the beam diameter, the collimated white
light guided into a telescope (L3, L4). A pinhole in the foci of L3 and L4 is used for spatially
filtering of the white light beam in order to generate an ideal Gaussian mode.

The general layout of the detection beam path for the iSCAT experiments corresponds to
the one depicted in Fig. 3.1. The only difference here, is that all longpass or bandpass filters
are removed. Accordingly, the APD is used for acquisition of elastic scattering images of the
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3.5. Interference Scattering Microscopy

sample, while spectral informationon the scattering response are obtainedby the combination
of spectrograph and CCD camera (compare also Sec. 3.1). In order to prevent saturation or
eventually damaging of the photo+detectors, additional neutral density filters are placed in
front of those to attenuate the scattered light to reasonable power levels.

3.5.1. Characterization of the PCFWhite Light Output

The white light generation in the PCF is based on a variety of different non-linear optical ef-
fects such as self-phasemodulation, stimulatedRaman scattering, phasematching and soliton
generation [205–207]. These processes require highpower, femtosecond laser pulses for activ-
ation. The spectral composition of the white light depends critically on different parameters,
such as the pump wavelength, the coupled power, pulsewidth, the polarization of the pump
light [208]. The PCF is polarization maintaining throughout the whole spectrum range and
the zero dispersion wavelength is at 750 nm.
The ideal pump conditions for the white light generation which result in a broad white light
spectrum which covers the desired spectral range of interest between 500–1000nm are a
pump-wavelength of 800 nm and a coupling power of 250mW. It is to note, that the maximal
usable wavelength range of the white light output is determined by the detection efficiency of
the silicon based CCD camera. A representative white light spectrum for this standard pump
settings after passing through the optical elements of the excitation and detection beam path
and detection by the spectrograph/CCD camera combination is shown in Fig. 3.11 (a). In the
excitation beam path the white light is first transmitted and then reflected by pellicle beams-
plitters (BS1 and BS2) and is further reflected at an oil covered glass cover slide.
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Fig. 3.11. (a) Representative spectrum of the supercontinuum white light after reflection at a
glass-oil interface and detected with the CCD camera and grating (150 l/mm, Blaze: 800 nm).
The pump wavelength is 800 nm and the coupling power is 250 μW. (b) Same spectrum as in
(a), but corrected for the combined detection efficiency of the spectrograph and CCD camera.

The spectrum is strongly modulated throughout the whole detection range. This can be at-
tributed to the spectrally non-uniform output of the PCF which exhibits strong maxima at
distinct wavelengths depending on the pump and coupling conditions (compare [208]). In
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addition the transmission/reflection characteristics of the optical components of the whole
optical setup as well as the detection efficiency of the CCD camera lead to further modula-
tions of the white light. The components which affect the spectral shape of the white light
strongest are the pellicle beam splitters and the combination of the grating (150 l/mm, Blaze:
800 nm) in the spectrograph and CCD camera (Fig. 3.12 (a) and (b), respectively).

400 500 600 700 800 900 1000

0

10

20

30

40

50

 

 

D
et

ec
tio

n 
ef

fic
ie

nc
y 

(%
)

Wavelength (nm)
500 600 700 800 900 1000 1100

0

20

40

60

80

100

 

 

Tr
an

sm
is

si
on

 (%
)

Wavelength (nm)

(a) (b)

CCD camera + grating Beamsplitter

Fig. 3.12. (a) Detection efficiency of the combination of spectrograph (grating: 150 l/mm;
blaze: 800nm) and CCD camera (based on manufacturer data). (b) Transmission profile of
the beam splitter (BS2), which is used inside the microscope.

The beam splitter introduces the periodic narrow modulations observed in Fig. 3.11 (a) with
relative changes in transmission of about 30%. The low detection efficiency of the spectro-
graph andCCD, resulting from the small quantum efficiency and reflectivity of the grating,for
wavelength below 500 nm and above 900 nm (marked by the red boxes in Fig. 3.11 (a), leads
to the fast decaying slopes of the white light intensity in those regions. The same white light
spectrum corrected for the detection efficiency is shown in Fig. 3.11 (b). However, the white
light spectrum extends further into the NIR region. The same measurements repeated with
an NIR-IR optimized InGaAs-camera (Roper, OMA V) confirm significant white light con-
tributions up to a wavelength of 1.5 μm.
Another important aspect for white light experiments exploiting the temporal characteristics
of thewhite light is the strong chirp of thewhite light pulses.Themanufacturer specifies a time
delay between the blue (500nm) and red (1000 nm) spectral component of approximately one
picosecond for a pump wavelength of 800 nm and a power of 150mW [208].

3.5.2. Acquisition of Elastic White Light Scattering Images and Spectra

Elastic scattering imaging of the samples basically follows the PL imaging procedure
described in Sec. 3.3, except that all longpass and bandpass filters are removed from the
excitation beam path. For all white light measurements a high NA immersion oil objective
(Nikon CFI Plan Apo VC 60x NA=1.4) is used, which is highly corrected for chromatic
abberations.
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3.5. Interference Scattering Microscopy

For the acquisition of confocal scattering scan images, the wavelength integrated white light
scattering intensity at each scan pixel was detected by an APD. Excitation is provided by the
supercontinuum white light output of a PCF, which is pumped by the 800 nm fundamental
of a Ti:Sapphire oscillator. For imaging, the excitation power was reduced by neutral density
filters, so that the light reflected from the substrates yields APD photon count rates between
0.5–1MHz. For this, count level typical integration times per pixel are 5–10ms. Scattering
spectra are acquired by a combination of spectrograph (grating: 150 l/mm (800 BLZ)) and a
thermoelectrically cooled CCD camera.

The spectroscopic quantity determined in the white light iSCAT experiments is the wave-
length dependent optical contrast δ, according to the definition introduced in Eqn. 2.24.
Therefore, in order to determine δ two spectra of different sample positions need to be
acquired. One spectra at the position of a scattering particle and an additional background
spectra acquired at a suitable position next to the particle. The normalization of the
differential intensity by a background spectrum the signal does not depend anymore on the
actual spectral composition of the white light given that the white light intensity is stable for
the measurement.

In general, due to the interferometric nature of the scattering signal it is sensitive to any
inhomogeneities of the substrate surface, such as the surface roughness but also residual
surfactant when using surfactant encapsulated SWCNTs. In sum 3–5 background spectra at
different locations in close vicinity of the GNP were recorded. An average Iback is then used
for determining δ. Prior to the measurements it was ensured that the white light output is
stable, by monitoring the temporal evolution of the reflectivity from a bare glass cover slide
over a extended period of time (2min). Long term drifts of the white light on a timescale of
0.5–1 hour occur, which result in relative changes of different spectral fractions of the white
light. Most likely, the origin of these changes are mechanical drifts of the optical components
caused by temperature fluctuations. However, these slow changes do not affect the actual
measurements of δ, taking into account the much shorter acquisition times of the scattering
spectra of 10–500ms.

Assuming a shot-noise limited excitation source the SNR in the scattering experiments
should be mainly determined by the intensity of the back reflected light SNR∝ √

Ir , which
in turn depends linearly on the incident intensity. Thus, in general the SNR can be enhanced
by increasing either the excitation power or the acquisition times. In order to improve the
SNR further and to eliminated possible short term intensity fluctuations in the spectra which
might result from instabilities of the white light, the final contrast spectrum is averaged over
many spectra. Experimentally the averaging is realized by jumping alternately between the
position of a particle and an empty background while continuously acquiring spectra at
this positions. A Labview script (National Instruments) synchronizes the movement of the
scan-stage with acquisition of spectra at the two different positions. The contrast ΔI/Iback
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for each jumping cycle and the average spectrum is calculated on-the-fly. An adequate SNR
can be obtained for averaging over 20–30 spectra.
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Part II.

Time-resolved PL Studies of Individual SWCNTs
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4. Excited State Dynamics of Individual SWCNTs at Room
Temperature

The excited state dynamics of individual CoMoCAT SWCNTs deposited on glass substrates at
room temperature was studied by a combination of TCSPC and PL spectroscopy. It is found
that the PL is dominated by fast nonradiative processes resulting in PL decay times in the low
picosecond regime. For small photon fluences the PL decay dynamics is predominantly monoex-
ponential. At higher excitation densities Auger recombination leads to a considerable reduction
of PL decay times and in some cases to an additional fast decay component. Tube-to-tube
variations of PL decay times on the order of 3-40 ps are observed. The origin of this decay time
variations and of the fast PL decay times can be attributed to two different phonon-assisted
nonradiative decay channels, which both require different types of defects for their activation.
A weak correlation of PL decay times and PL linewidth supports the idea, that one type of
defect is responsible for nonradiative excited state decay and excited state dephasing. However,
the experimental data further implies the presence of a second type of defect which causes
nonradiative decay only. Variations in the defect concentrations of different SWCNTs might
then account for the observed PL decay time distributions.
One type of structural defect which exists in every SWCNT are the nanotube ends. It is known
that these efficiently facilitate PL quenching and thus represent an inherent nonradiative decay
channel. As the excitons in SWCNTs are highly mobile, they can probe large segments of a
SWCNT probe within their lifetimes and eventually can interact with local defect sites along
the tube. Based on this, one would expect for an ideal SWCNT with the nanotube ends as
only defect sites a dependence of the PL decay times on the SWCNT length. In order to study
this effect PL decay time measurements on length fractionated SWCNTs were performed. It is
found that samples with larger average length indeed exhibit longer decay times. However, the
differences in average decay times are small compared to the large spread of decay times observed
for individual tubes. For the present CoMoCAT material PL quenching at the nanotube ends is
not the dominant decay channel responsible for the fast observed PL decay times. Furthermore,
it can be shown that even individual SWCNTs show heterogenous decay times along their
length, stressing the importance of extrinsic parameters influencing the excited states dynamics
of SWCNTs. The observed PL decay times are discussed on the basis of a simple numerical
random walk model for the diffusional motion of excitons.

This chapter is based on the paper ”Exciton decay dynamics in individual single wall carbon
nanotubes at room temperature” which was published in Appl. Phys. Lett., 92, 153116 (2008)
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4.1. Introduction

The PL of semiconducting SWCNTs is due to the radiative recombination of the optically
allowed 0A−0 exciton [85]. However, the PL process in SWCNTs is not very efficient compared
to e.g. the fluorescence of organic dye molecules. Small QYs of only 0.01–7% are reported,
strongly depending on the sample material and experimental conditions [119, 123, 209–212].
A broad range of values between tens to hundreds of picoseconds has been reported also for
the PL decay times [209,213–218]. Controversial reports exist also for the PL decay dynamics
for which mono-, bi- and even multi-exponential decays have been observed [209, 217–219].
All these observations lead to the question for the processes governing the excited state
dynamics of SWCNTs.
The reported picosecond PL decay times are orders of magnitudes smaller than the theoret-
ically predicted [94, 106] and experimentally deduced [119, 209, 210, 220] radiative life times
of 10–100 ns. From this discrepancy it became obvious that efficient coupling of the bright
exciton to nonradiative decay channels is the main reason for the fast excited state decay.
However, the microscopic nature of these nonradiative channels and moreover whether
those are of intrinsic or extrinsic origin is still under debate. In general, it was found that
the processes leading to fast nonradiative relaxation are mainly scattering processes, such
as exciton-phonon or exciton-exciton scattering (Auger recombination) at higher exciton
densities. In SWCNTs phonon-assisted processes, for instance multi-phonon-decays and
phonon-assisted indirect exciton ionization can become very efficient for localized excitons
(compare Fig. 1.16).
The electronic states which are populated in the course of the nonradiative decay process are
also widely unknown. On the one hand, it is indicated thatmainly intrinsic states are involved
and the fast decay is the result of transitions from the bright state to excitonic dark states with
different parity or spin. Temperature dependent PL measurements revealed that the excited
state relaxation reflects a complex interplay between the bright and dark states [95, 221],
which is further supported by the findings of ultrafast spectroscopic measurements [102].
On the other hand also coupling to extrinsic defect and trap states is discussed which
might be created in the presence of charges or due to heterogeneities of the local dielectric
environment [217]. Alternative nonradiative decay channels might involve energy transfer
which was observed for SWCNTs in small bundles or aggregates of SWCNTs [116, 117, 222]
or between closely neighbored SWCNTs [118]. Especially in small bundles the presence of
metallic SWCNTs leads to very efficient PL quenching [49, 212].
The majority of the time-resolved PL measurements so far are ensemble studies of films
or suspensions of surfactant coated SWCNTs. In these studies different experimental ap-
proaches, i.e pump-probe [217], Kerr-gating techniques [209], TCSPC [223] or femtosecond
correlation spectroscopy [219] have been used. The broad range of reported decay times
and dynamics is not surprising, as for ensemble studies a more complex decay behavior
is expected due to their heterogeneous composition. Defects and environmental coupling
are spatially localized and a unique property of a given nanotube. As a result, ensemble
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measurements will always represent an inhomogeneous averaging. Suspensions of SWCNTs
consist of a multitude of different SWCNT chiralities often with overlapping PL contribu-
tions and chirality specific differences of the decay behaviors might be obscured or even
misinterpreted. Intertube interactions and reabsorption and -emission of PL are possible (no
Stokes-shift), which complicate the analysis of the PL decay dynamics further.
However, PL decay time measurements on the single nanotube level avoid these complica-
tions. Heterogeneous broadening effects are inhibited and llow to distinguish the PL decay
dynamics of different sub ensembles. Confocal PL microscopy in combination with TCSPC
provides the required high detection sensitivity and temporal resolution to study the PL
decay times of individual, spatially isolated SWCNTs.

At the time of this work, only a single report on the PL decay times of individual SWCNTs
has been published [223]. Here, TCSPC experiments were performed on (6,4) micelle en-
capsulatedHiPco SWCNTs at cryogenic temperatures between 50–180K. Fast picosecond PL
decay times (20–180 ps) were observed in agreement with the reported ensemble data, while
the PL decay dynamics was found to be monoexponential. The temperature dependence of
the PL decay times is characterized by a gradual increase for decreasing temperatures down to∼60K,where the decay times start to saturate. This behavior was explained by the temperature
dependence of the nonradiative decay rate. For this, amodel of a thermally activated phonon-
mediated coupling of the bright exciton to extrinsic defect related trap states was assumed. In
this picture, excited statemobility is required to reach the localized defect size within their life
times. The monoexponential decays observed in these experiments, indicate that the trans-
port to the defect sites is much faster than the nonradiative processes on the picosecond time
scale.
However, due to the difficult nature of low-temperaturemeasurements only a limited data set
for PL decay times was acquired. The room-temperature experiments presented in the fol-
lowing sections extend this low temperature study and provide further insights into the PL
decay dynamics of SWCNTs.

4.2. PL Decay Time Distributions of Individual CoMoCAT SWCNTs

For PL imaging and PL spectroscopy a laser scanning confocal microscope was employed
(compare Sec. 3.1). A mode-locked Ti:Sapphire oscillator provided high repetition pulsed
excitation light (76Mhz) at a wavelength of ∼760 nm, which is focused by a high numerical
aperture oil immersion objective (NA=1.3) on the sample. For PL imaging low excitation
powers (expressed as photon fluence) of ∼35⋅1012 photons pulse−1 cm−2 were used, while
the fluence for the acquisition of PL transients was lowered to approximately ∼1.7–10⋅1012
photons pulse−1 cm−2. The procedures for the acquisition of PL transients and for the
transient fitting to retrieve the PL decay times are described in Sec. 3.4.1 and Sec. 3.4.2,
respectively.
Individual CoMoCAT SWCNTs deposited on glass substrates exhibit fast PL decay times in
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the low picosecond regime. Tube-to-tube variations of the PL decay times between 1–40 ps
are observed. Three representative PL transients (black curves) of (6,4) SWCNTs are depicted
in Fig. 4.1 (a) together with their corresponding monoexponential fits (red curves). The
transient fitting yields decay times of τ=4, 18 and 36 ps.
For the present CoMoCAT material the PL decay dynamics is strictly monoexponential.
Extremely long lifetimes in the range of nanoseconds as reported in the literature have not
been observed in this single nanotube measurements. Only in very few cases, for less than
5% of all measured transients, better fitting results could be achieved by using multiple decay
components with time constants of similar magnitude. This is most likely due to spatial
averaging along inhomogeneous nanotubes or the presence of a second nanotube with same
chirality within the focal detection area. This is comparable to the situation in ensemble
measurements, which are expected to result in multi-exponential decay profiles where the
fitted lifetimes reflect the summation over decay times with different contributions [224].
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Fig. 4.1. (a) PL transients (black curves) and decay times of three different (6,4) SWCNTs. The
red curves are monoexponential fits to the experimental data taking into account the measured
instrument response function. Thefits yield decay times in the range of a 1–40 ps revealing large
tube to tube variations. (b) Histogram of exciton decay times observed for 126 different (6,4)
SWCNTs. The distribution is fitted with a Gaussian function centered at 11 ps and a width of
16 ps. The average PL decay time is ⟨τ⟩ =14 ps. Inset in (b) Histogram of CoMoCAT (6,5)
SWCNTs. The distribution is shifted to smaller decay times with an average PL decay times of
⟨τ⟩ = 5 ps.

In order to investigate the tube-to-tube variations of the PL decay times in more detail,
statistical numbers of PL decay times were acquired for two different SWCNT chiralities, the
(6,4) and (6,5). The results are plotted as histograms in Fig. 4.1 (b) which consists of 126 PL
decay times in the case of the (6,4) and 32 in the case of the (6,5) SWCNT. The distribution
of (6,4) decay times is fitted by a Gaussian function (red dashed line) to evaluate its width
(FWHM) and the center decay time with 16 ps and 11 ps, respectively. The average PL decay
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time ⟨τ⟩ is 14 ps. To the best of our knowledge no literature data for PL decay times for
CoMoCAT (6,4) SWCNTs at room temperature exist, however the observed ⟨τ⟩ is in general
agreement with the fast ensemble PL decay times 10 ps reported for nanotubes dispersed in
suspensions [225]. The distribution of PL decay times of the (6,5) chirality in Fig. 4.1 (c) is
markedly different. It is shifted to smaller PL decay times with an average value of ⟨τ⟩=5 ps.
Remarkably, this value agrees well with the 6 ps determined by pump-probe measurements
for the same micelle CoMoCAT nanotube material allowing for a direct comparison of the
results achieved by both techniques [217].
Comparing the largest observed PL decay time of 40 ps with the long radiative lifetimes on
the nanosecond scale [94, 110, 209] it becomes immediately apparent that fast nonradiative
decay processes knr are dominating the excited state recombination. Consequently, the
observed large tube-to-tube variations of the PL decay times can be attributed in the first
place to corresponding changes of their nonradiative decay rates knr . One possible factor
which might easily influence the nonradiative decay rate knr is investigated in more detail in
the following.

In SWCNTs multiple-exciton interactions become increasingly important at higher exciton
densities. While the formation of stable bi-excitons is predicted [226] but haven’t been ex-
perimentally observed so far, fast exciton-exciton annihilation (Auger recombination) on
the other hand is known to strongly affect the photophysical processes at such power levels
[213, 227–229]. In consequence, this results in the reduction of PL decay times and corres-
pondingly to saturation and decrease of PL intensities as well as to a more complex decay
dynamics.
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Fig. 4.2. Dependence of the integrated PL intensity and PL decay times on the photon
fluence. Here, medium to high laser excitation powers are used exceeding typical powers
for transient acquisition by one order of magnitude. (a) For excitation powers exceeding
1014 photons pulse−1cm−2 Auger recombination becomes efficient, leading to a decrease of PL
intensities and correspondingly to a decrease of (b) PL decay times. The examples presented
here are reversible cases, not affected by PL bleaching (blue control data).

For photon fluences smaller than 1013 photons pulse−1 cm−2 which are typically used for the
acquisition of PL transients, the probability for the creation of an exciton per pulse is expec-
ted to be significantly less than one (∼0.06) 4 and thus multi-exciton effects are not expected.
However, in order to ensure that Auger recombination can be excluded as a possible origin
for the observed PL decay time distributions and to estimate an upper limit for the excitation
power where Auger recombination might become relevant in single SWCNTmeasurements,
the dependence of the PL intensities and PL decay times on the photon fluence was investig-
ated.
Exemplarily, these dependencies are plotted in Fig. 4.2 for two different SWCNTs, for which
a reversible power dependence of these quantities was observed (blue control points). It is
found that for the present sample material the effects of the Auger recombination becomes
visible for photon fluences exceeding 1014 photons pulse−1 cm−2. For this excitation intensities
it starts to dominate the decay dynamics [227], leading to a reduction of PL intensities and
PL decay times. While the PL intensities first increase linearly, they start to decrease and then
eventually saturate. The dependence of the PL decay times is characterized by a linear decrease
even for lowest excitation powers. In some cases an additional fast decay component on the
order of 1–7 ps is observed, often accompanied by spectral changes of the PL, such as small
spectral shifts and PL linewidth broadening.
4The estimation of the numbers of excitons created per excitation pulse is based on following assumptions:
The SWCNTs are excited with the incident light polarized parallel to their axis. Further an absorption
cross section per unit length of σabs=85 nm2/ μm [124] is assumed and an average length for the SWCNTs
of ⟨L⟩=545 nm as determined by AFM measurements for the same sample material (compare Sec. 3.2.2).
The pump fluence is 1012 photons cm−2 pulse−1 .
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Fig. 4.3. (a) Dependence of the PL decay times on low laser excitation powers (as pump
fluence). No changes in the decay times are observed for the average excitation powers ∼1.7–
10⋅1012 photons pulse-1 cm−2 used in the experiments.

For the range of the low pump fluences of 2–10⋅1012 photons cm−2 pulse−1 used throughout
this study, the measured transients result in constant decay times to within ±2 ps (Fig. 4.3).
Based on this observation, exciton-exciton annihilation can be ruled out as the origin of the
PL decay time variations.

4.3. PL Decay Time Distributions: Defect Mediated Nonradiative
Relaxation

In order to obtain more insight into the nonradiative decay process, the PL decay times are
plotted against their corresponding PL emission energies and PL linewidth. Both parameters
are determined by fitting single Lorentzian functions to the PL bands. In the following treat-
ment of this subject only the (6,4) chirality is considered.
A plot of the PL decay times against PL linewidth is shown in Fig. 4.4 (a). The first observa-
tion is that similar to the PL decay times, the observed PL linewidth also exhibit tube-to tube
variations with values between 21 and 46meV, in agreementwith similar single SWCNT stud-
ies [31, 223] and where attributed to extrinsic factors, such as structural and chemical defects
as well as to heterogeneities in the local environment. Although there is no direct one-to-
one correlation between the PL decay times and PL linewidth, it is found that large PL decay
times can be associated with a narrow PL linewidth vaguely following the trend indicated by
the black dashed line in Fig. 4.4 (a).
The PL energies of the (6,4) SWCNTs are distributed about ±25meV around the average
value of 1.403 eV (see Fig. 4.4 (b), consistent with the observation of similar energy variations
reported for other single SWCNT studies [31,118,230–232]. This effect can be attributed to the
heterogenous local environment of the SWCNTs which causes fluctuations of the dielectric
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Fig. 4.4. (a) Plot of PL decay times of (6,4) CoMoCAT SWCNTs against the PL linewidth
(FWHM). A weak correlation between PL line width and PL lifetimes is found: Large PL decay
times are correlated with narrow PL linewidths (dashed line as guide for the eye). (b) Plot of
PL decay times vs. PL emission wavelength. No obvious correlation between PL energy and PL
decay times can be observed.

constant ε along the tube and thus leads to varying exciton energies (see also Sec. 1.5). No
obvious correlation between the PL energies and PL decay times is observed, which would
expected for a thermally activated transition of the bright exciton to an energetically low
lying dark or trap state [223], where the transition rate depends on the excitonic energy and
For such a scenario, a correlation of long PL decay times with red shifted PL energies would
be expected, reflecting the larger activation energy required for this process. The absence of
such a trend might indicate that the activation energy or the depths of potential energy basin
are larger than kT and thus the coupling rates between the bright and the dark/trap states are
extremely fast. However, as the exciton trapping at such sites is spatially localized, confocal
microscopy is limited in its resolution and the spectra represent the averaging over a large
tube segment or even over the entire SWCNT.

Discussion

In the following the origin of the correlation between the PL linewidth and PL decay times
in Fig. 4.4 is discussed in more detail. The formation of the triangular pattern of data points
in Fig. 4.4 (a) might be attributed to two different relations between the PL decay times τ and
corresponding PL linewidth Γ:

1. Decrease of τ without broadening Γ (vertical arrow) ,

2. Decrease of τ with broadening Γ (inclined arrow) .

Here it is suggested that these two effects are due to two different types of defects, which both
facilitate fast nonradiative decay: First, defects which lead to pure PL quenching and simply
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reduce the PL decay times and second, defects whose interaction with the excitons lead to
both: PL quenching and excited state dephasing. The nonradiative decay rates associated with
these defects are denoted as kqnr and kdnr, respectively. Variations in the defect concentration
for different nanotubes might then account for the observed PL decay time distributions.
To elucidate this assumption further, the origin of the weak correlation between the PL decay
times and the PL line is discussed.
In the dipole-approximation the homogenously broadened Lorentzian lineshape Γ of a trans-
ition is related to the finite lifetime of the excited state corresponding to: τ=τrad+τnr , by the
energy-time ”uncertainty principle”: ΔE ⋅ Δτ≳ ħ. The lifetime, or its inverse, the transition
rate, is associated with an energy dispersive process resulting in population decay.
A second broadening mechanism for the linewidth is the dephasing of the excited state. Here,
quasi-elastic scattering processes lead to changes in the phase of the excited state wavefunc-
tion and thus to the loss of coherence. Scattering processes can have intrinsic origins such as
e.g. exciton-exciton or electron-phonon scattering [233] or are associated with interactions
of the emitter with its direct environment. The time T∗2 associated with these processes is the
so called dephasing time. The experimentally observable linewidth is then given as the sum
of the PL decay rate, 1/τ, and the dephasing rate 1/T∗2 :

Γ = 1
2τ

+ 1
T∗2

(4.1)

Based on the measured PL decay times in the picoseconds range, one would expect a
linewidth in the range of 0.02–0.05meV, up to two orders of magnitude smaller than the
experimentally determined linewidth. Hence, it is obvious that the measured linewidth are
not lifetime broadened dephasing is the dominating process controlling the PL linewidth.
Very small dephasing times on the order of 20–50 fs are required to explain the range of
experimentally observed linewidths. This estimation is in good agreement with the values
for T∗2 of ∼50–200 fs reported in refs. [233, 234]. The broad range of observed PL linewidth
can then be explained in the first place by changes of the dephasing rate.
It was found that the main contribution to the fast dephasing times in SWCNTs at low exciton
densities is exciton-phonon scattering with low-energy phononmodes such as low-frequency
acoustic phonon and twisting modes [235]. It is predicted that certain types of structural
defects like the Stone-Wales or the ”7–5–5–7” defect give rise to localized low-energy phonon
modes between 100–500 cm−1 which significantly decrease the T∗2 times and thus lead to
linewidth broadening [236]. It might be further speculated that the defect related phonon
modes facilitate also nonradiative relaxation. For localized excitons trapped at defects sites
it is predicted that a multi-phonon-decays can become an efficient nonradiative relaxation
pathway [125]. The availibility of additional low-energy phonon modes might enhance these
decay rates even further. However, regardless of the exact nature of the defect or the origin
of the dephasing event, the weak correlation found in Fig. 4.4 (a), implies that the origin of
the dephasing also serves as an additional non-radiative decay channel knr .
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For a simple linear relation between the linewidth and the PL decay times it would be
expected that the PL decay times are spread in a confined area along the dotted line in
Fig. 4.4 (a). However, this could not explain the PL decay times in the lower left part of the
shaded area, where narrow PL linewidth are correlated with fast PL decay times. To explain
this, it is suggested that another type of defect which leads to PL quenching is responsible for
this observation.
A process which is known to lead to efficient PL quenching is doping of SWCNTs. For the
mechanism of the radiationless relaxation of the exciton Auger recombination process and a
phonon-assisted indirect exciton ionization process are proposed [125, 227], as discussed in
Sec. 1.5.2, which is predicted to become efficient even at moderate doping levels. Uninten-
tional hole-doping of SWCNTs occurs spontaneously due to the adsorption of oxygen at the
SWCNT sidewalls or the trapping of charges. Another possible source for hole-doping of
SWCNTs are protonation reactions of the sidewalls [49] or of preadsorbed oxygen [127, 129].
Protonation occurs also during the purification steps of SWCNT rawmaterials, where strong
acids are used to remove residual catalyst.

Summarizing the results so far, the total nonradiative decay rate knr of a SWCNT can be de-
composed in three individual contributions:

knr = k0nr + kdnr + kqnr + ... (4.2)

Here k0nr is the ”intrinsic” nonradiative decay rate of the unperturbed SWCNT, which ori-
ginates from e.g. electron-phonon coupling. kdnr k

q
nr are the nonradiative decay rates related

to the ”quenching” type defect and the ”dephasing” type of defect. The nonradiative rate of
a SWCNT is mainly determined by extrinsic decay channels which can be related to defect
induced local phonon phonon modes. Differences in the defect concentrations then account
for the large variation of PL decay times.

4.4. Length Dependence of PL Decay Times

The results of the previous section indicated that extrinsic defects give rise to nonradiative de-
cay channels which significantly influence the decay dynamics of the SWCNTs. One intrinsic
defect inherent to all SWCNTs and not considered so far are the SWCNT ends.
The nanotubes ends are either capped by semispherical fullerene-like molecule fragments
or can remain uncapped with dangling or saturated carbon bonds. Tight binding calcula-
tions [237] and STM measurements [60, 238, 239] indicate a critically modified electronic
band structure confined to the region at the ends. Additional midgap states arise close to the
Fermi level which exhibit a steadily increasing DOS for decreasing distance towards the tube
ends. It is predicted that the presence of these states might lead to PL quenching of the ex-
citons and thus would represent and additional nonradiative decay channel [240]. Indeed, Pl
quenching at the SWCNTs ends could be directly visualized with high resolution near-field
optical microscopy where it is possible to record simultaneously the PL response as well as the
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topography of the SWCNT. Considering the instrument response function it was found that
the PL decays on a length scale of 50–90 nm towards the end [241], which is on the order of
the exciton diffusion length for surfactant wrapped SWCNTmaterial [126, 128].
Considering the highmobility of excitons in SWCNTs (compare Sec. 1.4.3), one would expect
for an ideal SWCNT with the nanotube ends as only defect sites a dependence of the PL de-
cay times on the nanotube length L, where long SWCNTs exhibit large PL decay times [240].
Based on this assumption, the decay time variations observed in the previous section could
be solely explained by either varying nanotube length or by varying diffusion coefficient D.
While a recent ensemble study on the length dependence of the QY could indeed confirm the
aforementioned trend between PL decay times and nanotube length [240, 242] it remains to
be clarified whether PL quenching at the nanotube ends is indeed a considerable nonradiative
decay channel.

PL Decay Time Distributions of Length Fractionated CoMoCAT SWCNTs

In the following the effect of the SWCNT length on the PL decay times are studied. For this
different seven different samples of micelle encapsulated CoMoCAT SWCNTs with different
length distributions are studied (provided by Dr. F. Hennrich, FZK Karlsruhe). Analogues
to the measurement procedure described in the previous sections, large numbers of PL decay
times for each sample are acquired and plotted in histograms. Length fractionated samples
were provided by size-exclusion chromatography following the description in ref. [195].
Two representative PL decay time histograms of (6,4) SWCNTs with average length of⟨L⟩=435 nm and 250 nm are shown in Fig. 4.5 (a) and (b), respectively. The corresponding
histograms of the SWCNT measured by atomic fore microscopy are given in the insets. Ac-
cording to the predicted trend, the PL decay time distributions of the sample containing longer
tubes is slightly shifted to longer decay times compared to the one in Fig. 4.5 (b) which leads
to the average decay time of ⟨τ435 nm⟩=5.8 ps and ⟨τ250 nm⟩=3.8 ps.
The general trend that batches with larger average SWCNT length exhibit longer average
decay times is also found in the Fig. 4.6. Here the average decay times of all seven samples are
plotted against their corresponding average length. It is to note that the sample materials used
for this study were treated differently in terms of the sample preparation procedure, e.g for
the micelle encapsulation of one batch mild ultrasonication conditions, such as low powers
and short bath times, were used (cross), while for another batch the micelle encapsulation
of the SWCNTs was removed by heating of the sample (black solid circle). For comparison,
the data-point of the (6,4) CoMoCAT SWCNTs (Hersam SWCNTs) studied in the previous
Sec. 4.2 is added (facedown triangle). While batches with similar average length (e.g. for ⟨L⟩
= 230nm and 435 nm) exhibit decay times of comparable magnitudes, the average decay time
of the batch treated by ”mild” ultrasonication with ⟨L⟩= 380 nm appears to be systematically
shifted to a substantially smaller decay time. This might be due to the fact that the ”mild”
treatment does not lead to efficient separation of the SWCNTs and the sample contains a
significant amount of small bundles, where energy transfer or PL quenching with metallic
SWCNTs leads to the reduced ⟨τ⟩. In general, the averaged decay times of all batches are
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Fig. 4.5. Decay time distributions of (6,4) SWCNTs with average length (a) ⟨L⟩ = 435±90 nm
and (b) ⟨L⟩ = 250± 80nm. The average decay times of ⟨τ435nm⟩ = 5.2 ps and ⟨τ250nm⟩ = 3.8 ps.
The insets show the corresponding length distributions of the samples determined by AFM
measurements.

significantly smaller than for the Hersam (6,4) SWCNT material, ⟨τ⟩= 14 ps, stressing the
importance of the sample preparation on the excited state dynamics.

Neglecting the data for the Hersam SWCNTs, it is found that the average decay times of the
various samples differ only by one to three picoseconds. These differences are small compared
to the broad distribution of PL decay times, which suggests that for the present material PL
quenching at the nanotube ends is neither the determining nor the only contribution to the
fast nonradiative PL decay.
The data in Fig. 4.6 represents the ensemble averaged decay times critically affected by the
underlying diameter distribution and thus represents ensemble data. A direct one-to-one
correlation between SWCNT length and PL decay time can not be determined for the present
material with confocal microscopy alone. As indicated by the length distributions in the
insets of Fig. 4.5 most of the SWCNTs are shorter or only slightly larger than the diameter
of the diffraction limited laser excitation focus (Δx≈370 nm). In the PL scan images these
appear as diffraction limited spots and thus information about their real size can not be
retrieved. For the observation of a direct correlation one would need to perform combined
AFM and PL decay time measurements on the same tube. For SWCNTs larger than the
excitation focus on the other hand, it is possible to localize the tube ends based on the onset
of the PL in the PL images. In this case it is possible to acquire PL transients from confocal
areas close to the tube ends and neighbored sections, which allows to investigate the effect of
the nanotube ends further.
For this experiments HiPco SWCNTs wrapped with the surfactant sodium deoxycholate
(DOC) are used. Because of the mild preparation conditions used during the individualiz-
ation step [128] the abundance of SWCNTs with a length > 2 μm is larger than e.g. for the
standard CoMoCAT SWCNTmaterial. Furthermore, it was found that the optical properties
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Fig. 4.6. Length dependence of the PL decay times for various length sorted CoMoCAT SW-
CNT materials. Batches with larger average SWCNT lengths exhibit slightly larger average PL
decay times. Larger differences in average PL decay times are found for SWCNT materials
with similar length but different individualization treatment (mild ultrasonication). Presum-
ably, these batches exhibit a larger fraction of residual bundles, where intertube interactions
lead to reduced PL decay times.

of the HiPco material is less affected by defects which manifests in higher PL intensities
and larger PL decay times [243]. The PL properties of the HiPco material are presented in
more detail in the next chapter. Here it is important to note that the PL decay times of this
material are systematically larger and a large fraction of those tube deposited on glass display
a biexponential decay dynamics. In order to compare the mono- and biexponential PL decay
times of the different sample materials, the decay times in the following are represented as an
effective decay times τe f f 5.

Exemplarily, two confocal PL scan images of extended (6,5) HiPco SWCNTs are depicted in
Fig. 4.7. The positions along the tube at which the transients were acquired are marked by
the circles and the corresponding τeff are added. The diameter of the circles correspond to
the diameter of the laser excitation focus of ∼500 nm. Remarkably, the PL decay times along
a single SWCNT vary by up to 30% between neighbored measurement points.
The SWCNT in Fig. 4.7 (a) exhibits PL decay times at the ends which are considerably smaller
than the ones in the neighbored measured point on the tube. PL spectra measured at the
same positions along the SWCNTs only show small variations in the PL energies of about±1–2meV and no variations of their PL linewidth. This indicates that no changes in chirality
occur along the SWCNT and/or other tubes are present in the focal area. Hence, the reduced
decay times might indeed originate from PL quenching at the ends. However, this behavior is
not characteristic for every long SWCNT. On some occasions one observes also the contrary
situation, where segments close to the tube ends have similar (±3 ps) or even larger decay

5τe f f = As
As+Al

⋅ τshor t +
Al

As+Al
⋅ τl on g . Here As and Al are the decay amplitudes of the short and long decay

component respectively.
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Fig. 4.7. Position dependent PL decay times of long (6,5) HiPco SWCNTs wrapped in sodium
deoxycholate (DOC). The PL decay times were acquired at positions indicated by the white
circles. The diameter of the circles is ∼500nm and resembles approximately the diameter of
the excitation focus. Both tubes show considerably reduced decay times at positions close to
the tube ends.

times.
Assuming a diffusion coefficient belonging to the upper end of reported literature values
of 10 cm2/s and considering the longest observed PL decay time of ∼50 ps for the SWCNT
in Fig. 4.7 (a) this would result in a maximum diffusion length of LDi f f=320 nm. Excitons
generated within the two inner marked circles should be well separated from the influence
of the SWCNT ends. With the assumption that the SWCNT ends are the only nonradiative
decay channel it would be expected that the decay times at these positions are on the order
of the radiative decay time.

The results so far showed that PL quenching at the nanotube ends is not the PL decay time
determining nonradiative decay channel. For the present SWCNTmaterial other decay chan-
nels such as defect are dominating the excited state decay. The observed length dependence
of the PL decay times supports further the picture of highly mobile excitons in SWCNTs.

Discussion

In the following we want to analyze the length dependence of the decay with a recently in-
troduced numerical model and further put the findings into context with the report on the
length dependence of the PL decay times in ref. [240].
Starting with the latter and briefly summarizing the findings of this study. In agreement with
the results presented here, in this PL ensemble study on length fractionated DNA-wrapped
SWCNTs with average length between ⟨L⟩=100–500 nm it was found that for increasing ⟨L⟩
also the decay becomes slower. With the assumption that PL quenching at the nanotube ends
is the only contribution to the nonradiative decay, they employed an analytical model for the
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diffusional motion of excitons to reproduce the observed length dependence. Based on this,
the PL decay times is expected to saturate very slowly with increasing length and this would
not account for a faster saturation of PL decay times as observed in Fig. 4.6 or for the length
dependence of PL decay times in [244].
To illustrate this, the length dependence of the PL decay times is simulated with an numerical
model for the exciton diffusion in SWCNTs based on Fick’s 2nd law [115,245]. The approach is
based on finding solving Fick’s 2nd law for the position and time dependent exciton popula-
tion n along the SWCNT axis. The numerical model offers a high flexibility for the simulation
of the effect of single localized defect sites on the mobility of the excitons [245]. The SWCNT
is discretized into segments with size Δx. Considering a single pulse excitation, the temporal
evolution of the exciton population n(x,t) is described by:

n (x, t + Δt) = 1
2
[n(x − Δx, t) + n(x + Δx, t)]
− n(x, t)[krad (x) + knrad(x)]Δt (4.3)

At each time step Δt the exciton travels with equal probability (0.5) a distance of Δx to the
left or right neighboring segment, corresponding to a 1D random walk. Furthermore, the
exciton population decays at a rate given by the sum of the radiative krad(x) and nonradiative
knrad(x) rates. The advantage of this approach, is that the site dependent rates krad(x) and
knrad(x) can be freely set for each segment. For example, the effect of localized PL quenching
sites can be modeled by assuming knrad(x)→ ∞ or equivalently setting the population at
this position equal to zero. The initial population n(x, 0) along the nanotube is given by
a Gaussian intensity distribution, approximately resembling the focal intensity distribution
provided by the tightly focused laser beam. Different exciton mobilities, represented by the
diffusion constant D=Δx2/2Δt, are fixed by adjusting the temporal and/or spatial step width
accordingly. For typical D values of 1–10 cm2/s, as found for micelle encapsulated SWCNTs
on substrates, a good choice for a reasonable accuracy is Δx=2–4 nm and correspondingly
Δt = 2 ⋅ 10−2 − −2 ⋅ 10−3 ps. Finally, the time dependent PL intensity IPL can be expressed as
sum over all SWCNT segments:

IPL(t) = ∑
x
krad(x)Δt n(x, t) (4.4)

The PL decay times are then evaluated by fitting the PL decay by monoexponential functions.

Themodel is first employed to reproduce the length dependence of the PL decay times for the
length fractionated CoMoCATmaterials. Fig. 4.8 (a) shows the simulated length dependence
of the PL decay times assuming two different scenarios: different scenarios were assumed:
First, The nanotube ends are the only nonradiative decay channels, according to the descrip-
tion in [240] (red curve). Second, an additional defect related decay rate for each tube segment
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knr is assumed. An alternative approach to consider defect related nonradiative decay can be
realized by assuming that only PL quenching defects at positions n(x′ , t)=0 contribute while
knr is set to zero. Then the nonradiative decay would be controlled purely by diffusion to
these sites and would depend on the relative distance and number of defect sites along the
tube. Using a decay rate close to the inverse of the average PL decay times of the samples of
knr = 1/8 ps−1 the modeled curve describes the experimental length dependence sufficiently
well (black curve). The curve converges more rapidly for increasing average SWCNT lengths
and appears to be a better description of the data compared to the red curve. The modeling
yields a diffusion coefficient of D=6.3 cm2/s which corresponds for the observed range of ⟨τ⟩
values between 4–6 ps to exciton diffusion lengths of 70–80,nm. These numbers are on the
lower end of reported exciton diffusion length of micelle encapsulated SWCNTs [126].
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Fig. 4.8. Modeled length dependence of the PL decay times. (a) For the red curve PL quench-
ing at nanotube ends is the only nonradiative decay channel. Using a radiative rate of krad
= 2–3ns the curve saturates for rather high SWCNT length and one would need to assume
D=36 cm2/s. A more rapid saturation of PL decay times with increasing length is observed
when taking into account an additional average nonradiative decay rate knr=1/8 ps−1 (black).
The data points of Fig. 4.6 are shown for comparison. (b) Simulation of the position depend-
ent PL decay times along the intensity profile SWCNT in Fig. 4.7 (a). The starting point of the
cross-section is marked by the arrow. The scalebar is 1.2 μm.

Fig. 4.8 plots the PL intensity (black) and the modeled PL decay times (red) in dependence of
the x position along the tube of Fig. 4.6. The black line in the inset indicates the cross section
along the tubes, while the red circles in the inset mark the points where the experimental
data was recorded. In order to estimate the position of the nanotube ends (x=0), the fading
end of the PL intensity profile was fitted by an exponential and it was assumed that the
nanotube end is close to the position, where the PL intensity has decreased to a value of
IPL/e, taking into account the convolution of the real extension of the SWCNT with the
gaussian excitation focus. The PL decays can be reproduced by setting D=6.3 cm2/s and
using an average nonradiative decay rate of knr=1/55 ps−1 . The smaller nonradiative rate for
HiPco nanotubes is also reflected in the generally longer total decay times as compared to
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the previously discussed CoMoCAT nanotubes.

4.5. Conclusion

In summary, the first PL decay time measurements of individual SWCNTs at room-
temperature were presented. For the SWCNT material under study, micelle encapsulated
CoMoCAT SWCNTs deposited on glass substrates, fast PL decay times in the picosecond
regime with tube-to-tube variations between 1–40 ps were found, while the excited state
decay is monoexponential for the regime of low excitation fluences. At higher photon
fluences nonradiative Auger recombination of excitons dominates the excited state dynamics
leading to reduced PL decay times and PL intensities. It is found that the PL decay dynamics
of the CoMoCAT SWCNTmaterial is dominated by extrinsic defects, whose associated local
phonon modes facilitate the fast nonradiative decay. The origin of the broad PL decay time
distribution can be explained by two different defect related nonradiative decay channels.
One type of defect can be associated with efficient PL quenching. A second type of defect
leads to fast PL decay times and also affects the dephasing time T∗2 which is supported by a
weak correlation between PL decay times and PL linewidth. Tube-to-tube variations in the
PL decay times can be attributed to varying defect concentrations of the individual SWCNTs.

The dependence of the PL decay times on the SWCNT length was investigated for different
length fractionated SWCNT samples with average length between 200–600nm. The small
differences between average decay times of only 1–3 ps indicate that for the rather defective
CoMoCAT SWCNT material under study, the effect of PL quenching at the SWCNT ends
is not the dominating nonradiative decay channel. For long HiPco SWCNTs the influence
of PL quenching at the nanotube could be observed, which presumably owes to the fact
that this material is less affected by defects. PL decay times acquired from diffraction
limited segments close to the tube ends compared to the one taken at neighbored sections
are decreased by up to ∼30%. Furthermore, the observed variations of PL decay times
along single SWCNTs further support the idea that defects and the effect of an inhomogen-
eous local environment are crucial factors influencing the excited state dynamics of SWCNTs.
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5. Mono- and Biexponential PL Decays of Individual SWCNTs

The following chapter is based on the paper ”Mono- and Biexponential Luminescence Decays
of Individual Single-Walled Carbon Nanotubes” that has been published in J. Phys. Chem. C,
114 (33), 14025.

5.1. Introduction

The knowledge about the PL decay dynamics, such as the time constants and their corres-
ponding amplitude of different decay components allows to verify or exclude certain kinetic
models, which consider the radiative or nonradiative coupling between participating states.
The excited state relaxation of a simple molecular two level system follows amonoexponential
PL decay. More complex decay dynamics deviating from a simple exponential decay are
expected, e.g. when the decay rate becomes a function of time as it is predicted for a PL
process where diffusion driven PL quenching at localized defect sites is the dominating
nonradiative relaxation channel [246].
Biexponential PL decays in SWCNTs were observed in time-resolved PL measurement on
ensembles as well as in single nanotube measurements for different types of sample materials
and environments [124, 218, 224, 247]. The reported biexponential decays are characterized
by a fast dominating decay component with decay times between 60–200ps and a less
contributing decay component with time constants between 0.6 and 4.8 ns (representative
values from [218]).
The current model which explains the biexponential decays in SWCNTs is an ”intrinsic
model”, which considers transitions between a dark and the bright excitonic state within the
same SWCNT.The bright state has a slightly larger energy than the dark state and both states
are weakly coupled by phonon-mediated processes. The states can decay radiatively and
nonradiatively to the ground state, however, only the emission of the bright state is detected
and the coupling to the dark state manifests as a long lived PL component corresponding to
a delayed luminescence [124, 218, 224]. This kinetic model will be reviewed and discussed in
more detail in Sec. 5.3.
In order to explain the biexponential PL decay dynamics of different SWCNTs chiralities
observed in ensemble measurements also so called ”extrinsic models” are employed. A recent
model considers here the radiative and nonradiative transitions of the bright excitonic states
of SWCNTs belonging to the same chirality, but being part of two different subensembles,
which differ e.g. in their average length and/or average defect density. These factors affect
the nonradiative decay rates and in consequence lead to differences in the average PL decay
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times of both subensembles. Experimentally, these difference gives rise to a biexponential
decay behavior, where the decay amplitudes are then governed by the relative occurrence of
SWCNTs belonging to either of this subensembles [218].

Differences in the observed PL decay dynamics for ensembles of SWCNTs comes not
surprising and can be attribute to the heterogeneous composition of the SWCNT materials
and inhomogeneous environments. The heterogeneity of the sample composition can
be avoided by performing experiments on the single SWCNT level focusing on only
one SWCNT chirality. Nominally identical experimental conditions, such as the same
SWCNT material, chirality, surfactant and environment, should then yield comparable and
reproducible results for the PL decay times and dynamics. But also here a broad range of
different PL behaviors are reported. For example PL decay measurements performed on
individual CoMoCAT (6,4) and (6,5) nanotubes by different groups distinctly different PL
decay behaviors were observed, ranging from very short monoexponential decays, like it was
found in this work, to biexponential ones with a long PL decay time component [124,223,243].

Motivated by this disparity of the PL decay dynamics in single SWCNT studies, a col-
laboration with the research group of Prof. Lounis was established. In a cooperative
effort the influence of different environments and synthesis method related effects on the
PL decay dynamics of CoMoCAT and HiPco SWCNTs was investigated. While for the
majority of single SWCNT studies most only the PL properties of the brightest SWCNTs
are considered which are supposed to be less affected from defects thus resemble a more
”intrinsic” PL behavior. In order to investigate the role of defects on the excited state dynamics
also weakly luminescent nanotubes need to be considered in contrast to the study in ref. [243].

5.2. PL Decay Dynamics of Individual HiPco and CoMoCAT SWCNTs

PL decay timemeasurements employing the TCSPC technique were performed on individual
(6,4) and (6,5) HiPco and CoMoCAT SWCNTs encapsulated by the surfactant DOC. In order
to study the effect of different nanotube environments on the PL decay times and decay dy-
namics the SWCNTs were exposed to two different environments, agarose gel and deposited
on a bare glass substrate. Three different kinds of samples were studied:

1. HiPco SWCNTs immobilized in aqueous agarose gel

2. HiPco SWCNTs deposited on glass substrates

3. CoMoCAT SWCNTs immobilized in aqueous agarose gel

The general protocol for the acquisition of PL transients and corresponding PL spectra is
identical to one described in Sec. 3.3. The excitation wavelength for this experiments are 800
or 810 nm, resulting in off-resonance excitation of the studied SWCNT chiralities. Very low
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excitation fluences≲ 1012 photons pulse−1 cm−2 were used, ensuring that less than one photon
is absorbed per excitation pulse. Mono- and biexponential PL decays were distinguished
based on the goodness of the transient fit. A PL decay was regarded as biexponential, if the
fit visually improves the weighted residuals and the corresponding reduced χ2 parameter.
The transient fitting and data evaluation is described in detail in 3.4.3. The amplitudes of the
two decay components of the biexponential decays are represented as fractional amplitudes,
where Along denotes the long decay time component, using the definition in Eqn. 3.3.

5.2.1. PL Decay Dynamics of HiPco and CoMoCAT (6,5) SWCNTs

In the following the results of the PL decay timemeasurements for (6,5)HiPco andCoMoCAT
SWCNTs are presented first. Similarly, to the procedure described in the previous chapter
(Chap. 4), histograms of PL decay times were prepared for each of the three samples.
In agreementwith ref. [243], the PL decays of the majority of (6,5) HiPco SWCNTs embedded
in agarose gel and 50% of the SWCNTs studied on glass display a biexponential decay beha-
vior. However, in contrast to ref. [243], the PL decay of (6,5) CoMoCAT SWCNTs on glass
substrates and in embedded in gel is strictly monoexponential.
All three samples exhibit broad distributions for the short decay time components τshort ,
which are depicted in Fig. 5.1 (a)-(c). The dotted curves are Gaussian fits to the distributions
in order to estimate the center positions and width of the distributions. The distribution for
the HiPco SWCNTs in gels are centered at ⟨τshort⟩= 50 ps (FWHM=14 ps) and on glass at⟨τshort⟩=36 ps (FWHM= 9ps). The smallest average decay times are observed for CoMoCAT
on glass with ⟨τshort⟩= 18 ps (FWHM = 7ps). The average values for the decay times are in
good agreement with the findings for SC encapsulated CoMoCAT SWCNTs in the previous
chapter. The relative shift of the center positions of the distributions clearly reflects the in-
fluence of the different heterogeneous environments. Especially, the large shift of the center
positions of the PL decay time distributions in Fig. 5.1 (a) and (c) stresses the large influence
of factors related to the synthesis method, such as defects or impurities, on the PL decay dy-
namics, which is consistent with the observations in ref. [243].
The short and long decay times of all observed biexponential decays in HiPco SWCNTs are
plotted in Fig. 5.1 (d). The long time component τlong exhibit large tube-to-tube variations,
ranging from 0.4 to 2 ns with an average value of ⟨τlong⟩ = 450 ps. The corresponding
short time component ⟨τshort⟩ varies between 30 to 60 ps. Interestingly, τlong of HiPco
SWCNTs in gels (red circles) are systematically shifted to larger times compared to the
ones of HiPco SWCNTs on glass (black squares). The same behavior can be also observed
for the corresponding distributions of τshort of both HiPco materials in Fig. 5.1 (a) and
(b). Furthermore, both τshort and τlong are weakly correlated, where large τshort can be
associated with large τlong . Furthermore, the fractional amplitudes of the long PL decay time
component Along increase with increasing τlong as demonstrated in Fig. 5.1 (e) (red line as
guide to the eye). Remarkably, only in very few cases biexponential decays are observed for
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Fig. 5.1. PLDecay time histograms of (6,5) HiPco and CoMoCAT SWCNTs in different envir-
onments for the short decay time component ⟨τshort⟩. The dashed curves are Gaussian fits to
the distributions. The corresponding center position and the FWHMof theGaussians are given
in parenthesis. (a) HiPco SWCNTs embedded in gel with ⟨τshort⟩= 50 ps (FWHM= 14 ps). (b)
HiPco SWCNTs deposited on glass substrates (⟨τshort⟩ = 36ps, FWHM= 9ps) (c) CoMoCAT
SWCNTs on glass substrates (⟨τshort⟩= 18 ps, FWHM = 7 ps). About 50% of all HiPco SW-
CNTs showed biexponential decays, where the fraction in gels was considerably higher than
for SWCNTs on glass substrates. CoMoCAT SWCNTs displayed all monoexponential decays.
(d) Plot of τlong against τshort for (6,5) HiPco SWCNTs deposited on glass (red squares) and in
gels (solid circles) (e) Plot of the fractional amplitude of the long decay time component Along
against τlong .

HiPco SWCNTs if the fast decay time component is smaller than ∼35 ps.
The measurements so far reproduced most of the findings presented in ref. [243], such as the
environment induced and synthesis method related shifts of the average PL decay times, with
significant faster PL decay times of the CoMoCAT material. Moreover, the biexponential
PL decays for HiPco SWCNT in gels and on glass substrates were confirmed. However, the
most striking difference to the study mentioned is the strictly monoexponential PL decay of
CoMoCAT SWCNTs irrespective of the chosen environment.

5.2.2. PL Decay Dynamics of HiPco (6,4) SWCNTs

Turning now to the PL decay dynamics of (6,4) HiPco SWCNTs. The decay time distribu-
tions of ⟨τshort⟩ for (6,4) SWCNTs embedded in gels and deposited on glass follow the same
trend, whichwas observed for the (6,5) SWCNTs. As shown in Fig. 5.2, SWCNTs embedded in
agarose gel exhibit a broadPLdecay time distribution centered at τshort= 51 ps (FWHM=29ps)
while the decay times of SWCNTs on glass substrates are significantly shifted to shorter aver-
age decay times with ⟨τshort⟩ = 18 ps (FWHM = 11 ps).
The fraction of (6,4) SWCNTs in agarose gel which exhibit biexponential decays was less than∼10%, whereas the biexponential decays could only be observed the brightest and longest
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Fig. 5.2. Histogram of PL decay times of HiPco (6,4) SWCNTs in agarose gel and deposited
on glass. The distribution of (6,4) SWCNTs on glass is significantly shifted to smaller decay
times. Average decay times (width) of the distributions are τshort=51 ps (FWHM=29 ps) and
⟨τshort⟩=18 ps (FWHM=11 ps) for SWCNTs embedded in gel and deposited on glass, respect-
ively.

tubes with decay constants, τlong and Along , of comparable magnitude as for the (6,5) HiPco
SWCNTs. No biexponential decays of (6,4) deposited on glass cover slides could be observed.

In order to investigate the absence of biexponential decays in CoMoCAT SWCNTs in general
and the low yield of biexponential decays of (6,4) SWCNTs, the PL decay times are plotted
against the corresponding PL linewidth. The plot in Fig. 5.3 comprises the various (6,4) data
sets of the various (6,4) HiPco and CoMoCAT samples, where the (6,4) CoMoCAT data set
is taken from the TCSPC experiments of the previous. For comparison, the data of the (6,5)
CoMoCAT SWCNTs deposited on glass (red square) is plotted.
Interestingly, similarly to the findings in the previous chapter Fig. 4.4 (a), a weak correlation
between the PL decay times and PL linewidth can be observed for all data sets. Here, a small
PL linewidth is correlated with large PL decay times. A narrow PL linewidth and large PL
decay times were attributed to only a small number of PL quenching or ”dephasing” defects.
Based on this argument, one would expect the lowest defect concentration for the (6,4)
HiPCO SWCNTs in gels, followed by the (6,4) HiPCO SWCNTs on glass, while the (6,4)
CoMoCAT SWCNTs on glass are most influenced by defects or local perturbations due to
the environment. Presumably, the longer decay times of HiPCo SWCNTs in gel owe to the
fact that the SWCNTs are decoupled from the glass substrates. The substrate is known to
strongly influences the excited state properties, leading to exciton localization, energy shifts,
reduced QYs and even to the complete suppression of PL of bare SWCNTs deposited on
SiO2 substrates [123, 231]. The distribution of (6,5) HiPco SWCNTs on glass (red squares)
is shifted to smaller PL linewidth and longer PL decay times compared to the (6,4) HiPco
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Fig. 5.3. Plot of PL decay times against PL linewidth (FWHM) of (6,4) SWCNTs in different
environments: (6,4) HiPco SWCNTs in gels (green), (6,4) HiPco SWCNTs on glass (red) and
(6,4) CoMoCAT SWCNTs on glass (black). A weak correlation between PL decay times and
PL linewidth can be observed, where narrow PL linewidth are associated with long PL decay
times. The different environments and SWCNT materials give rise to systematic shifts of the
distributions. Especially, SWCNTs in gels exhibit a very narrow linewidth distribution but a
broad decay time distribution, while it is very broad for CoMoCAT (6,4) SWCNTs on glass.

SWCNTs on glass. This would indicate that in general (6,5) SWCNTs are less affected by
defects. However, the comparison of the properties of two different SWCNT chiralities is
elusive, as also tube specific intrinsic properties might cause such a systematic shift of the PL
decay times. For example, the electron phonon coupling is predicted to scale inversely with
the tube diameter [234]. However, the difference of the diameters of both tube chiralities is
rather small, d(6,5)=0.747 nm vs. d(6,4)=0.683 nm, and is expected not to be the dominant
factor.

In summary, the comparison of the PL decay time/PL linewidth plots of the different (6,4)
HiPCo and CoMoCat in various environments further validate the picture presented in the
previous chapter, where tube-to-tube differences of the nonradiative decay rates, which were
attributed to different defect concentration, could be identified as the origin of the observed
PL decay time distributions.

5.3. Kinetic Model for the Biexponential PL Decay in SWCNTs

This section starts with an extended review of the model for the biexponential PL decay
in SWCNTs which was proposed in refs. [124, 224]. The model is employed to reproduce
the biexponential decays which were observed for the majority of the HiPco SWCNTs. The
parameter space is evaluated and furthermore the coupling of various excitonic dark states is
discussed.
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The kinetic model is an ”intrinsic” model, which describes the population dynamics of three
coupled intrinsic (excitonic) states. An energy level diagram of the model is depicted in
Fig. 5.4 (a). The three states participating, are the two energetically lowest singled exciton
states of the E11 manifold: the odd parity bright state ∣B⟩ or accordingly the (0A−0 ) exciton and
the even parity dark state ∣D⟩ with the (0A+0 ) representation, and the electronic ground state∣F⟩. According to the experimentally determined values for the dark-bright splitting energy
of similar small diameter SWCNTs between the two excitonic states in ref. [95], here a value
of EDB=5meV is assumed.

|D〉
γ

↓
γ

↑

|F〉

|B〉

| 〉
γ γ

|

| 〉

ΓB

ΓD

0
0 0.4 0.6 1.0 1.4 1.6

 PB(t)

 PD(t)

Time (ns)

ΓB = 1/50 ps
ΓD = 1/500 ps
  γ0 = 1/20 ns

0.5

0.4

0.3

0.2

0.1

P
opulation 

(b)(a)

Fig. 5.4. (a) Energy level diagram of the three level model, which is employed for modeling of
the biexponential PL decays (details seemain text). Small phonon-mediated coupling rates (γ↓ ,
γ↑) and a finite initial population of ∣D⟩ are required in order to obtain significant population
transfer from the dark excitonic state back to the bright state. (b) Time evolution of the bright
and dark state population. Values for the transition rates are used, which yield the average
decay times τshort = 50 ps, τlong=450 ps and corresponding amplitudes Along as observed in
the experiment.

∣B⟩ and ∣D⟩ relax into the ground state ∣F⟩with the decay rates ΓD , which is a purely nonradi-
ative decay rate and ΓB , which is the sum of the intrinsic radiative rate and an fast dominating
nonradiative rate. Further aweak phonon-mediated coupling between ∣D⟩ and ∣B⟩ is assumed,
presumably activated by defect scattering or coupling to acoustic phonon modes, whose en-
ergies matches the dark-bright splitting energy [95,96]. The transition rates for downhill and
uphill scattering processes are denoted as γ↓ = γ0(n + 1) and γ↑ = γ0n, respectively. Here γ0
is the zero temperature bright to dark transition rate [94] and n represents the Bose-Einstein
occupation number of a phonon mode, which is given by:

n = 1/[exp(ΔEDB/kbT) − 1] (5.1)

The kinetic rate equations describing the temporal evolution of the bright PB(t) and dark state
PD(t) populations write:
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ṖB(t) = −(ΓB + γ↓) ⋅ PB(t) + γ↑ ⋅ PD(t) ,
ṖD(t) = γ↓ ⋅ PB(t) − (ΓD + γ↑) ⋅ PD(t) . (5.2)

These coupled differential equations can be solved analytically using e.g. PB=exp (λ ⋅ t) as a
test function and one obtains the general solutions for the time-dependent populations of the
bright and dark state 6:

PB(t) = C1 ⋅ exp (λ1 ⋅ t) + C2 ⋅ exp (λ2 ⋅ t) ,
PD(t) = 1

γ↑
(C1 ⋅ (λ1 − a1) ⋅ exp (λ1 ⋅ t)

+ C2 ⋅ (λ2 − a1) ⋅ exp (λ2 ⋅ t)) . (5.3)

The decay constants λ1 and λ2 are equal to the inverse of the decay times λ = 1/τ and are given
as:

λ1/2 = (a1 + a2)
2

± (5.4)����((a1 + a2)
2

)2 + γ↑ ⋅ γ↓ − a1 ⋅ a2 . (5.5)

For the sake of convenience, new rates a1 and a2 are introduced, which are defined as follows:
a1=−(ΓB + γ↓) and a2=−(ΓD + γ↑). C1 and C2 are general amplitude factors, which can be
determined by fixing specific initial conditions. For instance C1 and C2 can be determined
by setting the initial population of the bright state to a value N: PB(0)=C1+C2=N, where N
varies between zero and one. Assuming that after excitation all of the exciton population is
only distributed between either the dark or bright state, their initial populations are related
by: PB(0)+PD(0)=1. In order to compare the modeled decay constants with the experimental
ones, the modeled amplitude factors and decay times were used to calculate the fractional
amplitudes. From Eqn. 5.3 and Eqn. 5.3 it becomes clear that due to the coupling of the ex-
citonic states there is no simple functional interdependency anymore between the population
of the excitonic states and the decay constants. The number of free adjustable parameters in
this model is quite high. While the radiative and nonradiative decay rates of the bright state
are known from theory or from PL decay time measurements, obviously no numbers exist
for the nonradiative decay rate of the dark exciton. Moreover, the branching ratio between
the dark and bright state which governs the initial population of these states has not been in-
vestigated. Therefore, it is crucial to evaluate how these parameters affect the outcome of the

6A detailed derivation of the solution for this problem may be found in the supplementary material of ref.
[248].
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modeling and to determine the range of their values, for which the experimental results can
be reproduced.
As it is the aim of the modeling to investigate the transition from a biexponential decay to
a monoexponential decay (or vice versa), the parameter, which shall be reproduced by the
model is the fractional amplitude of the long decay time component Along . This is based on
the idea that if Along drops below an certain threshold, defined by the experimentally achiev-
able sensitivity and the accuracy of the transient fitting, a biexponential decay can not dis-
tinguished anymore from a monoexponential decay. Exemplarily, the modeled population
decays of the bright and dark exciton populations are plotted in Fig. 5.4 (b). The average ex-
perimentally observed biexponential PL decay constants of τshort=50 ps, τlong=450 ps and a
long time component fractional yieldAlong = 11%, can be reproduced (compare Fig. 5.1 (d), by
assuming the transition rates: ΓB=20 ns−1 , ΓD=2 ns−1 , γ0=0.05 ns−1 and an equal initial popu-
lation of PB(0)=PD(0)= 0.5.
A value of 0.5 for the initial dark and bright state population appears to be quite arbitrary.
However it can be shown that indeed an constant value for Along= 11% can be reproduced for
a broad range of initial populations. This is illustrated in Fig. 5.5 (a), where the range of γ0
and PB is plotted, which yields a constant value of Along of 11 %. Here the same fast decay rates
ΓB and ΓD are assumed as described in the previous paragraph. Importantly, the smaller the
initial dark state population (PB → 0) gets the more the bright dark coupling rate γ↓ needs to
increase to reproduce the default amplitude value, until it is of comparable magnitude as ΓB .
Thewhole parameter space of γ0 and the PB(0) covering the range of experimentally observed
Along values is indicated as the red shaded surface in Fig. 5.5.
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Fig. 5.5. Parameter space for which the three level model yields the experimental decay con-
stants: (a) Range of γ0 and initial population of the bright excitonic state (PB) reproducing
an average fractional amplitude Along = 11%. (b) Along as function of the zero-temperature
coupling rate γ0 and the initial population PB . The red shaded surfaces indicate the range of
experimentally observed Along values.

In general, for reproducing the biexponential decay constants, transition rates, γ↑ and γ↓, or-
ders of magnitude smaller than the nonradiative decay rates ΓB and ΓD need to be assumed.
According to themodel, the experimental decay times derived from the fits τshort and τlong are
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dominated by the corresponding fast nonradiative decay rates. The situation is different for
the fractional amplitude Along . Its magnitude is mainly determined by the zero-temperature
coupling rate γ0 and to a lesser extent by the initial bright and dark state population. The small
value of γ0 corresponding to a bright-to-dark transition probability less than ∼400, clearly
shows that branching to the lower dark states is not the main factor responsible for the gen-
eral low PL QY (for the present material) in agreement with [125].
Large initial bright state populations close to 0.8 (vanishing initial dark state population) re-
quire slightly larger coupling rates on the order of 0.2 ns−1 . Further approaching a bright pop-
ulation of one the bright-dark coupling rate γ↓ needs to get larger than γB in order to observe
biexponential decays.
In summary it could be shown that for the set of nonradiative decay rates, ΓB=20 ns−1 and
ΓD=2 ns−1 , the three level model can reproduce the experimental range of Along values and
indicates that for this an finite initial population of the dark state is required as well as coup-
ling rates, significantly smaller than the observed decay rates. The slow coupling constants
found here indicate a non-equilibrium distribution between the bright and dark exciton states
in agreement with the results of magnetic brightening PL measurements on these particular
excitonic states [220].

5.3.1. Contribution of the K-momentum Excitons

In order to improve the results of the modeling, exact information on the branching ratio
after non-resonant or resonant photoexcitation are required to assess the initial dark and
bright state population. But more importantly the precise nature of the dark excitonic state
needs to be experimentally determined as well as the corresponding dark-bright splitting
energy.
To date, there exist no reports on the exact branching ratio of the excited state population
after non-resonant photo-excitation and on the corresponding decay cascade into the bright
exciton. However, it could been confirmed that upon resonant excitation of the E22 excitonic
state, fast interband relaxation into the E11 manifold takes place within 40–200 fs [249].
Evidence on the population of other dark excitonic states of the E11 exciton manifold than the
0A+0 state after resonant E22 excitation was found in E22 lineshape analysis. Here it was found
that the E22 exciton decays primarily into the doubly degenerate K-momentum excitons of
the E11 excitonic manifold [120].

For the modeling of the biexponential decay so far, it was assumed that the dark exciton
participating in the bright-dark coupling is the energetically lowest 0A+0 state. However, two
additional degenerate finite momentum states, the K-and K’-momentum excitons, exist in
chiral SWCNTs, which are energetically located ≈40meV above the bright exciton in (6,5)
SWCNTs [99, 100]. Direct optical excitation of this state is forbidden due to momentum
conservation selection rules, but they can be indirectly populated via a phonon sideband
located at E11 + 170meV [99]. Although the energy separation EDB is considerably larger
than kbT its contribution to the biexponential PL dynamics cannot be excluded a priori

126



5.4. Discussion

as phonon-assisted coupling between both states might be promoted by zone boundary D
phonons.

Similarly to the modeling of the biexponential decays involving the 0A+0 state, the exper-
imental biexponential decays can be also reproduced when considering the energetically
situation of the K-momentum exciton. Assuming identical nonradiative decay rates and
equal initial population of the bright and dark state, the model yields similar slow γ0 rates as
for the lower lying state.

According to the model, a large initial population of the dark state is a prerequisite for a de-
tectable fractional amplitude Along and thus for the observation of biexponential decays of
HiPco SWCNTs. In order to test whether these higher lying dark states influence the PL dy-
namics significantly, PL decays of (6,5) SWCNTs at two different excitation wavelengths were
recorded. In one case a wavelength of 834 nmwas chosen to nearlymatch the energy of the K-
exciton-phonon state, while in the other case an excitation wavelength of 920 nm was chosen
which is quite close to the energy of the E11 transition of the bright state. Interestingly, switch-
ing between these two excitation wavelengths does not change the decay dynamics substan-
tially. Only small changes in the fractional amplitudes and decay times have been observed
(data not shown), which indicates that the K-momentum exciton is not involved the biex-
ponential decay. However, in order to clarify the origin of the dark state participating in the
coupling low-temperature PL decay time measurements are required.

5.4. Discussion

Themain findings of the experimental sections regarding the PL decay dynamics CoMoCAT
and HiPco SWCNTs exposed to different environments can be summarized as follows:

1. Biexponential decays for (6,5) HiPco SWCNTs in agarose gel and up to ∼50% on glass

2. Monoexponential decays for CoMoCAT SWCNTs

3. Biexponential decay only for (6,5) HiPco SWCNTs with ⟨τshort⟩ ≳ 35 ps

4. No biexponential decay for HiPco (6,4) SWCNTs despite large PL decay times

In the following the aforementioned observations are discussed. It will be shown that the
kinetic three-level model, which was introduced in Sec. 5.3 can be extended to explain also
the transition from mono to biexponential PL decays.

5.4.1. Transition fromMono- to Biexponential PL Decays

The three level model in Sec. 5.3 represents the ”ideal” SWCNT with only a minimum num-
ber of defects. However, weak PL QYs of the bright state are limited to a few percent
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[123,124,211,212,250] and is attributed to nonradiative relaxation pathways, typically occurring
in the tens of picoseconds. In fact, the systematical shifts of the PL decay time distributions
and also PL linewidth distributions of (6,4) HiPco and CoMoCAT SWCNTs in different en-
vironments indicate that the average number of defects for the different materials should be
different(compare Fig. 5.3). In order to account for such additional extrinsic defects, the three
levelmodel ismodified by introducing an additional fast nonradiative decay rate Γex

NR . Further
it is assumed that Γex

NR affect the dynamics of both states, ∣D⟩ and ∣B⟩. This additional defect
related decay channel is indicated in Fig. 5.4 (a) by the red dotted lines.
The quality of the transient data might strongly influence whether a PL decay is identified as
mono- or biexponential. A high SNR of the transients is necessary so that the least square fit-
ting procedure yields reliable values for the decay constants, especially if one of the fractional
amplitudes of a decay component is small. Mono- and biexponential decays might become
experimentally indistinguishable, if both decay times τshort and τlong are of comparable mag-
nitude and/or if the fractional amplitude Along decreases below a certain threshold which is
given by the overall detection sensitivity of the TCSPC experiment (including the fitting).
This transition from a biexponential to monoexponential decay dynamics can be reproduced
by adding an additional defect related decay channel with the rate Γex

NR . The effect of a steadily
increasing Γex

NR on the long decay time component on Along is illustrated in Fig. 5.6 (a) and
(b). where the evolution of τlong as a function of τshort and Along as a function of τlong are
modeled for increasing values of Γex

NR from 0 to 30 ns−1 .
The areas below the dotted lines indicate the regime where τshort and τlong are experimentally
indistinguishable and correspondinglyAlong is extremely small. In this case, the experimental
PL decays are monoexponential. In this context, also the observation that biexponential de-
cay are mostly measured for SWCNTs with a longer τshort can be explained. For instance,
adding a typical rate [125] of Γex

NR = 20 ns−1 to the previous values of ΓB and ΓD , the exciton
recombination dynamics becomes fast and monoexponential with a decay time τshort=25 ps
in agreement with the experimental observation.

5.4.2. Biexponential Decays in HiPco (6,4) SWCNTs

Although the decay times of some (6,4) SWCNTs in gels were quite large decay times, in
some cases exceeding τshort¿50 ps, only a very small fraction of (6,4) SWCNTs showed a
biexponential decay could. Regarding the PL decay dynamics of individual (6,4) HiPco
SWCNTs deposited on substrates, there are at present only two publications [223, 247]. In
both cases these are low temperature TCSPC experiments, however controversial decay
dynamics were reported. While Hagen et al. reported on strictly monoexponential decay
of HiPco SWCNTs [223], whereas the PL dynamics in the study of Högele et al. for low
excitation power could be best described by a biexponential decay, with similar decay times
as observed here [247].

Assuming the same three level model for the population dynamics of the (6,4) SWCNT, there
might be various factors, which can reduce Along below the detection limit. First a reduced
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Fig. 5.6. (a) Modified three level model for the coupling between dark and bright excitonic
states. An additional extrinsic defect related non-radiative decay channel which affects the
population of both states is added (red arrow). (b) Theoretical long decay times τlong as a
function of the short component τshort , deduced from modeled PL decays. Here an extrinsic
fast defect related nonradiative decay rate ΓexNR was assumed, which affects the population dy-
namics of both, the ∣B⟩ and ∣D⟩ states. Increasing ΓexNR from0 to 30ns−1 results in an decrease of
the τshort and τlong . Inset: The corresponding Along is plotted as a function of τlong . The grey
shaded areas indicate the domains where τshort and τlong are experimentally indistinguishable
or correspondingly Along is extremely small.

dark-bright transition rates γ↑ and/or larger defect related nonradiative decay rate, due to e.g.
different efficiencies of the micelle wrapping, ΓNR . Secondly, the initial population of the dark
and bright states PB could be different. However, a discussion of this parameter would be
purely speculative, as no information exists on this topic.
Keeping all other parameters the same as for the (6,5) SWCNTs, modifying Γex

nr would in fact,
reduce Along but would also lead to fast effective decay times τshort . In order to reproduce the
experimentally observed decay times this would require larger ΓB in the range of 80–100 ps to
reproduce the experimental data.
Smaller coupling rates between the bright anddark state, γ↓ and γ↑, are expected for increasing
bright-dark splitting energies ΔEbd . Calculated and experimentally measured splitting ener-
gies ΔEDB for the same SWCNTchirality can cover a broad range of 5–30meV [91,92,251,252].
While ΔEDB could be experimentally determined in case of the (6,5) SWCNT and SWCNTs
with larger diameters between 1–1.3 nm [252], at present no experimental data is available for
the (6,4) SWCNT, while theory reports values of 40meV [253]. However, theory predicts that
ΔEDB scales inversely with the square of the diameter [92]. Despite the uncertainty of the
exact ΔEDB values, the influence of a changing ΔEDB can be investigated qualitatively.
Based on the predicted diameter dependence of the splitting energy,smaller dark-bright coup-
ling rates and thus in general smaller Along values for the (6,4) compared to the (6,5) SW-
CNT would be expected, considering the different SWCNT diameters of d(6,4)=0.683 nm vs.
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d(6,5)=0.747 nm. From the modeled dependence of Along as a function of ΔEDB in Fig. 5.7 it
becomes obvious that already a slight increase of ΔEDB by a few meV leads to a considerable
reduction of Along by a factor of two. For the modeling, all parameters, except for ΔEDB , were
kept the same as for the modeling of PL decays of the (6,5) SWCNT in the previous sections.
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Fig. 5.7. Dependency of Along on the dark-bright splitting energy ΔEDB . Here the same decay
rates are assumed as described in the main text. ΔEDB decays exponentially and therefore
Along responds more sensitive to smaller changes. In the case of the (6,4) tubes, which are
supposed to exhibit a slightly larger ΔEDB due to the inverse diameter scaling of EDB . This
might explain the low yield of biexponential decays compared to the (6,5) SWCNTs.

Differences in ΔEDB indeed might explain the low yield of biexponential decays for the
(6,4) SWCNT. Furthermore, fluctuations of the local dielectric environment can also lead to
changes in ΔEDB [252] and by this contribute to the variations of Along values. However, for
a better understanding of the diameter (chirality) dependence of the biexponential decays,
the PL decay dynamics of more SWCNT chiralities has to be analyzed.

5.5. Conclusion

In summary the influence of the environment on the PL decay dynamics of SWCNTs was
studied by TCSPC and PL spectroscopy of individual SWCNTs. Two different chiralities were
studied, the (6,5) and (6,4) SWCNT, produced by different synthesis methods, the HiPco
and CoMoCAT CVD process. The SWCNTs were either deposited on glass or embedded in
aqueous agarose gels.
One aim of this study was to clarify the PL decay dynamics of (6,5) CoMoCAT SWCNTs. In
contrast to the reported decay behavior in reference [243], it was found here that the PL decay
behavior of this SWCNT material is strictly monoexponential irrespective of the specific
SWCNT environment. However, consistent with the observations reported in ref. [243], the
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majority of (6,5) HiPco SWCNTs in aqueous agarose gels and on glass surfaces exhibit a
biexponential decay behavior.
The environment of the SWCNT and even more importantly the specific synthesis method
considerably affects the PL decay dynamics and PL decay times. In general, the average
PL decay time of HiPco SWCNTs is significantly larger compared to the one of CoMoCAT
material with the same chirality and exposed to identical environmental conditions. The
fraction of biexponential decays of (6,5) HiPco SWCNTs in gel is considerably larger than for
HiPco SWCNTs on glass substrates, stressing the importance of the different environment.
The short time components of the HiPco SWCNTs exhibit a broad distribution between
15–80 ps, while the long decay component is in the range of 0.2–2 ns with small fractional
amplitudes between 3–15%. In most of the cases, biexponential decays are observed for
HiPco SWCNTs with a short decay time component larger than approximately 35 ps. No
biexponential decays were observed for the (6,4) chirality irrespective of SWCNT material
and the environmental conditions.
The analysis of the PL spectra and corresponding decay times suggest that fast defect related
nonradiative decay channels are responsible for the systematic differences of the PL decay
dynamics of HiPco and CoMoCAT SWCNTs. The reason for this might be that the different
synthesis conditions of the HiPco and CoMoCAT processes result in different average
defect densities, whereas the defect density of CoMoCAT SWCNTs is in general higher
compared to the one of HiPco SWCNTs. A kinetic three level model which considers the
phonon-mediated coupling between the bright excitonic state and a lower energy dark
state [124] was successfully employed to reproduce the transitional behavior between mono-
and biexponential PL decays. Based on the model and consistent with the experimental
observations, defects related to the different environments or synthesis methods give rise to
an additional fast nonradiative decay channels affecting the population decay of both, the
bright and dark state. The rate of the nonradiative decay is correlated with the specific defect
density of a SWCNT and is expected to be large for SWCNTs which are highly defective.
This additional defect related nonradiative decay channel reduces the amplitude of the long
decay time component and also reduces the long decay time. If the nonradiative rate (defect
concentration) exceeds a certain threshold level mono- and biexponential decays become
experimentally indistinguishable.
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6. Defect Induced PL of Dark Excitonic States in Individual
SWCNTs

This chapter is based on the papers ”Defect induced photoluminescence of dark excitonic states
in individual SWCNTs” and ”Photoluminescence from disorder induced states in individual
single-walled carbon nanotubes” which have been published in Nano. Lett. 9, 2010 (2009)
and phys. stat. sol. (b), 246, 2579 (2009), respectively.

6.1. Introduction

SWCNTs exhibit a complex sequence of singlet and triplet excitonic bands below the free-
carrier bandgap [80, 94, 106]. The majority of these excitons in SWCNTs are dark excitons,
optically forbidden due to optical dipole transitions rules, such as parity and spin selection
rules. Dark excitonic states below the optically bright state such as the odd parity and the se-
quence of triplet states are expected to participate in the optical relaxation processes [81,221].
Detailed studies of the properties of the experimentally difficult to assess dark excitonic
manifold are therefore essential for both full understanding of the excited state dynamics
and for engineering of the optical properties of SWCNTs. Symmetry breaking effects, like
disorder, such as defects or impurities, or externally applied electric or magnetic fields, are ex-
pected to relax the optical selection rules and lead to brightening of nominally dark states [94].

The direct ”brightening” of a dark states was reported the first time by Srivastava et al. [252].
In their pioneering work, a strong magnetic field was applied aligned parallel to the axis of
the tubes, which resulted in the emergence of a new low lying emission peak energetically
separated from the main emission peak by only 1–4meV and was assigned to the odd parity
0A+0 exciton. Low-energy forbidden states were also used to explain the dynamics observed
in pump-probe experiments [102,217] and the temperature dependence of PL intensities [95].
Furthermore, low-energy PL satellite bands were observed in ensemble [221] and single
nanotube PL measurements [98]. These bands were attributed to emission from various
low lying (”deep”) dark excitonic states while the mechanisms enabling optically forbidden
transitions and the interplay between bright and dark excited states remain to be clarified.
Only recently, the origin of another group of low-energy PL satellite bands was clarified.
Here, a PL band consistently appearing at 140meV below the main emission band of (6,5)
SWCNTs were attributed to a phonon-replica of the finite momentum K excitons [99, 100].
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The complex sequence of dark excitonic states and possible nonradiative relaxation channels
associated with them are expected to have an important impact on the low PL quantum yield
of SWCNTs and fast exciton decay rates [124, 209, 223], consistent with the experimental
finding of the previous chapter. Here, the origin of the observed biexponential PL decays was
attributed to a slow phonon-mediated coupling between the bright and a dark excitonic state,
presumably the odd parity 0A+0 exciton. A small phonon-mediated dark-bright coupling rate
needs to be assumed to explain the experimental results, indicating that both states are not
in thermal equilibrium. Furthermore, the transition from the dark state to the ground state
was purely nonradiative and/or could not be spectrally resolved at room-temperature due to
the small energy separation between both states. However, whether the coupling between
the bright and dark state is an intrinsic property of the SWCNT mediated by intrinsic
acoustic phonon modes or whether the coupling is induced by external perturbations, such
as defect related low-energy phonon modes, still needs to investigated. In this context, it is
demonstrated in this chapter that disorder introduced to individual SWCNTs can enhance
the coupling between intrinsic optically allowed and dark excitonic states. Moreover it and
finally results in ”brightening” of the dark state, leading to additional low-energy PL satellites.

6.2. Optical Characterization of Photoinduced Low-energy Emission
Bands

Confocal PL spectroscopy in combination with TCSPC measurements is used to acquire PL
spectra and PL transients. Laser excitation was provided by a Ti:sapphire oscillator, which
was operated at a photon energy of 1.63 eV (760nm). The repetition rate was 76MHz and
the pulse duration was estimated to be 150 fs. Details about the measurement procedures for
the acquisition of PL spectra and PL transients are given in the experimental section Chap. 3.
The sample material used for this study are micelle encapsulated CoMoCAT SWCNTs using
SC as a surfactant. Samples with spatially isolated SWCNTs were prepared according to the
description in Sec. 3.2.2.

In the following, the creation of low-energy satellite peaks in the PL spectra of two individual
SWCNTs with different chiralities is illustrated.
Fig. 6.1 shows the initial PL spectra (black curves), which were acquired at low power pulsed
excitation intensities of approximately I0 = 3⋅1013 photons pulse−1 cm−2. Both initial spectra
exhibit a single emission band corresponding to the bright excitonic state ∣B⟩ each centered
at (a) 1.41 eV and (b) 1.46 eV, respectively. Based on the PL energies, the chiralities of the SW-
CNTs can be assigned to a (6,4) in the case of Fig. 6.1 (a) and to (5,4) SWCNT in Fig. 6.1 (b)
[50]. Persistent irradiation of the nanotubes for 10–100 seconds with an order of magnitude
higher pulse intensity 17⋅I0 results in several cases in significantly modified PL spectra (red
curves) with additional red-shifted shoulders on the main PL peak, or as shown here with
low-energy PL satellite bands energetically well separated from the main PL band, transfer-
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ring substantial spectral weight to these new emission features. Importantly, no such spectral
changes were induced at the corresponding averaged power levels using CW excitation sug-
gesting that high pulse intensities initiatingmulti-photon processes are crucial to induce these
modifications. High power CWexcitation, on the other hand,mainly leads to photobleaching
and blinking of the nanotube PL [126].
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Fig. 6.1. Creation of low-energy satellite peaks in the PL spectrum of a (a) (6,4) SW-
CNT and (b) a (5,4) SWCNT. Initial spectra (black) acquired at low excitation intensity I0
= 3⋅1013 photons pulse−1 cm−2 and considerably modified spectra (red) of the same nanotubes
acquired after exposure to high excitation intensity 17⋅I0. Low-energy satellite contributions
shifted by 30–60meV (∣D2⟩) and 110–190meV (∣D1⟩) with respect to the bright exciton emis-
sion are assigned to PL from optically dark states. The spectra in (a) were acquired sequentially
between initial and final spectrum at an intermediate intensity of 7I0 illustrating the step-like
creation of the additional bands.

No direct correlation between the excitation intensity and the intensity of the newly induced
emission band can be observed. The grey lines in Fig. 6.1 (a) are spectra acquired sequentially
between initial and final spectrum at an intermediate intensity of 7⋅I0. The appearance of the
new emission band is rather step-like and random.
The satellite peaks for different (6,4) and (5,4) nanotubes consistently appear at similar ener-
gies. They can be roughly divided into two groups with energy separations to the PL of the ∣B⟩
state of ∼110–190meV and 30–60meV. According to [98], will be denoted as ∣D1⟩ and ∣D2⟩,
respectively. The determined energy separations are in good agreement with the PL energies
of the satellite peaks in reference [98]. Comparable splitting energies of 130 and 40meV were
predicted for the triplet and even parity singlet excitons in (6,4) nanotubes, respectively [253].
The polarization analysis of the PL emission of the ∣B⟩ band and the newly created emission
satellite ∣D1⟩ is depicted in Fig. 6.2. Both show the same cos2 θ angular dependence, prov-
ing that both emission bands belong to the same nanotube and indicate that the red-shifted
emission in fact originates from an intrinsic state of the SWCNT.
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Fig. 6.2. Polarization dependence of the PL emission for the bright exciton ∣B⟩ (red circles)
and the dark exciton ∣D1⟩ (black squares) determined from a series of spectra recorded for the
same (6,4) nanotubes. The dashed lines are cos2 θ fits to the data.

6.3. PL Decay Dynamics of the Dark and Bright States

In order to determine the population dynamics of both the main and satellite PL emission
bands and to study the effect of the disorder created due to the intense laser irradiation, time-
resolved PL measurements of the different emission bands were performed before and after
creation of emission satellites. Fig. 6.3 (a) and (b) depict representative PL transients of two
individual nanotubes belonging to the (6,4) and (5,4) chirality, respectively. For the acquisi-
tion of the transients, PL emission was detected only from the narrow spectral range which
indicated by the grey shaded boxes in the insets.
Two important conclusions can be drawn from this data. First, upon creation of the satellite
peaks the bright exciton lifetime is decreased (grey curve) compared to the initial decay (black
curve), and second, the ∣D1⟩ emission has a much longer decay time. Monoexponential fits
(dashed lines) to these transients give the lifetimes of the main emission peaks before and
after creation of the red-shifted band of 20 ps and 6 ps for the (6,4) nanotube Fig. 6.3 (a) and
13 ps and 2 ps for the (5,4) tube (Fig. 6.3 (b)), respectively. The emission bands with smaller
energy shifts in the range of several 10meV (∣D2⟩) exhibit exactly the same decay behavior as
the main peak (data not shown).
The decay of the dark exciton ∣D1⟩ is dominated by much longer time constants, 65 ps and
177 ps for the (6,4) and the (5,4) nanotube in the present example. Thus, other origins of the
low-energy bands such as bi-excitons and phonon replica of the bright exciton can be ruled
out based on this slow decay dynamics. Additionally, a fast decay component was observed
(8 ps and 2 ps) with far smaller photon flux (about factor 1/20). This component is either due
to For the transitions from ∣D1⟩ to ∣B⟩ or to other dark excitonic states within the ∣D1⟩man-
ifold. In general, the decay dynamics of ∣D1⟩ is expected to be complex and difficult to assess
since the defects responsible for the brightening will be localized, presumably affecting only
finite length nanotube sections on the order of the diffusional range of about 110 nm [113,126].
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Fig. 6.3 Semi-logarithmic plot of the PL
transients visualizing the decay dynamics
of different emission peaks in the spectra
of individual SWCNT (insets) for two dif-
ferent chirality nanotubes: (6,4) (a) and
(5,4) (b). Black curves show the decay of
the ∣B⟩ state detected in the grey shaded
spectral range in the insets before creation
of the low-energy satellites. After creation
of the dark state emission the decay rate of
the bright exciton is increased significantly
(grey lines). The PL decay of the dark ex-
citonic state ∣D1⟩, which is red shifted by
110–190meV with respect to the emission
of the ∣B⟩ state, is substantially slower (red
curves). PL decay traces detected for smal-
ler shifts of 30–60meV resulting from ∣D2⟩
are identical to those of the bright exciton
(data not shown). Dashed lines are expo-
nential fits to the data (see text).

Because of the large separation of the emission peaks and the detected spectral windows
(shaded areas in insets in Fig. 6.3 (a) and (b)), overlapping emission contributions from the∣B⟩ state are not sufficient to explain this decay component. Measurements on several other
(6,4) and (5,4) SWCNTs consistently show the same effects with ∣D1⟩ lifetimes ranging up to
177 ps. Decay times derived from time-resolved PL and pump-probe data in the range of 50–
300ps with small relative amplitudes have been reported previously [215,224] from ensemble
samples as part ofmultiexponential decay. Presumably these decay times could originate from
the newly created states observed here.
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6.4. Investigation of the Dark State ’’Brightening’’ Process

Two findings of the previous sections indicate that defects are created in the SWCNTs upon
”brightening” of the dark state using high power laser pulses. First, there is the reduced PL
intensity of the main emission band after ”brightening” of the dark state. Second, the PL
decay times of the ∣B⟩ are considerably smaller after the ”brightening”. On the one hand,
the reduced PL intensity might indicate a substantial transfer of oscillator strength from the
bright to the dark state. On the other hand also photoinduced PL bleaching might account
for this behavior, which is would be also supported by the reduction of PL decay times. In
Chap. 4 it was shown that inherently present defects in SWCNTs lead to broad PL decay
time distributions and are the dominant factor for facilitating the fast nonradiative decay for
the studied CoMoCAT material. A small PL decay time can be attributed to an increased
number of PL quenching defects along the SWCNT.

6.4.1. Raman Spectroscopy of Photoinduced Defects

Symmetry breaking processes are known to facilitate the mixing of excitonic states with dif-
ferent parity and/or spin [94, 106]. Thus, photoinduced defects created in consequence of the
high power pulsed irradiation might account for the ”brightening” of the dark state. In the
following, the role of externally introduced defects in the ”brightening” process is studied in
more detail, starting with Raman spectroscopy of SWCNTs, which allows to evaluate the de-
gree of disorder introduced in sp2 hybridized carbon materials by monitoring the ID /IG-ratio
of the first order D and G Raman bands (see also Sec. 1.6).
In the following the effect of the pulsed laser irradiation on the Raman spectra of individual
SWCNTs is studied. The samplematerial for these experiments areDNA-wrappedCoMoCAT
SWCNTs. For those it was found that they exhibit a stronger Raman signals at the available
laser wavelength of 594 nm compared to the SC encapsulated SWCNTs. The excitation wave-
length is nearly matching the energy of the E22 transitions of the (6,4) and (6,5) chiralities at
578 nm and 566 nm, respectively. The stronger Raman signals of DNA-wrapped SWCNTs can
be attributed to improved resonant excitation conditions as the result of a more red-shifted
E22 transition energy in the case of the DNA-wrapped material. Such systematical shifts in
transition energies are well known and are the consequence of differences in the local dielec-
tric environment of the nanotube
In order to conduct ”brightening” and Raman experiments on the same SWCNT, the foci of
the 760 nm Ti:Sapphire oscillator and of a 594 nm HeNe CW laser were overlapped on the
sample. The relative positions of both foci were controlled and optimized by repeatedly ac-
quiring PL images until with each laser until the PL features appeared at identical positions in
both scan images. Raman spectra were acquired before and after irradiation with high power
laser pulses with integration times of 20 s and excitation powers of 81 μW. In test experiments
it was verified that CW excitation with these acquisition settings does not result in significant
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changes of the Raman bands. The intensity of the ”brightening” pulsed excitation light was
6⋅1013 photons pulse−1 cm2.
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Fig. 6.4. (a) PL and (b) Raman spectra of a single DNA-wrapped (6,4) SWCNT before (red
curve) and after (black curves) exposure to high power pulsed laser irradiation at 760 nm
(6⋅1013 photons pulse−1 cm−2) for 20 s. The spectra were recorded using CW 594 nm laser ex-
citation and excitation powers of 81 μW. The intensity axis in (a) left side: before, right side:
after exposure to pulsed laser light.

Fig. 6.4 illustrates the changes introduced to the (a) PL and (b) Raman spectrum of an in-
dividual SWCNTs upon exposure to high power pulsed laser light. Spectra acquired before
and after the high power exposure are red and black, correspondingly. In the PL spectra of
Fig. 6.4 (a) the high power irradiation leads to the emergence of a ∣D1⟩ PL satellite band. Con-
sistent with the observation in Fig. 6.1 (b) also here the PL peak intensity is reduced to ap-
proximately 1/5 of its initial value. Furthermore, also the corresponding Raman spectrum in
Fig. 6.4 (b) is modified by the pulsed irradiation. While in the initial spectrum (red curve)
the intensity of the defect related D band at 1300 cm−1 is very small, it is slightly increased
in the modified spectrum (black). This in turn results in an increase of the ID /IG intensity
ratio, typically attributed to the introduction of additional defects [132]. Furthermore, the re-
lative decrease of the PL compared to the Raman G-band intensity indicates a reduction of
PL quantum yield.
Another example for the changes in the Raman and PL spectra as the result of the ”bright-
ening” process is shown in Fig. 6.5. Here, an individual (6,4) SWCNT was exposed in
consecutive intervals of 30 s to the pulsed excitation. Between each illumination step the
Raman spectra was measured. For the sake of clarity only three spectra are plotted. The PL
spectra are plotted in Fig. 6.5 (a) and show the evolution of the ∣B⟩ and a ∣D2⟩ satellite band.
In the beginning, pulsed laser irradiation leads only to PL bleaching. After six illumination
cycles the new PL band appears abruptly. Further illumination only results in changes of the∣B⟩/∣D2⟩ PL intensity ratio. The intensity of the first order Raman G-band (Fig. 6.5 (c)) and
the second order D- and G’-bands in Fig. 6.5 (c) and(d) change after each illumination period
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Fig. 6.5. Temporal evolution of PL (a) and Raman spectra (b-d) measured for a single
DNA-wrapped (6,4) SWCNT after consecutive illumination with high power laser pulses
(6⋅1013 photons pulse−1 cm−2) at 760 nm. The exposure time was 20 s per cycle. The initial
(white), final (dotted) and intermediate (grey) spectra are shown. (Please note: For the sake
of clarity intermediate spectra are omitted). The brightening of the ∣D2⟩ which is approxim-
ately ΔEDB=50meV below the bright state is accompanied by a reduction of the PL and Raman
G-band intensity, whereas the Raman D-Band intensity slightly increases.
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with the pulsed laser. A small increase in the D-band intensity and a more pronounced
decrease of the G-band intensity results in an overall increase of the ID /IG intensity ratio,
indicating that also here additional defect sites are created.

It is to note that PL bleaching accompanied by an increase of the ID /IG-ratio can be also ob-
served for CW excitation and is not an exclusive phenomena associated with the high power
pulsed excitation. The PL bleaching of a DNA-wrapped (6,5) SWCNT is shown in Fig. 6.6.
Here, spectra are acquired in a kinetic series with 30 s integration time, while constantly illu-
minating the SWCNT with CW excitation at 594 nm and excitation powers of 50 μW. While
the PL intensity is significantly reduced (Fig. 6.6 (a)), the Raman D-Band intensity increases
which overall results in an increase of the ID /IG -ratio.
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Fig. 6.6. Evolution of PL and Raman spectra of a (6,5) DNA-wrapped CoMoCAT SWCNT
upon continuous CW excitation. (a) Decrease of the PL intensity. (b) Corresponding Raman
spectra normalized to the G-band intensity. The reduction of PL intensity is accompanied by
an increase of the Raman D-Band. The excitation wavelength was 594 nm and the excitation
powers were 50 μWwith an acquisition time per spectrum of 30 s.

The experiments so far indicate that the high power pulsed laser irradiation used for the
brightening of the dark states leads to an increase of disorder by creation of defects, consistent
with the observation of an increase in the ID /IG -ratio and of strong PL bleaching. However,
the same photo modifications of the PL and Raman spectra can be observed also for CW ex-
citation, where the low-energy satellite bands do not appear. This indicates that the defects
causing PL bleaching and the defects activating the ”brightening” process are different. As the
defects responsible for PL bleaching also lead to the increase of the ID /IG -ratio, no direct cor-
relation between the brightening process and the D-band intensity is possible. Furthermore,
it could be shown that the ”brightening” of the SWCNTs is independent of the nature of the
surfactant. The same new emission can be created also in the PL spectra of DNA-wrapped
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SWCNTs, which indicates that the ”brightening” is not due to a photo-induced chemical re-
action exclusively specific for a certain surfactant.

6.4.2. The Role of Oxygen in the Photoinduced ’’Brightening’’ Process

Theprocess proposed for PL bleaching of SWCNTs deposited on glass substrates and exposed
to ambient atmosphere is a photoinduced sidewall oxidation. This process occurs already
at low to medium CW excitation powers (5–100 kWcm−2) and leads to the creation of a
hole at the oxidation site, which in consequence facilitates the nonradiative decay of the
bright exciton due to an efficient Auger recombination process [126, 129]. The availability
of physisorbed oxygen appears to be controlled not only by the oxygen concentration in
the atmosphere but also by the surface morphology and coverage [126] and it was indicated
that PL bleaching can be significantly reduced, when working in an inert gas atmosphere or
covering the SWCNTs by immersion oil. While no additional PL sidebands were reported in
similar CW PL bleaching studies, it might be speculated that the higher photon densities due
to the pulsed excitation might open additional oxidation pathways, including multi-photon
processes. This might lead to oxygen assisted removal of carbon atoms under formation of
carbon dioxide or carbon monoxide and thus the introduction of vacancy sites.

In order to study the influence of the availability of oxygen on the brightening process, the PL
spectra ofmicelle encapsulatedCoMoCATSWCNTs andDNAwrappedCoMoCATSWCNTs
covered either by immersion oil or by a polymer film of poly(methyl methacrylate)(PMMA)
were acquired before and after irradiation with high power laser pulses of ∼50⋅I0 . For both
oxygen reducing media, the satellite peaks could be created, however the percentage of
”brightening” events compared to the ambient conditions was significant smaller. Exem-
plarily, the PL spectra of an individual DNA wrapped (6,4) SWCNT embedded in matrix
of PMMA before and after the ”brightening” are depicted in Fig. 6.7.
The initial spectrum (black) shows the emission from the ∣B⟩ state, with the broad PL
linewidth characteristic for DNA-wrapped SWCNTs compared to micelle encapsulated
SWCNTs [198]. The emission energy of the satellite band 1.25 eV and can be assigned to the∣D1⟩ group.
The smaller number of observed dark state ”brightening” events for SWCNTs embedded in
oxygen reducing environments suggests that the availability of oxygen plays a crucial role
for the brightening process. On the other hand, If the defects induced by the laser pulse
are sidewall modifications of the robust sp2 hybridized structure of the nanotube then the
modification barrier, larger than the excitation photon energy, will probably be very sensitive
to the thermal conductivity of the system.
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Fig. 6.7. PL spectra of an individual DNA-wrapped (6,4) SWCNT covered by a thin layer of
PMMA. The initial spectrum (black) shows broad emission from the ∣B⟩ state, characteristic
for DNA-wrapped nanotubes [198]. Also in the case of an oxygen reducing environment the
PL satellite bands can be created with high power pulsed irradiation (red). However, the pro-
cess here is far less efficient than in ambient atmosphere with a significant reduced yield of
”brightening” events.

6.4.3. Brightening by Treatment With a Colloidal Gold Solution

An alternative approach for the ”brightening” of dark excitonic states is guided by the idea
that transition metal adatoms adsorbed at the SWCNT sidewalls might lead to the formation
of localized states with high spin densities and magnetic moments [254, 255]. These perturb-
ations of the electronic structure then might also facilitate the mixing of excitonic states with
different spin/parities and eventually lead to the ”brightening” of those. In order to test this
possibility, suspensions of CoMoCAT SWCNTs with SC as surfactant were mixed with a pH-
neutralized aqueous solution of gold. The solutionwaspreparedby reductionofHAuCl4 using
acetone andwas pH neutralized by addition of sodiumhydroxide [256]. The resulting solution
was centrifuged to remove most parts of colloidal gold nanoparticles. The violet supernatant
solution was then further diluted with distilled water until it became almost transparent.
Strikingly, covering the sample with this gold solution results in similar changes in the single
nanotube PL spectrumwithout requiring high-power pulsed excitation. This is demonstrated
in Fig. 6.8, which shows the PL spectra of the same tube before (black) and after addition of
the gold solution. The second spectrumwas recorded after evaporationof the aqueous solvent
and using low power CW excitation at 760 nm.
A higher yield of SWCNTs exhibiting PL satellite peaks was obtained when the aqueous SW-
CNTs solution was premixed with the gold solution prior to deposition on the glass substrates,
thus facilitating the surface adsorptionof themetal. In such samples, the (6,4) SWCNTs exhib-
ited red-shifted emission satellites at comparable energies, indicating that the same emissive∣D1⟩ state is brightened. This was further confirmed by time-resolved measurements which
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Fig. 6.8. Creation of low-energy PL bands in the spectra of SWCNTs after treatment with
a colloidal gold solution. The initial spectrum shows the PL band of a (6,4) SWCNT (black).
After covering the sample with a pH neutralized colloidal gold solution, an additional low-
energy PL band is inherently present (black line) and does not require any further high power
laser irradiation. The spectra were acquired with moderate CW power levels at 760 nm. The
narrow emission features centered at 1.437 eV and 1.314 eV are the G and G’ Raman bands of
the SWCNT, respectively.

revealed a broad distribution of lifetimes in the range of 7–150 ps with a considerably longer
average decay time than the ⟨τ⟩=14 ps determined for the ∣B⟩ state.
However, there is a noteworthy difference between the two dark state ”brightening” meth-
ods. As shown in Fig. 6.9, after the gold treatment, the emission of the dark state is far less
stable, even under low-power CW excitation. Pronounced spectral diffusion and blinking
can be observed, which is presumably due to the mobility of the adsorbed Au atoms on the
nanotube surface causing a unstable interaction with the nanotube and thus leading to the
varying spectral characteristics [257]. Importantly, no additional PL bands were observed in
control experiments on single nanotubes that have been deposited on gold films as well as in
near-field optical experiments using sharp gold tips [198], indicating that the new PL bands
are not created by metal-surface-induced electromagnetic field enhancement.

6.5. Discussion

In the following the results of the PL decay time measurement of the bright and dark states
are discussed in more detail regarding their population dynamics and the possible coupling
between the states. Finally, an assignment of the new PL satellite bands to corresponding nan-
otube intrinsic excitonic states is suggested, based on the spectroscopic data and the processes
leading to ”brightening” of the dark state.
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Fig. 6.9. Series of PL spectra from a (6,4) SWCNT after treatment with a colloidal gold solu-
tion, showing the temporal evolution of the PL emission. The spectral dynamics of the bright
and dark state PL of SWCNTs treated by the gold solution is distinct different compared to
the PL of SWCNTs, where the laser ”brightening” method was used. It is characterized by
pronounced spectral diffusion as well as PL blinking even at low power CW excitation. The
characteristic emission of the low-energy ∣D1⟩ PL satellite band at 1.28 eV is fluctuating with
time and can be observed in the time intervals 0–40 s and 100–160 s. The integration time per
spectrum was one second.
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6.5.1. Population Dynamics of the Bright and Dark States

The observation of the more rapid decay of the bright exciton in the presence of the
red-shifted satellite peaks (Fig. 6.3) and the reduced PL intensity of the ∣B⟩ peak suggests
that disorder-inducing defects are responsible for additional nonradiative recombination
channels depopulating the bright excitonic state. Two possible competing channels can be
distinguished. First, population transfer to the dark state ∣D1⟩, mediated by the introduced
defects and second, decays to the ground state, facilitated by enhanced exciton-phonon
coupling, because of defect-associated local phonon-modes [125, 236]. Both relaxation
channels require propagation of the bright exciton along the nanotube to enable interaction
with localized defects. Therefore, faster decay also serves as an evidence for the mobility of
excitons in nanotubes [112, 126, 258].
Based on the PL decay dynamics of the bright state, population of the dark state via direct
population transfer from the bright exciton is not the dominant population pathway. Direct
population transfer is expected to result in a delayed rise in the transients of the ∣D1⟩ emission
with a rise time that is equal to the decay time of the bright state. Such a delayed rise, which
would be detectable in the TCSPC measurements, especially for nanotubes with longer decay
times of the ∣B⟩ state up to 25 ps, was not observed, suggesting that a substantial fraction of
the dark state population is built up directly upon photoexcitation. Importantly, the fact that
the bright exciton maintains a different and finite lifetime in the presence of the dark state∣D1⟩ clearly shows that these two states are not in thermal equilibrium.

In the previous section it was found that the weak phonon-mediated coupling between the
bright and a dark state ∣D⟩ only few meV below the bright state, leads to biexponential PL
decays in SWCNTs. The energy level diagram of the coupling scheme is depicted in Fig. 6.10,
while an extensive discussion of the model is given in Sec. 5.3. Small coupling rates on the
order of 0.05 ns−1 were required to reproduce the biexponential decays, indicating that both
states are not in thermal equilibrium.
Assuming that the ∣D2⟩ observed here is identical to ∣D⟩, its similar decay dynamics with the∣B⟩ state indicates that, because of the defect-induced mixing of the excitonic states, the effi-
ciency of the coupling is significantly increased, leading to faster transition rates and thermal
equilibration between the two states.
Similarly, the population dynamics of the ∣D1⟩ can be investigated by assuming the same three
level scheme for the coupling between the states, but now replacing ∣D⟩ by ∣D1⟩ in Fig. 6.10.
The reduced but finite lifetime of ∣B⟩ in the presence the dark state ∣D1⟩ implies that coupling
between both states must be slow. Based on the phonon-mediated coupling between both
states, where the up-down coupling rates, γ↑ and γ↓, depend on the phonon-population and
the energy separation of both states as defined in Eqn. 5.1, slow decay rates are expected for
the average observed splitting energies. Furthermore, if such a coupling exist, the decay times
should critically depend on the energy separation between the dark and bright state.
Assuming a fast zero temperature bright to dark transition rate γ0 = 1 ps −1 , the dependence
of the ∣D1⟩ decay time on the dark-bright splitting energy can be reproduced. A plot of the
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∣D1⟩ decay times of (6,4) and (5,4) SWCNTs against splitting energies is depicted in Fig. 6.10.
The black dotted line is a model curve, assuming ground state recombination rates ΓB= 2 ps−1

and ΓD= 200 ps−1 and an equal initial population of the bright and dark state.
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Fig. 6.10. Plot of ∣D1⟩ decay time against the dark-bright splitting energy. The PL decay time
of the ∣D1⟩ state depends on the energy splitting between the dark and ∣B⟩ state indicating
thermally activated depopulation of the dark state. The dotted black line is a reproduction
of this dependence employing the kinetic three level model depicted in the upper right (for
details on the model refer to Sec. 5.3). Red squares indicate (6,4) SWCNTs and black circles
(5,4) SWCNTs.

Although it would be a simplification to treat the nanotubes excited states as a simple
three-level system, neglecting the exciton mobility, the general behavior can be reproduced
by employing thermally activated coupling of ∣D1⟩ to the higher lying ∣B⟩ state via phonon-
induced exciton scattering and assuming a Bose-Einstein distribution of phonons at 400K.

6.5.2. Assignment of the PL Satellite Bands

The strongly polarized emission of the ∣D1⟩ state depicted in Fig. 6.2 and its regular appear-
ance at similar emission energies for different nanotubes makes the possibility of simply
having luminescent defects unlikely. Recent experimental studies on ensemble samples
enriched with (6,5) chirality nanotubes have attributed low-energy emission bands to
160meV phonon sidebands of K-momentum excitons that are higher in energy than the∣B⟩ state [99]. However, the large energy separation of the ∣D1⟩ state of 190meV observed
in the present work also excludes this scenario. On the other hand, the manifold of triplet
states predicted to lie below the optically bright exciton [91, 94, 103, 106, 253], represents an
additional set of intrinsic accessible states. The energy separation for the bright exciton
and the ∣D⟩ state determined in the experimenters is in good agreement with the energy
separation of the triplet state calculated for the (6,4) chirality in ref. [253]. Based on the
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significant longer PL decay times of the ∣D1⟩ emission compared to the PL decay times
characteristic for the studied SWCNT material (⟨τ⟩=14 ps) and the good agreement between
the experimentally determined emission energy with the theoretical predictions for small
diameter nanotubes [253], the emission of the ∣D1⟩ state can be assigned to the radiative
recombination of a triplet exciton.

A triplet lifetime of 100–190 ps as observed here is considerably faster than one would expect
for such a system. Possibly, also this state couples efficiently to nonradiative decay channels,
comparable to the situation of the bright exciton. Considering that for the ”brightening”
process disorder and defects need to be generated in the SWCNT, which obviously affect the
nonradiative decay rates of the bright state and thus lead to an decrease of its PL decay times
accompanied by a reduction of PL intensity, this seems also plausible for the decay dynamics
of the dark state.
The assignment of the ∣D1⟩ state to an intrinsic triplet-state of the SWCNT is further
supported when considering the two different ”brightening” methods presented here and
the different kinds of defects related to them: The high power laser irradiation and on the
other hand the treatment of the SWCNTs with the gold solution. In order to observe PL from
triplet states, inter-system crossing rates need to be significantly enhanced. The presence of
localized states with high magnetic moments and/or spin densities are known to enhance the
spin-orbit coupling and thus facilitate inter-system crossing between single and triplet states.
In materials, such as SWCNTs and graphene, midgap high-spin density states are predicted
for carbon vacancy sites created in the SWCNT sidewalls but also for ad-atoms of elements
with high atomic numbers such as e.g. gold or cobolt [259].

Multi-photon processes initiated by the high-power pulsed laser irradiation might result
in the creation of carbon vacancy sites. The energy of 5 eV which is needed to create a
vacancy [254] can be provided through multiphoton excitation processes, which explains
the high pulse energies required for the creation of ∣D1⟩. The slow PL decay times for the
triplet exciton can be explained by the spin-dependent nature of the nonradiative relaxation
mechanism.
On the other hand for the treatment of the SWCNTs with the gold solutions, it is expected
that gold atoms attached to the sidewall of the SWCNTs give rise to high spin density
states which can promote efficiently inter-system crossing. Similarly, trace amounts of
magnetic impurities such as iron or molybdenum catalyst particles attached to the SWCNT
sidewalls [185] might explain the observation of inherent dark state emission observed for
different nanotube materials [98, 146, 221]. Different mobilities of the vacancy sites and the
gold atoms at room temperature along the nanotubemight account for the different temporal
characteristics of the dark state PL, which was observed in case of the different ”brightening”
mechanisms. Carbon vacancies are less mobile and represent a more localized type of defect
at room-temperature. For gold ad-atoms on graphene very high mobilities were found.
The PL of the ∣D2⟩ state exhibit the similar PL decay times and the same dynamics as the
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main bright emission band and indicates that these states Based on the dark-bright energy
separation 30–60meV (∣D2⟩) one might speculate that this is also a state of the triplet
manifold.

Since the publication of the results of this study, several other reports on the creation of
low-energy PL satellite peaks were published, which discussed specifically experimental
evidence for triplet emission in SWCNTs. As these to put the results of this work in a more
general context, some reports are summarized in the following:
The laser pulsed ”brightening” method presented here was successfully applied at cryogenic
temperatures to create low-energy satellite peaks in individual SWCNTs [101]. Similar
bright-dark splitting in the range 30–100meV for SWCNTs in the diameter range of
0.82–1.16 nm were found. Based on the predicted 1/d2 dependence of the splitting energies
on the diameter [260], the PL was attributed to the emission of a triplet exciton. As the
experiments were carried out in vacuum, defects related to photoinduced oxygen states
can be ruled to activate the ”brightening” process consistent with the observation in this
work that low energy emission bands can be created in PMMA or embedded in oil. In
a very recent publication from Nagatsu et al. it could be shown that a similar ad-atom
related ”brightening” mechanism as it was used in this study, leads to the brightening of
triplet states. After exposure of air-suspended individual SWCNTs to molecular hydrogen,
additional low-energy PL bands with dark-bright splitting energies between 40–80meV,
were observed. Also, in this study the assignment of the satellite peak as a triplet-exciton
is based on the diameter dependence of the splitting energy only, while time-resolved data
would be highly interesting. It was suggested that the brightening of the triplet-states is
due to the enhancement of spin-orbit interactions as consequence of distortions to the
sp2 lattice, which are induced by the presence of the ad-atoms [261]. Signatures of triplet
excitons were also observed in a combination of magnetic-brightening and photocurrent
measurements. By applying a weak magnetic field to SWCNTs embedded in an europium-
sulfide matrix additional low-energy peaks arose in the photocurrent spectra, with relatively
small dark-bright splitting energies of 20meV [262]. The small singlet-triplet splitting
energies observed in their experiments owe to the fact that SWCNTs with large diameters
between 1.44-1.82 nm were studied. Based on the dependence of the splitting energy on
themagnetic field orientation the photocurrent features were assigned to triplet exciton states.

6.6. Conclusion

In summary, it could be shown for the first time that nominally dark excitonic states in
individual SWCNTs can be ”brightened” by the introduction of defects. As a consequence
low-energy satellite bands emerge in the PL spectra separated by 10–190meV from the main
emission band. The PL decay dynamics of this satellite bands is characterized by PL decay
times up to two orders of magnitude larger than the one of the main PL band. Furthermore,
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in the course of the ”brightening” process the PL intensity of the main PL band is reduced
and its PL decay dynamics becomes faster, which indicates the opening of additional defect
related nonradiative decay channels.

Two different ”brightening” mechanisms were investigated: (1) The irradiation with high
power laser pulses and (2) the treatment of the SWCNTs with a diluted gold colloid solution.
While for both brighteningmechanisms the same groups of low-energy PL satellite bands can
be observed, they exhibit distinctly different spectral dynamics. The states ”brightened” with
method (1) are persistent even at low power CW excitation, while for (2) the new emission
bands exhibit pronounced spectral jumps and blinking on the second time sale. These ob-
servations imply that two different types of defects facilitate the ”brightening” which possibly
exhibit different mobilities along the SWCNT axis. Based on the large energy splitting and
slow PL decay dynamics of the lowest dark state emission and its occurrence upon expos-
ure of SWCNTs to gold, that is predicted to create local states with high spin densities [259],
we suggest that low energy emission results from triplet exciton recombination facilitated by
magnetic defects and impurities.
It was shown that the PL properties of a single SWCNT can be intentionally modified by the
introducing disorder to the system. This enables a single SWCNT to simultaneously emit at
two well separated wavelength whose PL decay dynamics differs by two orders of magnitude.
While themicroscopic nature of the different defects needs to be investigated inmore detail to
further understand and control the ”brightening” processes, the findings of this study indicate
novel routes for the engineering of SWCNT PL properties.
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Elastic White Light Scattering Spectroscopy of
Individual SWCNTs
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7. Elastic White Light ScatteringMicroscopy of Individual
SWCNTs

In this chapter the results of elastic white light scattering spectroscopy of individual SWCNTs
on substrates are presented. The method is based on a common path interference scattering
approach (iSCAT), where the detected signal originates from the superposition of the scattered
field of the particle and the reflected field from the substrate interface. By combining confocal
microscopy with a supercontinuum white light source it can be shown that the iSCAT signal
of individual SWCNTs is sufficiently strong for imaging and spectroscopy. The most prominent
signal contribution in the scattering spectra can be assigned to the second E22 excitonic transition
and can be used to distinguish different SWCNT chiralities. Further, it is found that the presence
of a single SWCNT in the laser excitation focus reduces the amount of back reflected laser light off
the glass substrate by approximately 4–8%, which is comparable to the extinction signals of 20 nm
gold nanoparticles. By comparing the scattering amplitudes of gold particles with well known
optical constants and the one of SWCNTs, the resonant absorption/extinction cross section of the
E22 excitonic transition of (6,5) SWCNTs can be estimated. An outlook on future experiments is
given, where PL and elastic white light scattering measurements are combined to study the E11

and E22 optical transitions of the same SWCNT.

7.1. Introduction

PL and Raman based optical imaging and spectroscopy methods for studying the optical and
electronic properties of SWCNTs on the single nanotube level can be realized by combining
confocal or widefield microscopy with high sensitivity detection. An alternative, however
less widespread, spectroscopy method which is also well suited for single SWCNT studies
is the elastic scattering microscoyp/spectroscopy, which is also commonly referred to as
”Rayleigh” scattering spectroscopy.
The elastic interaction between light and matter is governed by the optical susceptibility
χ or equivalently the dielectric function ε of the material. These properties are in turn
directly related to the inherent electronic structure such as the bandstructure or density of
states. The elastic scattering response becomes particularly strong if the excitation energy
matches the energy of an electronic or vibronic transition. Especially in combination with
a broadband white light excitation source this offers the possibility to probe several optical
transition simultaneously and makes this method a valuable tool for the chirality assignment
of SWCNTs.
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Elastic scattering methods offer certain advantages regarding their applicability as spectro-
scopy tool for SWCNTs compared to the well established PL and Raman spectroscopy. First,
the elastic scattering signals are expected to be significantly larger than Raman or PL signals,
as the elastic scattering cross section of small particles exceeds corresponding Raman cross
sections by orders of magnitudes. and the PL of SWCNTs suffers from its low QYs. Efficiently,
this reduces excitation powers and/or acquisition times. Furthermore, the elastic scattering
process does not not suffer from the peculiarities inherent to the PL process, like blinking
or bleaching due to intrinsic and extrinsic nonradiative decay processes. PL spectroscopic
data of SWCNTs gives only information about the radiative E11 optical transitions. To
obtain information about higher excitonic energies elusive photoluminescence excitation
measurements would need to be performed which is a non trivial task on the single nanotube
level. Combining here elastic scattering spectroscopy with a broadband excitation source
such as white light allows to probe several optical transitions simultaneously. The elastic
scattering process is not restricted to semiconducting SWCNTs only as it is the case for the
PL. Metallic SWCNTs and even the composition of nanotube bundles can be studied and
semiconducting and metallic SWCNTs can be well distinguished based on the lineshape of
the scattering signal. Raman spectroscopy can be also used to probe electronic transitions in
SWCNTs based on the resonance profile of the first order RBM mode. However, the method
is experimentally elaborate, as it requires the use of several different laser lines to probe a
single electronic resonance, resulting in low acquisition rates.

One of the drawbacks of elastic scattering spectroscopy is the strong non-resonant back-
ground signal originating from scattering from all matter within the excitation volume. Due
to the small scattering cross section of nanoparticles the background signal exceeds the
scattering signal of the object and leads to a weak image contrast. As there is no frequency
shift between the elastically scattered light of the object and the background light, spectral
filtering is not a viable way to reduce the contribution of the background light. However,
various approaches exist, to minimize the contribution of the excitation beam and to reduce
the amount of the background scattered light. For instance, excitation and detection schemes
are employed, such as in dark-field microscopy, where the light of the excitation beam and
the scattered light from the object propagate in spatially different parts of the detection beam
and can be separated by using specially shaped beam stops [263]. Another possibility is to
use non-propagating evanescent light fields for excitation which is realized in total internal
reflection or frustrated total internal reflection excitation schemes [264].
Alternatively, however experimentally more elaborate, the contribution from the background
can beminimized by reducing the excitation volume to nearly match the physical dimensions
of the nanoparticle. This scattering approach can be realized e.g. by aperture-type near-field
scanning optical microscopy (NSOM) [265]. Another near-field based scattering approach
relays on the strong local enhancement of the scattering response of the particles in the
presence of gold tip by employing an apertureless scattering type NSOM scheme [266]. An
elegant way to nearly complectly avoid the contribution of the background light is to simply
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not use a substrate and to detect the scattering signal with an second objective in transmission
geometry which is aligned in an oblique angle with respect to the illumination objective. This
method is suitable for spatially extended objects such as e.g. SWCNTs or graphene [267–269].
These can be freely suspended by first growing or depositing the material on a substrate and
then etching slits into it. If the length of these slit is considerably larger than the diameter of
the excitation focus the scattering measurements are nearly background free.
Elastic scattering experiments on individual and bundled SWCNTs so far have been per-
formed by utilizing scattering or dark-field configurations. The SWCNTs in these studies were
freely suspended in air by crossing slits with a length of several tens of μm [65,267,268,270].
The scattered light emanating from such samples was collected either in a transmission
geometry where a second objective is arranged in an oblique angle [267] or in reflection
geometry, where the backscattered light is collected by the same objective [271]. Only recently,
Joh et al. reported on the successful implementation of a dark-field excitation scheme for
Rayleigh scattering imaging of SWCNTs deposited on substrates. In this study a sandwich-
like sample configuration was used, consisting of a stack of refractive index matching media.
Spatially well separated SWCNTs were deposited on a quartz substrate and embedded in a
thin layer of glycerol while a glass cover slide was placed on top. For excitation only the outer
part of a high NA oil immersion objective was filled with a broadband white light beam,
so that the focused light can only incline in a large angle on the sample. The beam enters
and passes through the sandwich configuration until it undergoes total internal reflection at
the upper glass-air interface. Only the elastically scattered light of SWCNTs excited by this
back reflected beam is then collected by a second objective positioned above the sample [272].

An alternative approach for studying the elastic scattering response of nanoparticles on
(transparent) substrates are interference scattering schemes. The detected scattering signal
here is due to the interference between the scattered light of the SWCNT and a reference
beam. In its simplest realization the reference beam is the reflected beam from the substrate
or the transmitted excitation beam, depending on the direction of detection (compare also
Sec. 2.2). In fact the characteristics of the back-reflected or transmitted excitation light is
exploited to enhance the scattering signal. Themethod has been successfully applied to study
the elastic scattering properties of gold-nanoparticles [158, 273], semiconductor quantum
dots [174] or even single molecules [163, 171]. It was also used for fast imaging the movement
of HIV-viruses on lipid bilayers [168]. Moreover, real-time interferometric detection with
single particle sensitivity can be achieved and was demonstrated for counting polystyrene
beads or viruses in fluids based on their scattering signals [161, 169, 170, 274].

In this chapter the iSCAT-method is combinedwith a broadbandwhite light excitation source.
The aim of this chapter is to explore the capability of this approach for elastic scattering ima-
ging and spectroscopy of individual SWCNTs on substrates. In the first two sections the
performance of the iSCAT setup is tested by measuring the scattering response of materials
with well known optical properties, such as gold nanoparticles with different diameters and
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7. Elastic White Light Scattering Microscopy of Individual SWCNTs

of single layer graphene on a quartz substrate. The results of the iSCAT imaging and spectro-
scopy of individual SWCNTs are then presented in the next section, the physical description
of the and the extinction cross section of the E22 is estimated. Combined PL and scattering on
the same SWCNTs are then used to determine the energies of the first and second transition
energies E11 and E22 . The effect of dielectric shielding on the excitonic binding energies is
discussed.

7.2. ReferenceMeasurements on Gold Nanoparticles

The experimental setup for the iSCAT measurements consists of the standard inverted lasers
scanning confocal microscope, described in Sec. 3.1, which is combined with a PCF as a white
light excitation source (compare Sec. 3.5). In the following, the performance of the iSCAT
setup is tested by acquiring confocal elastic scattering images and -spectra of spherical GNPs
with diameters of 20 and 60 nm. As a reference serves here the study of Lindfors et al. where
an identical experimental approach was employed to measure the scattering (plasmon)
spectra of spherical GNPs [158].

The optical properties of spherical GNPs are determined by particle plasmons [68], which
in turn depend on the shape, size and the dielectric constant of the particle and the one of
its surrounding medium. Spherical GNP with small diameters of 5–40 nm are of interest
as non-toxic and non-bleaching markers for labeling of biological samples [275]. The
properties of single GNPs are well studied, experimentally and theoretically. Therefore they
are ideally suited as a reference sample. The scattering and extinction cross sections as
well as the scattered fields can be calculated by using the results of Mie scattering theory.
For the scattering problem of conducting, spherical particles significantly smaller than the
excitation wavelength (a≪ λ) the problem can be solved exactly and analytical solutions are
available [182, 276].

Samples with individual GNPs deposited on a glass cover slide and embedded in immersion
oil were prepared according to the description in Sec. 3.2.4. The acquisition of elastic scat-
tering scan images and spectra is described in detail in Sec. 3.5.2. Two confocal white light
scattering images of spherical GNPs with nominal diameters of d =60 nm and d =20 nm are
shown in Fig. 7.1 (a) and (b), respectively. The experiment illustrates nicely the transition from
a positive to a negative optical scattering contrast which is expected for decreasing particle
diameters. The particles appear as diffraction limited spots with nearly uniform signal intens-
ities.
Representative scattering spectra for the excitation range of 500–800 nm of the GNPsmarked
in the scan images are plotted in Fig. 7.1 (b) and (d). In the case of the 60 nm gold sphere
the scattering spectrum resembles the particles’ plasmon resonance with a maximum at∼565 nm and a signal amplitude of ∼35. Compared to the spectra of the 60nm GNP in
ref. [158] the plasmon resonance here is slightly red-shifted by 7 nm and has an asymmetric
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Fig. 7.1. White light scattering confocal scan images of gold spheres deposited on a glass sub-
strate and covered by immersion oil. The diameters of the spheres are (a) 60 nm and (c) 20 nm,
respectively. The scale bars are: (a) 2 μm and (c) 2.4 μm. (b) and (d) are scattering spectra
of the particles marked in the corresponding scan images. The red dotted curve in (d) is a fit
based on the model described in the text. The positive scattering contrast of d=60nm spheres
is dominated by pure scattering which scales with ∣s∣2, while the negative signal of the d=20 nm
sphere with the minimum amplitude of the signal at λ =540nm originates from the interfer-
ence term −2r∣s∣ cos ϕ (compare Eqn. 2.15). (e) Integrated white light scattering contrast of two
20 nm GNPs along the cross-sections in (c).

157



7. Elastic White Light Scattering Microscopy of Individual SWCNTs

slope towards larger wavelength. This might be attributed to either an aggregation of several
particles or deviations from the ideal spherical shape. Considering the rather uniform signal
intensities in the scan image, aggregation related to varying particle numbers is less likely.
The minimum contrast of the 20 nm particle is found at ∼540 nm with an absolute value of∣δ∣≈0.08. However, a comparison of several scattering contrast spectra of 20 nm particles
reveals large particle to particle variations for the maximum amplitude of the contrast
between 0.04 and 0.35 owing to the diameter distribution of the particles.
The findings here are in general agreement with the results of ref. [158]. The small deviations
in the signal amplitudes and the spectral position of the contrast minimum/maximum
values are most likely due to the different immersion oils used in both experiments and
consequently lead to different dielectric environments of the GNPs. Moreover, a different
glass/immersion oil combination would further lead to changes of the reflectivity r and, as
will be demonstrated in Sec. 7.6, thereby also affect the signal amplitudes. Fluctuations of
the background signal due to the surface roughness of the microscope cover slides, as were
reported in ref. [273] are not observed and did not affect the background correction.

Discussion

In the following the contrast formation of the iSCAT method is elucidated for the example
of the 20 nm gold particle. As a basis serves the simple model for the iSCAT contrast which
was introduced in Sec. 2.2. Various factors influencing the amplitude of the scattering signal,
such as a displacement of the particle along the optical axis (defocusing) and changes in the
substrate reflectivity are discussed.

Briefly repeating the final expression for the normalized interferometric contrast δ:

δ = ΔI
Iback

= η ∣s∣2
r2

+ 2η ∣s∣
r
cos(π

2
+ arctan z

zr
+ arctan Im(α)

Re(α) ) (7.1)

Here r is the reflection amplitude coefficient related to the reflection of the excitation light
at the glass oil interface and s is the complex scattering amplitude factor, which relates the
scattered light field to the incident excitation light field.
The first term is the pure scattering term and the second term is the interference term. The
cosine expression of the interference term contains the total phase difference between the
reflected excitation field and the scattered field of the particle. Assuming that no additional
phase terms arise due to propagation of the light fields in different spatial modes, the relative
phase difference between reference and scattered fields is determined by the Gouy phase
term and the wavelength dependent oscillator phase of the GNP [158, 181].
The change in contrast for the different sized GNPs of 60 nm and 20 nm can be explained
by the interplay of the pure scattering term and the interference term. In the Rayleigh
approximation which holds for particle diameters significant smaller than the excitation
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7.2. Reference Measurements on Gold Nanoparticles

wavelength, s is connected via the polarizability to the volume of the particle d3 . For the
60 nmGNP the pure scattering term, which is proportional to d6 , dominates the contrast and
leads to the positive scattering signal. On the other hand, the d3 scaling of the interference
term becomes increasingly important for decreasing particle sizes and in this case destructive
interference leads to the negative contrast of the d=20 nm GNP.

Assuming that the 20 nm particle can be treated within the Rayleigh approximation for small
particles [182] the scattering properties can be described in terms of radiation of a dipole with
the polarizability α. For themodeling of the contrast the scattering amplitude coefficient s and
the reflectivity r need to be calculated. For the simplest scenario where the directions of the
incident excitation light on the sphere and detected scattered light in backscattering direction
are identical the expression for s of Eqn. 2.13 can be used, where s∝ −k3α. Values for εgol d
are calculated by an analytical formula for the dielectric constant of bulk gold [277] which
reproduces well the experimentally determined data of Johnson and Christy [278]. εmed is
related via the Maxwell formula εmed=n2

med to the refractive index of the surrounding me-
dium. Assuming that the refractive index matching condition of the glass substrate and im-
mersion oil provide a isotropic, homogenous environment nmed=1.518 is assumed. Further,
the wavelength dependent reflectivity of the glass-oil interface r is calculated using Fresnel-
equation [148]. The required refractive indices for the immersion oil and the cover slides are
obtained from manufacturer’s data. In order to account for the detection and collection effi-
ciency of the setup a freely adjustable wavelength dependent parameter η is introduced which
also accounts for the finite interaction cross section of the particle with respect to the focal
area of the excitation beam.
A plot of the modeled scattering contrast as a function of the focus displacement and the ex-
citation wavelength is shown in Fig. 7.2 (a). Here the parameter η in Eqn. 2.13 was varied until
good agreement with the experimental contrast was achieved (compare red curve in Fig. 7.1).
For the present case it was assumed that the GNP is located directly in the focus (z=0).
Due to the Gouy phase term the contrast is sensitive to the axial position of the GNP with
respect to the excitation focus. This is illustrated for a cross section along a line λ=540 nm
in Fig. 7.2 (b). The asymmetric dependence upon defocusing is caused by the non-resonant
oscillator phase contribution of the GNP at this wavelength. A symmetric behavior would be
expected for λ ≈503 nm where the oscillator phase ϕp contribution becomes equal to π/2.
The Gouy phase dependence of the optical contrast (SNR) was investigated theoretically by
Hwang et al. for particles with varying contributions of the imaginary or real part of the
dielectric function [181] and has been investigated experimentally for single quantum dots
using monochromatic excitation [174].
For the experimental configuration used in this work, it was not possible to quantify the
broadening of the line shape of the scattering signal upon defocusing. It was found that
defocusing leads to a general decrease in the contrast upon defocusing without any notable
change in lineshape. As the change in contrast is expected to occur for an axial displacement
on the order of the Rayleigh range of the focused beam, it would require a more precise
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Fig. 7.2. (a) Modeled scattering contrast of a d=20 nm gold sphere as function of axial dis-
placement of the particle (defocusing) and excitation wavelength based on Eqn. 7.1. (b) Plot of
scattering contrast against focusing for fixed wavelength of λExc=540nm. (c) Plot of contrast
against wavelength for a GNP located in the excitation focus (z=0).

control of the z position of the particle with respect to the focus than it can be realized with
the coarse approach wheel of the objective. In principle, it is possible to estimate the axial
displacement based upon the size and shape of a reflected image of a tightly focused laser
beam at a glass-air interface [68], but because of the reduced reflectivity of the glass-oil
interface in the experiments and the contribution of the different wavelength components of
the white light, the observation of such reflected intensity pattern is difficult.

The dependency of the amplitude and also the line shape of the wavelength dependent
contrast on defocusing is an important result and should be considered when working
with this iSCAT method. Both parameters depend on the complex interplay between the
dielectric constant of the scatterer and the various phases introduced by defocusing and
might complicate the quantitative analysis of scattering spectra especially when working
with white light excitation. Furthermore, the reflectivity r acts basically as a scaling factor
which affects the different contributions of the pure scattering and interference part and thus
also determines the sign of the contrast. In consequence, depending on r the diameter of a
particle for which the transition from a positive to a negative scattering contrast occursmight
vary. As it will be shown Sec. 7.6, controlling r might be used to invert and even increase the
elastic scattering contrast.
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In summary a confocal white light scattering scheme based on a common-path iSCAT ap-
proachwas established, which is capable ofmeasuring the plasmon spectra of individualGNPs
with diameters as small as 20 nm. The observed scattering spectra of the GNPs are in good
agreement with the reported results in reference [158].

7.3. ReferenceMeasurements on Single Layer Graphene

In order to test the performance of thewhite light scattering setup throughout a broad spectral
range, the elastic scattering contrast of single layer graphene on a transparent quartz substrate
was measured. Freely suspended single layer graphene has a constant absorbance of 2.3%
throughout the visible spectral range [269, 279], which makes it an ideal material for testing
the contrast formation and the stability of the white light throughout a broad spectral range.
With regard to the scattering experiments of SWCNTs especially the performance of the setup
for the spectral range associatedwith the E11 optical transitions between ∼880–980 nm is here
of interest.
Single layer graphene flakes on a quartz substrate were provided by Dr. A. C. Ferrari (Cam-
bridge, UK). Single layer flakes were first identified by their characteristic Raman spectrum.
Confocal white light scattering images and spectra were acquired as described in the previous
section Sec. 7.2.
A confocal elastic white light scattering image of a large flakes is shown in Fig. 7.3 (a). The flake
exhibits a negative scattering contrast which is spatially uniform across the whole flake. The
optical contrast, acquired a the positionmarked by the circle in Fig. 7.3 (a), is nearly constant at∼ -0.11 throughout the whole experimentally accessible spectral range between 500–1000nm
(red line as guide to the eye).
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Fig. 7.3. (a) Confocal white light scattering image of single layer graphene on a quartz sub-
strate. (b) Scattering contrast as function of wavelength, recorded at the white circle in (a).
Single layer graphene deposited on quartz exhibits a constant optical contrast of ∼0.11 in the
spectral range of 500–1000nm. The scalebar is 8 μm
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Being able to observe the spectrally uniform scattering contrast of graphene indicate a suf-
ficiently high temporal and spatial stability of the white light source. Furthermore, the nor-
malization by a background spectrum indeed cancels out all modulations to the signal related
to the spectral composition of the excitation white light as well as the wavelength depend-
ent transmission/reflection/sensitivity characteristics of the optical components of the mi-
croscope. Notable is the increased noise level of the contrast the spectral regions between
500–650 and 950–1000nm. The bad SNR for this regions is a consequence of the small
detection/reflection efficiencies of the CCD camera and grating combination for this spec-
tral regions (compare Fig. 3.11) and thus can not be significantly reduced by averaging over
several spectra. Assuming shot noise-limited detection it should be possible to increase the
SNR by increasing the number of detected photons. However, the detected white light spec-
tra are spectrally not uniform with the strongest wavelength contributions in the spectral
range between ∼700–850nm. For a typical measurement the acquisition times and excitation
powers are adjusted so that the detected photon counts for the strongest wavelength contri-
bution is close to the saturation limit per pixel of the CCD (≈106 photons). Increasing the
excitation power or acquisition times to improve the SNR for signals arising in the spectral
ranges with low CCD detection efficiencies might lead to the saturation of the CCD cam-
era. Improvements in the SNR might be achieved by using a detector with higher detection
sensitivity in this spectral regions.

7.4. Elastic White Light Scattering Spectroscopy of Individual
SWCNTs

In the following the results of iSCAT based elastic white light scattering imaging and
spectroscopy of individual SWCNTs are presented. The SWCNTs under study are small
diameter semiconducting SWCNTs which exhibit near-infrared PL within the detectable
range of the CCD camera. To ensure that the white light signals indeed originate from
individual SWCNTs corresponding PL spectrum is acquired.

For sample preparation, 30 μl of an aqueous solution of micelle encapsulatedCoMoCAT SW-
CNTs in SC (Hersam,Northwestern)were spincast on a clean glass coverslide.TheCoMoCAT
material was enriched for small diameter tubes and the average length of the SWCNTsdeterm-
ined by AFMmeasurements is ∼550nm. The samples were then covered by immersion oil to
reduce the contribution of the back reflected excitation light from the glass substrate.
Confocal white light scattering images of the samples were acquired by spectroscopic ima-
ging. For this imaging method at each scan pixel a single scattering spectrum is recorded
with typical integration times of 200ms. Scattering intensity images of the sample for differ-
ent spectral windows are then generated with the help of a Matlab script. The average white
light excitation powers are on the order of 10–100 μW. After the acquisition of scattering scan
images and identification of scattering features, PL and corresponding white light scattering
spectra were acquired at these locations. In order to avoid contributions from second order
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grating effects in the scattering spectra, especially for the spectral region associated with the
E11 optical transitions of the SWCNTs between 830 nm and 1000nm, a longpass filter 520 nm
was placed in the excitation beam path. An adequate SNR up to 30 in the scattering spectra
was achieved by averaging over 20–30 individual scattering spectra (compare also Sec. 3.5.1).
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Fig. 7.4. (a) Confocal white light scattering scan image of individual CoMoCAT SWCNTs
with SC as surfactant. Spot like and elongated features with negative scattering contrast can be
observed. Representative elastic scattering spectra of individual (6,5) and (8,3) SWCNTs are
shown in (b). The spectra are dominated by a single broad band (∼50–150meV) with a signal
amplitude of -0.02 to -0.1. Based on the spectral position these bands can be assigned to the E22
excitonic transitions. A clear scattering signal associated with the E11 transition in the spectral
range (1.2–1.4 eV) is missing.

Fig. 7.4 (a) shows a representative confocal white light scattering image of surfactant encapsu-
lated SWCNTs deposited on a glass cover slide. Diffraction limited point-like as well as exten-
ded scattering features with a negative contrast can be observed. Scattering spectra aquired
at these positions confirm that in most of the cases these features can be attributed to indi-
vidual SWCNTs. Two representative scattering spectra of individual (6,5) and (8,3) SWCNTs
are shown in Fig. 7.4 (b). In general, the scattering spectra are dominated by a single band
which can be assigned to the excitonic E22 transitions, which occur for the specific chiralit-
ies in the spectral range of 1.8–2.3 eV [49]. Complementary PL spectra acquired at the same
sample positions confirm the chirality assignment (see also next section). The amplitude of
the E22 signal is on the order of -0.02 to -0.1, thus of comparable magnitude as the contrast of
the d=20 nm gold particles. Variations in the scattering contrast might be attributed to vary-
ing orientations of the SWCNTs with respect to the polarization of the excitation light and
different SWCNT lengths.
Inmost of the cases, the scattering signals can be fitted sufficientlywellwith a single Lorentzian
function. The linewidth of the E22 bands shows large variations between 50–150meV, thus
being considerably broader than the typical PL bands (FWHM(PL)≈20–25meV) associated
with theE11 transitions (compare Fig. 3.4). ThebroaderE22 linewidthwhich is observedhere is

163



7. Elastic White Light Scattering Microscopy of Individual SWCNTs

also reported for the E22 linewidth determined in PLE bulkmeasurements [120]. The ultrafast
intrasubband relaxation times from the E22 to the E11 excitonic states determined by pump
probe experiments [249] indicate that the linewidth of the E22 is mainly lifetime broadened
[57].
On some occasions also additional broader scattering features arise in the spectral range
between 1.4 and 1.6 eV, as can be observed for the (8,3) SWCNT in Fig. 7.4 (b). Similar fea-
tures 200meV above the main excitonic Ei i transitions have been observed in photothermal
absorption spectra [147] and elastic scattering measurements [270] of individual SWCNTs
and were attributed to exciton-phonon bound states corresponding to: Ei i+G-mode [82].
It is to note that the bright contrast areas in the scan images Fig. 7.4 (a) and also some of the
scattering features with negative contrast exhibit broad unstructured scattering spectra. Such
scattering signals can be attributed to scattering from contaminants of the substrate surface,
such as e.g residual surfactant. From shear-force raster scanning and AFMmeasurements of
micelle wrapped SWCNTs on glass substrates it is known that surfactant crystallize or forms
inhomogeneous films [199, 223]. Cleaning of the sample, e.g. by repeatedly rinsing with dis-
tilled water, did not completely remove the surfactant. However, the contaminants and the
SWCNTs, exhibit different scattering spectra which allows for a clear distinction between both
materials.
Finally, the most intriguing observation is the absence of a scattering signal associated with
the excitonic E11 transitions. For the (6,5) and (8,3) SWCNTs in Fig. 7.4 (b) these would be
expected in the spectral range between 1.2 and 1.4 eV. The oscillator strength of the E11 op-
tical transition is predicted to be of comparable magnitude as the E22 transition or even lar-
ger [84,280,281] which becomes evident e.g. in the ensemble absorption measurements [197].
The present CoMoCAT sample material is well characterized by ensemble absorption meas-
urements and also by PLmeasurements on the single SWCNT level. PL signals, corresponding
to the E11 transition, of all five small diameter semiconducting SWCNT chiralities which ex-
hibit PL emission wavelength within the detectable wavelength range are typically observed
(compare Sec. 3.3).

7.4.1. Discussion

In the following various factors which might lead to the absence or inhibit the detection of
the E11 scattering signal are discussed. Here one can distinguish instrumentation related ex-
perimental factors or (photo)physical properties of the SWCNT.
The scattering cross section of SWCNTs is determined by their optical susceptibility accord-
ing to ∝ ∣χ∣2 [282]. The optical susceptibility is a function of the density of states and the
transition matrix element (oscillator strength). One possibility for the absence of the signal
corresponding to the E11 optical transition might be that the oscillator strength of the trans-
ition is intrinsically very small or is reduced by external processes. However, from absorption
measurements it is well known that the strength of the first optical transition is usually larger
or at least of comparable magnitude as the E22 optical transition. Exemplarily, the calcu-
lated optical susceptibility χ of a (6,5) SWCNT which considers the excitonic nature of the
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excited state is depicted in Fig. 7.5 (a) (data provided by Dr. Ermin Malic, TU Berlin). The
corresponding scattering cross section σscat , which was calculated using the formula for the
scattering cross section of an infinite cylinder in Eqn. A.8) is shown in Fig. 7.5 (b).
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Fig. 7.5. Computed optical susceptibility χ and scattering cross section σscat of a (6,5) SW-
CNT. (a) Real and imaginary part of χ. (b) Normalized σscat : Both E11 and E22 cross sections
are of comparable magnitude. Please note: For the calculations ε=1 was assumed, which leads
to different absolute excitonic energies compared to the experiment. The calculations were
performed by Dr. E. Malic (TU, Berlin) [283])

Doping leads to considerable shifts of the Fermi energy and in consequence the oscillator
strength of the first optical transition can be reduced due to state filling. Hole- or electron
doping shifts the Fermi energy level into the valence or conduction band which might lead
to the complete suppression of the absorption of the first optical transition [284]. This ef-
fect is more pronounced for SWCNTs with large diameters which exhibit smaller bandgaps.
Hole-doping due to adsorption of oxygen is known as an important factor influencing the
excited states in micelle encapsulated SWCNTs deposited on surfaces. For the small diameter
SWCNTs high doping levels would be required to bleach the transition. However, the still
detectable PL does not indicate this. Another process which might lead to the reduction of
oscillator strength is state-filling caused by multiple excitations.
Presumably the most important factor which inhibits the detection of the E11 signal, is the
low detection efficiency of the detector. The overall detection efficiency of the experiment
is mainly determined by the quantum efficiency of the CCD-camera and the reflectivity of
the grating of the spectrograph. Based on manufacturers data this is for the E11 spectral
region between 880–1000 nm only ∼23–3%. The magnitude of the signal contrast for the E22

optical transition is on the order of 0.08–0.1 corresponding to an attenuation of the back
reflected white light intensity by 8–10%. Assuming an initially similar reduction of the backs-
cattered light for the E11 transition and considering the overall low count rates in this spectral
region, the resulting relative change in thewhite light intensity could be obscured by the noise.
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iSCAT Scattering Contrast of SWCNTs

The experimental scattering contrast of SWCNTs was found to be negative, indicating the in-
terferometric nature of the detected signal. For a qualitative description of the contrast Eqn. 7.1
is used. Typically, in terms of the dimension and shape of the scattering objects, SWCNTs are
typically modeled as infinite long right circular cylinders. This is certainly valid for the case of
SWCNTs with lengths significantly exceeding the diameter of the excitation focus as it is the
case for the scattering experiments in refs. [57,267,281]. However, for the present CoMoCAT
material the average length of the SWCNTs is about 550nm, thus being of comparable size
as the wavelength of the excitation light. In this case a model description of SWCNTs as an
infinite cylinder is not suitable anymore, but they also can not be treated as a dipolar emitter
anymore within the electrostatic approximation. As a consequence for the iSCAT experi-
ments this might give rise to evenmore complex phase contributions for different wavelength
regions which might lead to also to dispersive signal contributions and thus further complic-
ate the interpretation of the detected signal.
As mentioned before, the length of a SWCNT is expected to determine its scattering behavior
which give rise to different phase contributions. In terms of electrodynamical Mie scattering
theory long SWCNTs can bemodeled as infinite right circular cylinders. Similar to homogen-
ous spheres, analytical expressions for the scattered fields and also the scattering amplitude
factors can be derived [182,183]. Simple expression for s are obtained to a first approximation,
when only excitation with light incident normal to the SWCNT axis and with the electric
field polarized parallel to the tube axis is considered. Furthermore, only the scattered fields in
backward direction are detected (see also Chap. A). In the small particle limit, k ⋅nmed ⋅rt ≪ 1,
the scattering amplitude factor is approximately given as:

s ≈ −i ⋅ π ⋅ k2m ⋅ r2t (m2 − 1) (7.2)

Here rt is the diameter of the SWCNT and m is the relative refractive index: m = nt /nmed

between the SWCNT and the embedding medium. The refractive index of the SWCNT nt

was calculated using the optical susceptibility of the (6,5) SWCNT, which is shown in Fig. 7.5.
Compared to the dipolar case, s depends here only quadratically on the radius of the particle
and importantly the solution for the scattered light field are now cylindrical waves instead
of spherical waves. This give rise to an additional complex phase shift term of ± exp iπ/4
compared to the dipolar case.

7.5. Determining the Resonant E22 Extinction Cross Section

In the following an estimation for the resonant extinction cross section σex t for the excitonic
E22 transition of a (6,5) SWCNT is derived.
The interferometric signal of small particles originates from extinction (absorption) of the
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incident excitation light. The amplitude of the interferometric signal does depend on various
(wavelength dependent) parameters which are difficult to assess quantitatively, such as for
example the exactmode overlap between the reflected and scattered field [174], the reflectivity
of the substrate/oil interface and the Gouy-phase shift due to defocusing. Therefore it is not
directly possible to assign the detected signal to an extinction cross section σex t .

Kukura et al. suggested an indirect approach for determining the extinction cross section
based on the comparison of the iSCAT signal amplitude of the object under study with those
of a GNP of known size measured for identical experimental conditions [174]. Accordingly,
the extinction cross section σex t per unit length of a SWCNT can be determined. Ideally,
the maximum signal amplitudes of the SWCNT E22 optical transition and the plasmon
resonance of the 20 nm GNPs, denoted as SSWCNT and SGNP respectively, are of comparable
magnitude and appear at similar wavelength which allows a comparison of both signals.
For the (6,5) SWCNTs, the average value for the amplitude of the maximum E22 signal is
approximately 0.043 ± 0.017 and appears at an average wavelength of 570nm. Only such
signals were considered which exhibit a zero baseline as depicted for the (6,5) SWCNT in
Fig. 7.4 (b). Accordingly, for the GNP the amplitude SGNP ≈ −0.025 at 570nm is determined.
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20 nm GNP. The modeling of the cross sections is based on Mie scattering theory [182]. For
the refractive index of the embedding medium nmed = 1.518 was assumed. The refractive
index of gold was calculated according to an analytical expression given in ref. [277]. Inset:
Representative detected wavelength dependent contrast of a 20 nm GNP. At a wavelength of ∼
λ=570 nm, corresponding to the wavelength of the maximum amplitude of the SWCNT E22
contrast, SGNP(570 nm) ∼ −0.025 and a extinction cross section σGNP

ex t (570 nm)100 nm2.

In a next step σGNP
ex t is assigned to the amplitude of the GNP signal at 570 nm. In the recent

literature, no σex t values are reported for the specific experimental conditions of this work:
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20 nm GNPs embedded in oil and excited at 570 nm.
A first crude estimation can be made based on the σex t values of GNPs reported by Arbouet
et al. They studied the extinction (absorption) properties of individual GNPs deposited
on a glass substrate and embedded in water. For a d=20 nm GNP at an excitation wave-
length of 532 nm they determined an σGNP

ex t of 195 nm2 [165]. With a signal amplitude of
SSWCNT ∼ −0.08 and considering the average length of the CoMoCAT SWCNT material
of 550 nm, this translates to σE22

ex t ∼ 610 nm2/μm. This value is about seven times larger
than the E22 extinction cross section of (6,5) SWCNTs σE22

ex t ∼ 90 nm2/μm determined by
photothermal measurements for similar SWCNT material [124]. Certainly, this estimation
suffers from the unfavorable σex t of the GNP that does not consider the actual experimental
parameters.
In order to determine σex t of a 20 nm GNP at matching experimental conditions, the
wavelength dependent σex t is modeled based on Mie scattering theory [182]. The modeled
wavelength dependent extinction (black curve) and scattering cross sections (red curves)
are depicted in Fig. 7.6. For the modeling an average refractive index of the embedding
medium nmed = 1.518 was assumed and the refractive index of gold was calculated according
to an analytical fit function to the dielectric constants of bulk gold [277]. At a wavelength
of λ=570nm the extinction cross section of the GNP is σGNP

ex t ∼ 100 nm2, which translates
to an E22 extinction cross section of the (6,5) SWCNT of σE22

ex t ∼ 310 nm2/μm. While there
is an improvement of the σE22

ex t value by a factor of three using the theoretical values for the
extinction of the GNPs, there is still the uncertainty of the real size of the GNP as well as for
length of the SWCNT. In order to improve the estimation for σE22

ex t one would need to collect
larger data sets of scattering spectra of both GNPs and SWCNTs and repeat the analysis for
the corresponding averaged scattering amplitudes.

7.6. Manipulation of the iSCAT signal

It was already indicated in the discussion of the scattering contrast of the GNPs in Sec. 7.2
that the reflection coefficient r affects both the sign and amplitude of the observed scattering
signal. Assuming that for very small structures only the interference term does significantly
contribute to the measured signal, the contrast is expected to increase inversely with r (com-
pare Eqn. 2.25). This dependency of the signal on the reflectivity does complicate a quantit-
ative analysis of scattering related properties and puts high demands on the smoothness and
homogeneity of the optical interface.
On the other hand the dependency of the signal on r can be exploited to enhance and/or in-
verse the scattering contrast [180]. The reflection coefficient r associated with the interface
between two media is a function of the respective wavelength dependent refractive indices of
the materials and of the polarization and angle of incidence of the incident light beam.
Motivated by the absence of the E11 scattering signal in the NIR spectral region, which might
be caused by an increased reflectivity in this spectral region, the refractive index of the glass
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cover slide and of the immersion oil were investigated over the whole range of white light ex-
citation wavelength. Furthermore, the effect of a sample/immersion oil combination on the
iSCAT signal of individual SWCNTs was studied, which is expected to exhibit a more favor-
able wavelength dependent reflectivity curve.
For optimum indexmatching conditions the refractive indices of the substrate and immersion
oil should be nearly identical and should exhibit the same wavelength dispersion throughout
the whole spectral range of interest. Fig. 7.7 (a) shows the refractive index curves of three dif-
ferentmaterials: ”SchottM263” glass cover slide (red) and BK-7 glass (black) and the standard
immersion oil ”NikonTypeA” (blue). Thewavelength dependent refractive indices in (a) were
calculated based on the Abb numbers provided by the manufacturer. In the previous experi-
ments the standard combination for the sample substrate and immersion oil were the ”Schott
M263” glass and ”Nikon Type A” oil, respectively. Their refractive indices is offset by about
0.05 units but both exhibit a similar dispersion. Improved index matching conditions are ex-
pected for the same immersion oil and BK-7 glass (black curve), which is typically used as a
standard material for optical elements. Compared to the other material combination the dif-
ference between both curves is smaller, especially for in NIR spectral region and the refractive
index curves cross at 560nm.
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Fig. 7.7. (a) Wavelength dependence of refractive indices for two types of glass substrates
(BK-7 and Schott M263) and the immersion oil (Nikon Type A). The curves are calculated
based on the Abb numbers specified by the manufacturer by using Sellmeyer’s formula or the
Cauchy equation respectively. (b) Wavelength dependent reflectivity R calculated for the two
glass-immersion oil interfaces (BK-7/Nikon Type A) and (M263/Nikon Type A). Upper panel:
Normal incidence θinc = 0; Lower panel: averaged reflectivity for s-and-p polarized light at the
maximum angle of incidence θinc = θmax as defined by the NA of the objective (NA=1.4).

The corresponding reflectivity curves R for two different incident angles θinc are shown
in Fig. 7.7 (b). The reflectivity R is related to the reflection coefficient r in Eqn. 7.1 via:
R = r2. The curves represent the average reflectivity over the contributions of parallel Rp

and perpendicular Rs incident light. For normal incident light, θinc = 0, the reflectivity of
the BK-7/Nikon Type A interface (black curve) in the NIR region is approximately a factor
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4 smaller than the reflectivity of the MK263/Nikon Type A interface. Moreover, due to the
crossing of the refractive index curves, the reflectivity is extremely small in the spectral
region between 500–650 nm, which is favorable for the iSCAT signal amplitude of the E22

contrast of the (6,5) SWCNT. The reflectivity increases with increasing incident angle and
becomes maximal for incident angles corresponding to the maximum focusing angle of a
NA=1.4 objective θinc=θmax ≈ 67○. At this incident angle the reflectivity is nearly one order
of magnitude larger compared to the case of normal incident light.

In order to test the effect of the different BK-7 glass/Nikon Type A oil combination on the
scattering contrast, CoMoCAT SWCNTs were deposited on the planar surface of an uncoated
plano-convex lens made of N-BK7 glass (Thorlabs, LA1207). The lens was then placed on
the sample holder of the microscope with the side covered by SWCNTs facing towards the
microscope objective. Upon focusing the lens comes into contact with the immersion oil.

As can be seen in Fig. 7.8 the different reflectivity r of the substrate/immersionoil combination
indeed leads to a change of the sign of the scattering contrast. In a few cases also an enhanced
scattering contrast of (6,5) SWCNTs could be observed with signal amplitudes considerably
larger than 0.15, which has been not observed for the standard material configuration con-
sisting of the M263 glass/Nikon-Type A (compare Fig. 7.8 (a)). The narrow Lorentzian shaped
PL spectra acquired at the same sample positions indicate that the scattering signal indeed
originates from individual SWCNTs in the excitation volume and not from bundles or ag-
glomerates.
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Fig. 7.8. Scattering (black) and PL spectra (red) of individual (6,5) (a) and (8,3) (b) SWCNTs
deposited glass. The optical interface consists of BK-7 glass and Nikon Type A immersion oil.
A change in the glass/immersionmedium combination and in consequence a change of r of the
interface leads for the particular case in an inversion of the scattering contrast. The amplitude
of the E22 iSCAT signal of (6,5) SWCNTs which fall into a wavelength region where a small
reflectivity r is expected are slightly enhanced.

The inversion of the contrast might be explained with the help of the refractive index
curve in Fig. 7.7. For small wavelength up to the wavelength of the crossing point of the

170



7.7. Combined PL and Elastic Scattering Measurements

BK-7/Nikon-Type refractive index curves at 560nm the reflection is an internal reflection
where noi l>nglass . For larger wavelength beyond the crossing point the characteristics of the
reflection change to an external reflection as noi l<nglass (Note: noi l is here the refractive index
of the incident and nglass the one of the transmitted medium). The change from internal to
external reflection results in a change of the sign of r (for small incident angles) [148]. For
the M263 glass/Nikon Type A oil on the other hand only internal reflection is expected.

In summary, it could be shown that the scattering contrast, its amplitude as well as its sign, can
be modified by changing the reflection coefficient r of the substrate/immersion medium in-
terface. Thismight be exploited for elastic scattering imaging of the sample, while on the other
hand the dependency of the iSCAT signal on r complicates the quantitative interpretation of
the scattering spectra.

7.7. Combined PL and Elastic Scattering Measurements

It was demonstrated in the previous sections that elastic white light scattering of individual
SWCNTs based on the iSCAT approach can be readily used for imaging and spectroscopy.
For a quantitative analysis of the signals a detailed understanding of the parameters influ-
encing the amplitude and line shape of the scattering signals is required. Since most of the
parameters, such as e.g. the reflection coefficient r, are expected to be continuously and slowly
varying functions of the wavelength and the E22 signals exhibit rather narrow linewidths, the
spectral position of the signal maxima is expected to remain largely unaffected and therefore
might be used for data analysis.

The iSCATmethod can be easily combined with PLmeasurements of the same SWCNTsThis
was used implicitly in the previous sections as a control measurement to identifying single
SWCNTs. In the following, in the sense of an outlook, some interesting SWCNT specific
problems are outlined, which can be addressed by the combination of both spectroscopy
techniques.
Combined PL and white light scattering measurements of the same SWCNT can be effort-
lessly realized without any further modifications of the experimental white light excitation
beam path (compare Sec. 3.1). The excitation for the PL experiments is delivered by the
Ti:Sapph oscillator operating in CW mode at 800 nm and then guided through the PCF
to the microscope. In this case, no white light is generated in the PCF and it acts just as a
normal fibre. Laserline filters in front of the microscope and suitable longpass and bandpass
filters in the detection path are added. Because of the identical beam path, there is virtually
no displacement between the PL and the white light focus on the sample. In a first step,
confocal PL images and spectra are acquired from a sample area. After this the Ti:Sapphire
laser is switched to mode-locked operation and white light scattering spectra are recorded at
the positions of the SWCNTs which the PL images.
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From the previous PLmeasurements on the same sample material the abundance of lumines-
cent semiconducting SWCNT chiralities for the 800 nm excitation wavelength is well known
(compare also: Sec. 3.3). Five SWCNTs chiralities can be observed in PL measurements:
(6,5), (8,3), (9,1) and (6,4) and (5,4), whereas the abundance of the latter is very small. In the
correlated PL and white light scattering measurements, E22 scattering signals were mainly
observed for the (6,5) and (8,3) and in rare occasions also from the (9,1) SWCNT. The (6,4)
SWCNT shows strong PL but does not exhibit a detectable scattering signal.

At the current state of the experimental work, only the E22 energies of small diameter
SWCNTs are accessible with the iSCAT experiments, while the corresponding E11 energies
require complementary PL measurements. The knowledge about the two lowest optical
transition energies is valuable in particular for the (n,m) assignment of the aforementioned
tube chiralities. In the following this is illustrated for the example of the (8,3) and (6,5)
SWCNTs.

From PL and absorption measurements on ensembles and on the single SWCNT level it is
known that variations of the local dielectric constant ε lead to tube-to-tube shifts of the PL
energy [225, 285–287] and in consequence to broad distributions of the E11 energies. For the
present SC encapsulated CoMoCAT (8,3) and (6,5) SWCNTs these distributions are centered
at 975 nm and 990 nm, respectively. Importantly, both distributions partially overlap which
complicates the unambiguous chirality assignment of individual SWCNTs with E11 energies
falling into this overlap region when solely relaying on PL information. PL spectra of indi-
vidual (8,3) and (6,5) with PL energies within this overlap region are displayed in Fig. 7.9 (a).
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Fig. 7.9. Chirality assignment based on the E22 and E11 excitonic transition energies of the
same SWCNT (a) Normalized scattering contrast of (8,3) (grey and black curves) and (6,5)
SWCNTs (red and blue curves). The spectral range associated with excitonic E22 transitions
of the (8,3) and (6,5) SWCNTs is marked by the red shaded areas. Spectra are offset for clarity.
(b) Corresponding PL spectra (c) PL and scattering spectra of a small aggregate of SWCNTs
consisting of a (8,3) and (6,5) SWCNT.
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As can be seen in Fig. 7.9 (b), the E22 energies of both chiralities are well separated by ap-
proximately 300meV, which allows for an unambiguous chirality assignment. Especially, for
the exceptionally blue shifted PL spectrum of the (6,5) SWCNT in Fig. 7.9 (a) the additional
E22 information is required. Chirality determination based on the PL emission energy solely,
leads to the conclusion that this is in fact a (8,3) SWCNT. The same analysis can also be
extended to spectra with multiple emission bands, typically observed if several SWCNTs are
in the focus are excited simultaneously or for small bundles as indicated in Fig. 7.9 (c).

From the comparison of the (6,5) center energies of the PL and scattering bands in Fig. 7.9 (a)
and (b) it becomes obvious that while the PL bands are shifted in energy by 10meV the cor-
responding E22 energies of both SWCNTs are nearly identical. As it wasmentioned before the
transition energies of SWCNTs change with varying local dielectric environment and it is well
known that the corresponding exciton energies E11 and E22 of a specific SWCNT chirality are
affected differently [288–290]. On the single SWCNT level, this is exemplarily illustrated for
the (6,5) and (8,3) in Fig. 7.10.
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Fig. 7.10. (a) Correlation of E22 vs. E11 energies of individual (6,5) and (8,3) SWCNTs.

Here the E22 energies are plotted against the corresponding E11 transition energies. While
in the case of the (6,5) SWCNT the data indicates that red-shifted E11 energies are correl-
ated with red-shifted E22 energies (positive slope), the contrary situation is observed for
the (8,3) SWCNTswhere red-shifted E11 energies are correlatedwith blue-shifted E22 energies.

Finally, it is worthy of note that indeed E11 white light scattering signals of SWCNTs is ob-
servable, unfortunately not for individual SWCNTs but for larger aggregates. Fig. 7.11 shows
the white light scattering spectra (a) and corresponding PL spectra (b) acquired for such
an aggregate. The normalized scattering spectra shows a variety of different bands, which
can be assigned to the optical transitions of different SWCNT chiralities as follows [200]:
2.167 eV→E22 (6,5); 2.101 eV→ E22 (6,4) ; 1,877 eV→E22 (8,3) and finally a broad intense band
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at 1.256 eV which is comprised of the E11 signal contributions of the (9,1), (8,3) and (6,5) chir-
alities.
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Fig. 7.11. (a) White light scattering spectra of a large aggregate of SWCNTs. The scattering
spectra exhibits scattering signals in the spectral region between 1.7–2.3 eV, which can be as-
signed to the E22 optical transitions of small diameter SWCNTs (see main text for a detailed
assignment). The strong and broad scattering signal centered at 1.256 eV can be assigned to
the combined E11 contributions of the (6,5), (8,3) and (9,1) SWCNTs. The scattering spectra
resembles fairly well an ensemble absorption spectrum of the same SWCNT material (inset)
(b) Corresponding PL spectrum. Although the E11 scattering and ensemble absorption signal
of (6,4) and (5,4) SWCNT is not detectable, a broad PL band which can be assigned to those
chiralities is observed in the spectral region between ∼1.38 and 1.43 eV.

A direct assignment of the band at 1.661 eV is not possible. The band appears in a spectral
region associated with the semiconducting E22 and metallic E11 optical transitions, but also a
phonon-sideband E11+G-band of the (6,4) SWCNT is expected in this spectral region. The
scattering signals here are positive as the BK7-glass/Nikon Type A substrate/immersion oil
combination was used. Remarkably, the normalized scattering spectrum resembles fairly
well the ensemble absorption spectrum (inset). In agreement, with the single nanotube
studies of the previous sections also here the E11 scattering signal of the (6,4) SWCNT in the
scattering spectra as well as in the ensemble spectra is absent. Then again the PL spectrum in
Fig. 7.11 (b) shows clear signatures for the (6,4) SWCNT. The heterogeneously broadened PL
band between 1.25–1.32 eV is comprised of the PL contributions of the (6,5), (8,3) and (9,1)
chiralities. The second broadened band in the range of 1.39–1.43 eV is due to the PL of (6,4)
SWCNTs and possibly also (5,4) SWCNTs. The narrow bands on top of the PL signal are the
characteristic Raman bands of SWCNTs.

7.8. Conclusion

In conclusion, the first results of elastic white light scattering spectroscopy of individual SW-
CNTs on a transparent substrate were presented. It could be shown that the simple common-
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path interference scattering approach utilizing an inverted confocal microscope in reflection
mode in combination and employing a photonic crystal fibre as broadband white light excit-
ation source is capable of elastic scattering imaging and spectroscopy of individual SWCNTs.
The technique further allows the simultaneous acquisition of PL and elastic scattering study
on the same tube without major adjustments of the setup.
The method is suited for a quick analysis of the SWCNT chirality, however quantitative in-
formation about e.g. the scattering/extinction cross section or an analysis of the lineshape of
the scattering signals are hampered because of the interferometric nature of the iSCAT signal.
The assignment of the magnitude of the iSCAT signal to material specific electronic or optical
parameters can be realized only indirectly and does require supplementary measurements of
particles with well known optical properties. In this context it was possible to tentatively de-
termine the scattering cross section of the E22 excitonic transition of (6,5) SWCNTs.
In its current state the microscope setup requires further optimization of its instrumentation.
Especially the low detection efficiency of the CCD camera in the NIR spectral region inhibits
the observation of the first optical E11 transitions of small diameter SWCNTs. Furthermore,
the setup would also profit from a power stabilization and a more spectrally uniform white
light outputwhichmight result in an improvement of the SNR.Due to the scattering geometry,
the detected iSCAT signal is governed by the extinction (absorption) of SWCNTs giving rise
to a negative contrast in the elastic scattering scan images swell as in corresponding elastic
scattering spectra. In order to study the real scattering properties of SWCNTs a dark field
illumination/detection apertures need to be included as e.g. used to study the scattering of
small diameter GNPs in ref. [291].
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8. Optical Characterization of Oxygen Plasma Treated
Graphene

It is shown for the first time that photoluminescence (PL) can be induced in single layer graphene
(SLG) upon brief exposure to a ”mild” oxygen plasma. In this chapter the first optical character-
ization of this novel material is presented utilizing spectroscopic methods, such as (time-resolved)
PL-, Raman-, and elastic white light scattering spectroscopy. The PL of the oxygen plasma treated
graphene, in the following denoted as photoluminescent graphene (PLG), is stable and spatially
uniform across the whole flakes. A single broad emission band extends from the blue visible into
the NIR spectral region. The evolution of the defect induced Raman D-band with increasing
plasma exposure times suggests the loss of sp2 connectivity within the graphene flakes and the
formation of nanocrystallite sp2 islands with an average diameter of La≈1 nm. Deviations from
graphenes’ intrinsic structural and electronic properties become also apparent in the correspond-
ing elastic white light scattering spectra. The modeling of the elastic scattering contrast yields a
refractive index similar to the one of graphene oxide. Remarkably, the PL is only observed for
SLG, while PL from multilayer graphene (MLG) is strongly suppressed by subjacent layers. The
possible origin of the PL is discussed.
The studies for this chapter were carried out in close collaboration with the research group
of Dr. Andrea Ferrari (Engineering Department, University of Cambridge). The sample pre-
paration and parts of the Raman spectroscopy were performed by the group in Cambridge.
This chapter is based on the results which were published as ”Making Graphene Luminescent
by Oxygen Plasma Treatment” in ACS Nano, 3, 3963 (2009).

8.1. Introduction

To date graphene is at the center of intense research efforts. The outstanding properties of
graphene such as near-ballistic transport at room temperature [11] and high charge carrier
mobilities up to 204 cm2/Vs [15, 17, 292] make it a promising material for nanoelectronic
devices. Furthermore, its transparency [269,279] andmechanical properties are ideally suited
for micro and nanomechanical systems, transparent and conductive composites and elec-
trodes [293, 294] and photonics [295]. Despite these promising perspectives the applicability
of graphene as material for transistors or in optoelectronic devices such as light emitting di-
odes, photodiodes or as solar cells is hampered, as it does not exhibit an intrinsic bandgap. In
ideal graphene the valence and conduction bands touch at distinct points at the Fermi level
which makes graphene a zero-band gap semiconductor with an linearly decreasing DOS ap-
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proaching the K points [1–3].
Manipulating the electronic band structure of graphene is of great technological interest. To
date, there are two main avenues to modify the electronic structure of graphene. Both are
aiming to exploit the quantum confinement effect (see Sec. 1.2) for opening a bandgap near
the Fermi level. The effect occurs when the physical size of an object is on the order of the
wavelength of the electrons [58, 296]. Experimentally this can be achieved by lithographic-
ally cutting a graphene sheet and producing narrow stripes of graphene, so called graphene
nanoribbons, or graphene quantum dots [297–303]. Furthermore, it could be demonstrated
that also the longitudinal unzipping of carbon nanotubes [304, 305] and bottom-up organic
chemistry synthesis methods are viable routes for the preparation of narrow graphene nan-
oribbons [39, 40, 306]. The second approach relies on the chemical or physical treatment of
graphene with different gases, bombardment with ions or irradiation with soft x-rays aiming
at the reduction of the π-bond connectivity of graphene [144,307–309]. Hydrogen plasmawas
used to controllably and reversibly modulate the electronic properties of individual graphene
flakes, turning them into insulators [307] and aggressive oxygen treatmentwas applied to cre-
ate graphene islands [310]. Thus far, no PL indicating a band gap opening has been observed
from individual graphene layers, either cut into ribbons or dots.
In the following it is shown that it is possible to turn single-layer graphene luminescent upon
exposure to a mild oxygen plasma. The electronic and vibrational properties of this pho-
toluminescent graphene (PLG) are characterized by employing various optical spectroscopy
techniques. The findings in this work also provide new insights in the microscopic origin of
the PL in graphene oxide, which to date is still under debate.

8.2. Preparation of PLG

Graphene samples were prepared by micromechanical exfoliation of pyrolytic graphite, fol-
lowing the general procedure described in ref. [11] and the supporting onlinematerial therein.
The graphene samples were transferred to a silicon substratewith a 100 nm cover layer of SiO2.
Prior to plasma exposure, single-layer graphene flakes were identified based on their elastic
scattering contrast and their characteristic Raman spectrum. [134, 311].
Luminescent graphene was then prepared by exposing the samples to a mild oxygen/argon
(1:2) RF plasma (0.04 bar, 10W). In order to study the influence of different plasma exposure
times, six batches of plasma treated graphene samples were fabricated using plasma exposure
times ranging from one to six seconds.

8.3. PL Spectroscopy and Time-resolved PLMeasurements of PLG

Confocal PL images were obtained by raster scanning the sample through the focus of a high
NA air objective (NA=0.95) (compare Fig. 3.1) and detecting the optical response either by
an APD or by a combination of a spectrograph and CCD camera for spectroscopic imaging.
CW excitation at 473 nm for PL imaging and spectra acquisition was provided by a solid state
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diode laser (Cobolt Blues 473 nm). Small excitation powers of 20 μW and pixel acquisition
times of 10–20ms were used for PL imaging in order to avoid sample heating effects and
photobleaching. PL spectra were acquired at slightly higher excitation powers at ∼50 μW
and acquisition times of 10 s utilizing a grating with 150 lines/mm blazed at 800 nm. All PL
spectra presented in the following are corrected for the wavelength dependent variations
originating from the transmission characteristics of the optical components, such as beam
splitter, optical filters as well for the wavelength dependent refletivity/detection efficiency of
the grating/CCD-camera.
PL transients were recorded with the TCSPC setup described in Sec. 3.4. Pulsed laser
excitation at a wavelength of 530 nm (2.34 eV) was provided by a PCF (see Sec. 3.5.1 for
details). Two 530±10 nm bandpass filters (Thorlabs, FB530–10) were used to select the
designated wavelength from the white light output of the PCF and to ensure complete
suppression of all other wavelength components. A 647±10 nm bandpass filter (Chroma,
Z647/10x) was placed in front of the APD for detection of PL close to the wavelength of
the maximum of the PL band. The IRF which was used for transient fitting was recorded
with the TCSPC setup by detecting laser light at 647 nm reflected from a bare glass cover slide.

Fig. 8.1 shows two confocal PL scan images of graphene exposed to the oxygen plasma treat-
ment times for (a) 3 s and (b) 5 s. For exposure times smaller than four seconds only spot
like PL is observed. Consequently, longer treatment times >4 s result in the complete trans-
formation of graphene into PLG. The PL intensity of such flakes is spatially uniform across
but slightly decreasing towards the edges. Irradiation with high power laser pulses exceed-
ing 200 μW leads to irreversible photo bleaching, as it can be observed for the position 3 in
Fig. 8.1 (b). Interestingly, the plasma etching starts at the flake center and not, as expected,
at the graphene edges, which are supposed to be reaction centers with increased chemical
activity. Presumably, the transformation starts at pre-existing defect sites across the lattice,
like protrusions introduced by the substrate topology, or vacancies, since these sites exhibit
an increased chemical activity, as for example dangling carbon bonds in the case of vacancy
sites which are readily available for chemical attacks.
Representative for all batches prepared at different plasma etching times, the PL spectra of
PLG prepared with an exposure time of 5 s are shown in Fig. 8.1 (c). A single spectrally broad
band, extending from 490 to 900 nm (FWHM ∼0.5 eV), and centered at 700nm (1.77 eV) is
dominating the spectra. Each of the spectra was acquired at a different position across the
flake and is marked by the numbers in Fig. 8.1 (b). Small variations in the maximum peak po-
sition and shape may occur. It was further found that the different plasma exposure times do
not affect the shape or center position of the PL band significantly. Importantly, PL spectra ac-
quired with pulsed and CW excitation at the same average power levels are virtually identical,
which excludes the possibility that the observed emission bands are just the long wavelength
tail of blackbody radiation whose origin might be laser induced heating of the material.
The PL decay dynamics of PLG is complex and can be well described by a triple-exponential
function, yielding average decay constants (relative amplitudes) of 40 ps (64%), 200 ps (29%)
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Fig. 8.1. (a) Confocal PL images of graphene samples exposed to the oxygen plasma for 3 s
and (b) for 5 s. Excitation wavelength was 473nm (2.62 eV). Scale bars are 4 μm and 10 μm,
respectively. Point like areas are observed for small oxidation times while for longer treatment
times the PL is uniform across the flakes. (c) PL spectra taken at sample positions designated
in (b) and corrected for the detector response. The PL arises as a single broad band centered at
∼700nm (1.77 eV) with a FWHM of ≈0.5 eV. (d) PL transients recorded at positions indicated
in (b). The decay dynamics is complex and can be well described by a triple-exponential fit
functionwithdecay times (relative amplitudes) of 40 ps (64%), 200 ps (29%) and 1000 ps (6 %).
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and 1000 ps (6%). The PL transients in Fig. 8.1 (c) were measured at two different posi-
tions showing bright and weak PL on the flake in Fig. 8.1 (b). The decay times observed
here are much larger than reported for e.g. semiconducting SWCNTs or amorphous car-
bon [124, 312, 313].

8.4. Raman Spectroscopy of PLG

So far the PL spectroscopic data could not provide specific information on the transformation
steps from pristine graphene to PLG. Complementary Raman spectroscopic data can yield
further insights on the structural changes caused by the oxygen plasma etching. Raman
spectra were recorded with a Renishaw micro-Raman spectrograph using the 514 nm line of
an Ar+-ion laser. Excitation powers were in the range of 1–2mW. The spatial resolution is
estimated to be ∼800 nm.
Fig. 8.2 plots the Raman spectra and main fitting parameters as function of plasma treatment
time. Basically instantaneously, after one second of plasma exposure the Raman spectrum
is markedly different from the spectrum of pristine graphene. Additional Raman bands
arise and for treatment times longer than two seconds, the broad PL can be observed as a
slowly rising background in the spectra. Most notable is the appearance of the strong defect
related D-(1350 cm−1) and D’-bands and their combination modes D+D’ at 2950 cm−1 , which
indicate the introduction of a significant amount of structural disorder (compare Sec. 1.6). In
fact, the most dominant Raman band for small plasma exposure times is the defect activated
D-band at 1350 cm−1 . Further evidence for the introduction of disorder is the broadening of
the G-Band at 1600 cm−1 whose FWHM at longer treatment times is about 10 times larger
than for pristine graphene. This broadening can be attributed to the merging of the G-band
with the D’ band, which typically occurs at ∼1620 cm−1 . The partial overlap of the two bands
results in a single broadened band. But also the second order Raman D- and D’- bands
are significantly broadened which can be attributed to the relaxation of the back-scattering
condition in the double resonance process.
The evolution of the ID/IG -ratio with exposure time, plotted in Fig. 8.2 (b), gives further
information about the changes of the microscopic structure within the flakes. The intensities
of the D and G bands are given here as the integrated areas beneath the respective Raman
bands. Nearly instantaneously upon plasma exposure the ID/IG -ratio raises to its maximum
value of 1.8 and then gradually decreases to a constant level around 0.76.

Based on the empirical relation established by Tuinstra and Koenig between the ID /IG -ratio
and the size of nanocrystallite domains La in sp2 carbon materials (compare Eqn. 1.53)
it is possible to obtain an estimation for the average cluster size where the original sp2

connectivity of the graphene layer is preserved. Two different regimes for the dependency
of the ID/IG -ratio on the cluster size are reported. Regime (1), where the ID/IG -ratio is
proportional to 1/La ; and regime (2) for La <2 nm where the ID/IG -ratio decreases rapidly
for decreasing La and is characterized by a La

2 dependency. This regime is described
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Fig. 8.2. Evolution of Raman spectra and deduced quantities as function of plasma exposure
time. (a) Raman spectra of pristine graphene (topmost spectra) and PLG. (b) Intensity ratio of
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(d) Ratio of the PL background slope (m) to G peak intensity IG .
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by a modified Tuinstra-Koenig relation: ID /IG=C′(λ)L2
a with the proportionality factor

C’(514nm)=0.55 nm−2 [145]. Assuming that the observed decrease of the ID/IG -ratio with
plasma exposure time is related to an increase of structural disorder and therefore a reduction
of the cluster size. Employing this relation to the data, one finds that the average cluster size
La is continuously decreasing to a minimum value of ∼1 nm for the longest plasma treatment
times, indicating that the carbon network starts loosing six folded rings already for treatment
times larger than 1 s.

This is validated further by the evolution of the FWHM of the Raman G-band, FWHM(G),
with exposure time in Fig. 8.2 (c). In defect-free graphene, a variation in the FWHM(G)
might originate from doping, changes in temperature or stress [314–317]. However, in the
case of defective carbon materials, peak broadening is a result of the activation of q ≠ 0
phonons. The relation between FWHM(G) and La for different disordered and amorphous
carbon materials was studied in ref. [318]. Comparing FWHM(G) in Fig. 8.2 (c) with the
empirically determined trend reported in that publication (Fig. 14 in [318]), again an average
cluster size La≈1 nm is found for the longest treatment times. Moreover, the large FWHM of
the G-band implies a distribution La around an average value.

A measure for the strength of the PL of a carbenouse material, m(PL)/IG , can be defined as
the ratio of the slope of the PL backgroundm to the intensity of the first order Raman G-band
IG . This definition was introduced in reference [319] to compare the strength of the PL of
amorphous carbons with different compositions. A plot of the PL strength against treatment
time is shown in Fig. 8.2 (d). The PL strength reaches a maximum at around four seconds and
then decreases rapidly for the longest treatment times. Theweak PL for long plasma treatment
times is consistent with the absence of PL from graphene samples which were oxidized in an
O2/Ar gas flow at elevated temperatures [310].
In summary, the Raman spectroscopic data of PLG reveals the introduction and continuous
increase of structural disorder upon the oxygen plasma treatment. This can be attributed to
a reduction of sp2 connectivity and correspondingly to an increasing fraction of sp3-bonds
and/or carbon vacancies within the PLG. The data suggests that small clusters are formed for
which the conjugated sp2 lattice of graphene is preserved. The average cluster size is as small
as ∼1 nm for the longest treatment times. Depending on the reaction conditions, the size dis-
tribution of the clusters changes. The formation of small of clusters for the plasma treatment
is in agreement with the findings of Raman experiments on intentionally damaged graphene,
where carbon atoms were removed by an argon-ion-bombardment [144] or by irradiation
with soft x-ray radiation [309].

8.5. Elastic White Light Scattering of PLG

Elastic white light scattering spectroscopy is a complementary optical technique to Ra-
man spectroscopy which also allows to determine precisely the layer number of few layer
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graphenes. Single-layer graphene can be quickly identified by its elastic scattering contrast
when deposited on a layered Si/SiO2 substrate with a well defined thickness of the SiO2 top
layer [13, 311]. The optical contrast in confocal white light scattering images can be defined as
the difference between the reflected light intensity detected at a sample positionwith graphene
flake Idet and a background position Iback . A normalization by Iback cancels out the various
wavelength dependent modulations introduced to the signal which originate from the trans-
misission/reflection/sensitivity characteristics of the optical elements and detectors used in
the experiment:

δ = Idet − Iback
Iback

(8.1)

The detected signal Idet arises mainly from the superposition of the reflected light field
from the air/graphene and from the SiO2/Si interface. Accordingly, the background signal
Iback is the superposition of the reflected field from the air/SiO2 and SiO2/Si interfaces. The
visibility of graphene deposited on such a layered substrate configuration can be enhanced
by exploiting the interferometric nature of the detected signals. The background intensity
Iback becomes minimal and in consequence the contrast (visibility) of graphene reaches
its maximum value for a phase differences between the two interfering light fields equal to
multiples of π/2 Experimentally such an enhancement condition can be realized by adjusting
the thickness of the SiO2 spacer layer, e.g. for illumination with green light at an wavelength
of 580 nm the optimum SiO2 layer thickness for a maximum graphene contrast can be either
100 or 300nm [311, 320, 321]. As the elastic scattering contrast of few layer graphene scales
linearly with the layer number up to a maximum number of ten, the method can be also
used for determining the number of layers in multilayer graphene (MLG) [311]. Further
information on the elastic white light scattering of graphene and MLG and the modeling
of the elastic scattering contrast of graphene on layered substrates can be found inAppendix B.

The elastic white light scattering experiments were performed by using the confocal micro-
scope combined with a PCF as a supercontinuum white light source as described in Sec. 3.1
and Sec. 3.5.1. The detectable part of the white light output covered a spectral range between∼500–980 nm (compare Sec. 3.5.1). Elastic white light scattering images were recorded using
either direct detection of the scattering response by an APD or by spectroscopic imaging
with an combination of spectrograph and CCD camera. For the latter an elastic scattering
spectrum is acquired at each scan pixel. In a subsequent post-processing step scattering
intensity maps of the sample for different spectral windows can be generated. Typical excit-
ation powers on the sample were about 60 μWand pixel integration times of 50ms were used.

The wavelength dependent scattering contrast δ of the PLG flake prepared with 5 s plasma
exposure time (compare Fig. 8.1 (a)) (red) is plotted in Fig. 8.3 (a). For comparison a modeled
curve of the elastic scattering contrast of SLG is shown (black). For themodeling, the identical
Si/SiO2 substrate configuration as in the case of the PLG samplewas considered. Furthermore,
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the refractive index of bulk graphite, determined by electron energy loss spectroscopy [322],
was used in a first approximation for the refractive index of graphene. The white light scatter-
ing response of the PLG is distinctly different to the one of SLG. The latter exhibits a negative
contrast throughout thewhole range of excitation wavelengthwith amaximum absolute value
of ∣δmax ∣≈0.11 at 610 nm, while the contrast of the PLG is in general smaller with maximum
value of ∣δmax ∣≈0.05 at 640 nm. Remarkably, the PLG contrast becomes positive for wave-
lengths smaller than 580 nm. This is also visualized in Fig. 8.3 (b) and (c), which shows the
elastic scattering scan images of the graphene flake for the spectral windows of 500–550nm
and 625–650 nm, respectively.
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Fig. 8.3. (a) Elastic white light scattering spectra of luminescent graphene (red) exposed to the
oxygen plasma for 5 sec (red curve). The blue curve is the modeled scattering contrast for PLG
assuming a complex refractive index similar to the one observe for graphene oxide [323]. The
modeled contrast of pristine graphene (black curve) is shown for comparison. The images in (b)
and (c) are the white light elastic scattering maps representing the intensity of PLG integrated
the spectral range of 500–550nm (b) and 625–650 nm (c). Scalebars are 10 μm.

The blue curve in Fig. 8.3 (a) is the modeled contrast of the PLG based on an analytical
model for the reflectance/transmittance of multi-layer systems (compare Chap. B). Input
parameters for the model are only the refractive indices of the different materials which form
the multi-layer system. While for the refractive indices of Si and SiO2 the tabulated data
in literature was used, the refractive index of the PLG was set as a free parameter. For the
fitting the refractive index can be represented by the general Cauchy Formula: n′=An+Bn/λ2+i(Ak +Bk/λ2). Good agreement between experiment andmodel is obtained for the Cauchy
parameters An=2.76, Ak=0.06, Bn=3000 and Bk=1500, which are comparable to the ones
reported for graphene oxide [323].

So far the optical studies were focusing on plasma treated single layer graphene. The PL and
elastic scattering properties of plasma treated multilayer graphene (MLG) are distinctly dif-
ferent. This is illustrated in Fig. 8.4, where (a) the PL of plasma treated graphene flakes with
varying layer numbers is comparedwith the corresponding elastic white light scattering signal
(b). The number of layers of the different flakes is denoted in the elastic white light scattering
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image (b) and was determined separately by Raman spectroscopy prior to the plasma treat-
ment. The elastic scattering contrast of plasma treated MLG does not scale linearly with the
layer number as compared to the case of untreated MLG. Furthermore, the elastic scatter-
ing spectrum of untreatedMLG on the specific substrate configuration features only negative
contrast, while the positive contribution below 580 nm observed for PLG is absent. The scat-
tering spectra of treated MLG can be represented by a superposition of PLG and untreated
SLG/MLG. PL intensity and scattering contrast are directly correlated, as seen in Fig. 8.4 (c)
for flakes with different layer numbers. Strong PL is observed only for single layered PLG,
while PL is nearly absent for plasma treated MLG with layer numbers of two to three layers.
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Fig. 8.4. Correlation between PL intensity and graphene layer number. (a) Confocal PL im-
age; (b) elastic white light scattering image of the same sample area. (c) Corresponding cross
sections taken along the dashed lines in (a) and (b). The circles mark the starting point of
the cross sections. Strong PL (upper panel) is only observed from plasma treated single layer
graphene, marked 1L. PL in multilayer graphene wit 2–3 layers, is efficiently quenched. The
scalebars are 10 μm.

Oxygen plasma etching of graphite proceeds layer by-layer [324] and thus only the topmost
layer of MLG is expected to be affected by the treatment. The strong suppression of the PL
from plasma treated multilayer graphene might be explained in terms of PL quenching by
subjacent untreated layers. A similar observation has been made for the fluorescence of a dye
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film deposited on single layer graphene. The fluorescence intensity of the dye was reduced by
about three orders of magnitude compared to a reference sample without graphene as sub-
strate. Energy and/or electron transfer from the dye to the graphene layer was suggested as
possible process leading to the efficient PL quenching [325].

8.6. Discussion

Due to the missing bandgap luminescence from pristine graphene is not expected in the first
place. For linear excitation power regime the photoexcited electrons and holes thermalize
fast by carrier-carrier and carrier-phonon scattering [326]. However, broad nonlinear PL
was observed for excitation with picosecond and femtosecond pulses whose origin is still
under discussion [327–329]. Moreover, luminescence in the NIR and visible spectral region
in terms of black-body radiation was observed for electrically heated graphene and graphene
films [330, 331]. Due to the persistence of the PL also at low power CW excitation, where
sample heating effects are not expected, both processes can be excluded as possible origin of
the PL from PLG.

The observation of a broad PL of graphene after plasma treatment naturally implies that the
PLG possess a distinct different structural and/or chemical composition. Strong evidence
for the introduction of structural disorder induced in the graphene lattice was found in the
Raman and elastic scattering spectra. Especially the emergence of the defect activated 2nd
order D- and D’ bands as well as the characteristic broadening of the G-band even for the
shortest plasma treatment times support this. A more quantitative picture on the degree of
disorder introduced by the etching process could be obtained from the analysis of the gradual
decrease of the Raman intensity ID /IG -ratio for increasing plasma treatment times (compare
Sec. 8.4). A decrease of the ID /IG ratio indicates that the sp2 lattice is continually loosing the
connectivity. More precisely the number of intact six-folded carbon rings which are required
for the activation for the D-band scattering is steadily decreasing for increasing treatment
times [144, 145] and based on the empirical Tuinstra-Koenig relation an average cluster size
of La=1 nm could be deduced for the longest plasma treatment times.

The exact mechanism how the ”mild” oxygen plasma, its composition and the specific
reaction conditions, affects the graphene structure cannot be answered with the optical
spectroscopy techniques used in this work. Complementary high resolution AFM or STM
might give further insights about the changes in the morphology, while 13C solid-state NMR
could give information on the changes in the chemical composition and more specifically on
oxidized carbon groups formed during the plasma treatment.
In a recent study where the effect of physically and chemically driven oxygen plasma etching
processes on the surface morphology of graphite was investigated by STM measurements
revealed that both processes result in different types and size of surface defects. The physical
driven etching process, where the carbon lattice is damaged by the ballistic impact of
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accelerated high-energy ions, results in a stochastical distribution of defect sites across
the exposed graphite surface without any notable site selectivity [332]. In the chemically
driven process, oxygen radicals and/or O+2 ions initiate oxidation reactions at reactive lattice
sites followed by desorption of carbon monoxide (CO) or carbon dioxide (CO2). This
oxidative etching is more site selective and occurs preferentially at preexisting defect sites
and continues at newly created vacancy sites. This leads to the growth of nanometer sized
pits [332]. A similar mechanism might explain the transformation of point like PL spots
across the flake observed at small plasma exposure times to complete luminescent flakes at
increasing oxygen treatment times.
The formation of large pits was also reported for the oxidative etching of single and
multi-layer graphene using an oxygen/argon gas mixture at high temperatures [310]. In
addition to the removal of carbon from the graphene lattice, it was found that this kind of
chemical etching leads to persistent oxidized carbon sites. Depending on the specific reaction
conditions it is expected that the endoperoxides or hydroperoxides are formed [310]. For
neither of the previously mentioned etching processes conducted on graphene, physically or
chemically driven, the observation of PL has been reported so far.

Graphene oxide (GO) is a chemical modified graphene derivative, which, when dispersed in
solvents or dried as a film, is luminescent. Depending on the preparation method narrow PL
bands in the UV or a broad PL extending from the visible to the NIR spectral region are ob-
served [333–337]. GO is typically synthesized by oxidative cleaving of graphite using strong
oxidation agents (e.g. potassium permanganate) and mineral acids in a wet chemistry ap-
proach [338]. Hydrophilic functional groups such as hydroxy- or carboxyl groups facilitate
the water-soluble and also prevent the congregation of the flakes and allows to prepare single
layer flakes. It is assumed that different preparationmethods for PLG andGO lead to different
chemical compositions of C-O functional groups as well as the degree of oxidation might be
different for PLG and GO.The origin of the PL in GO is still under debate. One model which
is supported by several groups assigns the PL to bandgap emission from electron confined
sp2 islands surrounded by sp3 hybridized lattice sites, which were created in the course of the
oxidation process [333–335].
Similarly, such a model might be adapted to explain the PL of the PLG. Based on the av-
erage cluster size of La≈1 nm deduced from the Raman experiments, quantum confinement
would be indeed a plausible explanation for the observed PL. To elucidate this in more detail,
a proposal for the structure of PLG based is depicted in Fig. 8.5 (a). The oxygen plasma treat-
ment damages the regular graphene structure and leads to the formation of a multitude of
smaller graphene fragments where the sp2 carbon lattice remains unaltered. These fragments
or clusters are embedded in a mixed matrix of sp3 hybridized carbon or vacancy sites. The
clusters are represented in Fig. 8.5 by the intact hexagonal graphene honeycomb lattice in the
figure, while the damaged graphene lattice is not explicitly pictured (white).
The electrons in graphene behave as massless fermions [1, 339] with a linear energy disper-
sion: E = ħv f ∣k∣, where v f is the Fermi velocity. For an electron in a box, here represented by
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Fig. 8.5. (a) Presumed structural model of PLG which could explain the PL as a consequence
of quantum confinement. The oxygen plasma treatment damages the graphene sp2 network
and leads to the creation of vacancy sites and/or oxidized carbon sites. Clusters with intact sp2
lattice (black hexagons) are surrounded and separated by a matrix of sp3 hybridized carbon
bonds or vacancies (white background). The observed broad PL spectrum of PLG can be ex-
plained by (b) assuming, that the size of the clusters is distributed around an average value of
approximately 1 nm as determined in Raman experiments ( e.g. indicated as the diameter of the
circular area). Due to the small cluster size quantum confinement might occur which in con-
sequence would lead to a band gap opening of ΔE ≈v f h/2d≈2 eV⋅nm/d. v f is here the Fermi
velocity of the electrons and d is the diameter of the ”box” (see text for details). Assuming
further that the distribution of cluster size is a Gaussian distribution centered at 1.08 nm and
a FWHM=0.35 nm this would translate to the PL energy distribution in (c), which nearly re-
sembles the measured PL spectrum of PLG. The average cluster size La=1.08 nm corresponds
to a bandgap of 1.85 eV, equal to the center energy of the maximum of the observed PL. For
such a scenario, the observed broad PL spectrum would be due to heterogeneous broadening,
in the sense of a superposition of a multitude of narrow PL emission bands (here: indicated as
narrow Lorentzian emission bands) centered at size-controlled emission energies.
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a cluster,with the length d the boundary condition would lead to a quantization of the allowed
k vectors according to k=n ⋅ π/d. In consequence, quantum confinement would result in a
bandgap opening on the order of ΔE ≈v f h/2d≈2 eV⋅nm/d. Using this simple particle-in-the
box model for reproducing the PL center emission wavelength of the PLG at approximately
1.85 eV, one needs to assume that the average diameter of the clusters is about ∼1.08 nm (indic-
ated as the red dotted circle in Fig. 8.5). This value is also close to the average cluster diameter
of La=1 nm determined in the Raman experiments. Accordingly, the broad width (FWHM)
of the PL band of the PLG might be explained. Quantum confinement relates a distribution
of different sized sp2 clusters (Fig. 8.5 (b), for instance assuming here a Gaussian distribution
centered at ≈1.1 nm and a FWHM of ≈0.35 nm, to the broad energy spectrum in Fig. 8.5 (c)
(black curve).
For the scenario discussed here, the origin of the large width of the PL band of 0.5 eV would
be the result of heterogeneous broadening, where the PL band is just the superposition of a
multitude of overlapping bands with narrow linewidth centered at different size-controlled
(i.e. quantum confined) energies. This is indicated by the narrow Lorentzian PL bands in
(Fig. 8.5 (c). In this case, the optical properties of the PLG would resemble those of π-
conjugated polymer films, where a distribution of conjugation lengths translates into a hetero-
geneously broadened density of states [340]. For such conjugated films spectral diffusion due
to energy migration is reported, a process where fast energy transport occurs to sites across
the filmwhich exhibit lower site energies. Possible transportmechanismsmight be Förster en-
ergy transfer between suitable fluorophores or thermal activated hopping of the excited state
and radiative recombination at such low energy sites. In both cases PL would preferentially
be observed from lower energy states. Depending on the time scale of this process, this can
be followed by ultrafast time-resolved spectroscopy or by measuring the spectral dependence
of the PL decays of such films with e.g. TCSPC. Energy migration would lead to a faster decay
for emission of the blue part of the PL spectrum while at the same time the transients of the
red part of the spectrum should exhibit an delayed rise of the signal with a time constant on
the order of the blue decay.
To test this hypothesis, spectrally dependent PL transients across the broad PL band of PLG
for four narrow emission windows centered at 646±10, 690±10, 834±7 and 880±20 nm were
acquired. In order to prevent effects on the PL transients caused by photo degradation of
the PLG, the transients were acquired at different closely neighbored spots on the flake. The
excitation wavelength was 530 nm and low excitation powers of ∼10 μW were used. As can
be observed in Fig. 8.6 (a), there is no direct correlation between emission wavelength and
decay dynamics. All four transients can be well fitted by a three exponential function with
similar decay times and amplitudes. The small variations in the transients are most likely due
to inhomogeneities across the flake as similar site dependent differences in the shape of the
transients were observed before. The results so far indicate that there is no energy migration
to states with lower site energies.
Alternatively, for a heterogenous ensemble of emitters one would expect that at room
temperature, laser excitation in the red flank of the broad PL would lead to selective
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Fig. 8.6. (a) Wavelength dependent PL decay in PLG. The transient were recorded using low
power pulsed excitation at 530 nm and detecting the PL emission at four different wavelength
as designated in the figure. No obvious correlation between emission wavelength and decay
times is observed. This indicates that spectral diffusion due to energy migration, as would be
expected for a heterogeneously broadened system, is absent. (b) Plot of the PL intensity ratio
IPL ,bl eached /IPL . IPL and IPL ,bl eached are the PL intensities before and after irradiation with
high power laser pulses at 647 nm, respectively. After bleaching the PL intensity decreases
spectrally uniform without showing signatures of spectral holes.

excitation of a subset of quantum confined states. Then, spectral hole burning in the sense
of the selective photobleaching of a particular subset of homogeneously broadened lines
should be possible. This bleaching could be a photochemical modification or even a complete
removal of the absorbing subset. As a result a spectral hole, a dip in the broad PL band,
should occur. Fig. 8.6 (b) plots the ratio of PL intensities measured before (IPL) and after
(IPL ,bl eached ). For PL bleaching high power (>600 μW) pulsed laser light at 647 nm was used
and for subsequent PL excitation at 530 nm and low power levels (≈10 μW). No spectral hole
is generated in the observable spectral range, as it would be expected for a heterogeneous
ensemble of narrow bandwidth emitters. Instead, only an irreversible and uniform reduction
of PL intensity occurs. For other bleaching energies in the red spectral range (760, 800 nm),
the same uniform decrease is observed, while in the blue (473, 514 nm) the PL slightly shifts
to shorter wavelength (compare Fig. 8.1 c).
Thus, it is found that the observed large spectral width of 0.5 eV reflectsmainly homogeneous
broadening of a single emissive species which is distributed uniform across the PLG sheet.
This is also supported by the absence of spectral diffusion in the time-resolved data, which
is expected for heterogeneous films. If the PL would indeed result from quantum confined
states as suggested e.g. in ref. [333] as the origin of the PL in graphene oxide, size-related
heterogeneous broadening would need to be far smaller, probably below 0.1 eV. This in turn
would require a very narrow size distribution with a FWHM of about 0.08 nm, instead of the
0.35 nm which was used to explain the broad width of the PL emission band. Since oxidation
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is expected to occur at different lattice sites and configurations, such high degree of ordering
seems unreasonable. Moreover, while for increasing oxidation times a successive shift of the
average cluster size to smaller sizes and in consequence a continuous blue-shift of the PL
energy would be expected, the spectral characteristics of the PL emission remains nearly
constant for all plasma treatment times.
Thus, although the identification of La as the quantum confinement length of massless
electrons would be tempting, the spectroscopic data so far does not support this model. More
likely, the observed PL originates from CO-related localized electronic states at the oxidation
sites.

8.7. Conclusion

The optical properties of oxygen plasma treated graphene have been characterized with dif-
ferent optical spectroscopy methods. It was shown that spatially uniform PL can be induced
in single-layer graphene by selective plasma oxidation. The PL of this novel material is char-
acterized by a single broad emission band extending from the blue visible to the NIR spectral
region. The PL decay exhibits a complex dynamics indicating the heterogenous composition
of the material. Raman and elastic white light scattering spectroscopy revealed severe struc-
tural and/or changes in the chemical composition following the oxygen plasma treatment.
The analysis of the evolution of the Raman ID/IG -ratio with plasma exposure time indicated
the formation of nanometer sized sp2 islands across the flakes whose diameter gradually de-
crease down to 1 nm for the longest treatment time. However, PL from quantum confined
states as it is also discussed as origin for the PL in graphene oxide [333–335] can be excluded
based on the results of a spectrally resolved decay time analysis and spectral hole burning ex-
periments. This is further supported by the persistence of the spectral position of the PL band
for increasing plasma etching time, whereas in the case of quantum confinement a blue-shift
of the main PL band as consequence of a decreasing cluster size would be expected. Thereby,
it is proposed that the origin of the PL is due to emission from localized CO-related electronic
states at oxidation sites. Remarkably, bi- andmultilayer flakes remain non-luminescent, while
their elastic scattering spectra indicate the formation of sandwich-like structures comprised
of both etched and unetched layers. The optical measurements presented in this study rep-
resent only the first step in the characterization of this material. Of further interest is also
how the electric conductivity of the PLG flakes has changed with respect to pristine graphene.
The perspective to prepare thin luminescent and highly conductive films by a combination
of lithography and oxygen plasma treatment is certainly motivating to perform additional
conductivity measurements on the PLG.
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9. Summary

The optical and electronic properties of single-walled carbon nanotubes (SWCNTs) have
been studied intensely within the last few years. Time resolved photoluminescence (PL)
studies on the single nanotube level are still rare but promise new insights about the intrinsic
and extrinsic factors governing the exited state dynamics of SWCNTs. In the course of this
work the optical properties of SWCNTs and of a luminescent graphene derivative were
investigated by confocal microscopy and spectroscopy techniques.

The excited state dynamics of semiconducting SWCNTs are dominated by efficient nonradi-
ative relaxation processes which in turn result in low PL quantum yields and fast decay times
on the picosecond timescale. In the first part (chapters 4–6) of this work time correlated
single photon counting (TCSPC) measurements combined with PL spectroscopy were
employed to identify nonradiative decay channels and to evaluate their contribution to the
whole PL process. The PL decay times of individual SWCNTs deposited on glass cover slides
were found to be in the low picosecond regime with tube-to-tube variations between 1–40 ps.
Based on a correlation between PL linewidth and PL decay times, PL quenching and excited
state dephasing facilitated by defect related localized phonon modes were identified as
nonradiative decay channels. Thereby, the origin of the observed PL decay distributions can
be attributed to varying defect densities of different SWCNTs. The nanotube ends represent
an intrinsic defect present in any carbon nanotube. In the currently accepted picture of PL
quenching of highly mobile excitons at the nanotube ends, a length dependence of the PL
decay times is expected. PL decay time measurements on length sorted samples with average
lengths between 200–600nm support this picture by revealing that SWCNT samples with
a large average length exhibit longer average PL decay times. Only small differences in the
average PL decay times (<3 ps) were found, which allowed for the conclusion that for the
present sample material PL quenching at the nanotube ends is not the dominant nonradiative
decay channel. The observation of varying PL decay times differing by up to 30% along
the length of individual SWCNTs further stress the relevance of the local environment
and defects for the excited state dynamics. This study presented the first time-resolved
PL measurements of individual SWCNTs at room-temperature, where it was possibly to
collect a statistically relevant number of PL decay times for different chiralities. The findings
obtained here complement the recent single nanotube low-temperature study in ref. [223]
and strengthen the proposed picture of defect related nonradiative decay mechanisms.
The second finding of this part was, that synthesis-dependent differences in the defect
densities and varying environmental conditions lead to different excited state dynamics
in SWCNTs. This was studied for two of the most widespread commercially available
SWCNT materials, synthesized either by a chemical vapor deposition process using cobalt
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molybdenum catalyst particles (CoMoCAT) or by the high pressure decomposition of
carbon monoxide process (HiPco). Both materials were either embedded in an aqueous
gel or deposited on a glass substrate. It could be shown, that the PL decay dynamics of
CoMoCAT SWCNTs is strictly monoexponential irrespective of the respective environment.
The radiative decay of HiPco SWCNTs on the other hand follows a biexponential decay
law, whereby the fraction of biexponential decays in gel is considerably larger. The origin
of the transition from biexponential to a monoexponential decay behavior for the different
materials can be explained by different synthesis-dependent defect densities which facilitate
fast nonradiative relaxation of the excited state. By extending a kinetic three-level model,
which was previously introduced to describe the biexponential decays in SWCNTs, by the
additional defect related nonradiative rates, the experimental observation could be well
reproduced. This work emphasized the importance of SWCNTs processing and observation
conditions for obtaining high quality luminescent nanotubes and provided new insights into
the excited states processes which lead to the controversial reports of the PL decay dynamics
reported for single nanotube experiments.
Defects and disorder do not only affect the PL decay dynamics and lead to fast excited
state recombination, but they can alter the PL properties of a single SWCNT completely.
It could be shown for the first time that intrinsic dark excitonic states are ”brightened” by
intentionally introducing defects. Two different ”brightening” methods were presented,
irradiation with high power laser pulses and the adsorption of gold atoms to the SWCNT
sidewalls, which in both cases resulted in the emergence of different groups of low energy
satellite PL bands separated by 30–190meV from the main band. Upon ”brightening” of
the dark state the PL decay times of the main emission is considerably reduced. Within
the context of the previous findings, this can be attributed to the creation of structural
defects, which is further confirmed by an increase of the defect induced Raman D-band
observed in accompanying Raman experiments. Thereby, the ”brightening” process can be
interpreted as the defect induced symmetry breaking of the exciton wavefunctions which
facilitates the mixing of excitonic states with different parity and spin [94, 106]. Moreover,
for the defect related states high spin densities are expected which promote inter-system
crossing. Based on the large energy splitting and the nature of the brightening processes
the energy lowest satellite band is attributed to the radiative recombination of a triplet state.
The assignment is further confirmed by PL decay time measurements of this band which
yield lifetimes up to two orders of magnitude larger than the decay of the main PL band.
The results of this work showed promising newways tomodify the PL properties of SWCNTs.

The second part (chapter 7) presented preliminary results of elastic white light scattering
experiments of individual SWCNTs deposited on glass substrates. Here a common-path
interference scattering (iSCAT) approach was employed [158, 168], where the detected signal
originates from the superposition of the scattered light field and the reflected light field off
the substrate surface. Experimentally, this scattering concept was realized in a simple manner
by utilizing an standard inverted confocal microscope in combination with a photonic
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crystal fibre as a supercontinuum white light source. It was successfully demonstrated that
elastic scattering imaging and spectroscopy of single SWCNTs is possible. The iSCAT signal
originates from the extinction (absorption) of the SWCNTs giving rise to an image contrast of
4–8%. Due to the limited detection sensitivity of the silicon based detector in the NIR spectral
region the full potential of the white-light scattering spectroscopy could not be exploited.
Only the second excitonic transition (E22) of small diameter semiconducting SWCNT could
be probed. Based on the characteristic E22 energies a chirality assignment was possible,
which was further supported by complementary PL spectroscopy. Due to the interferometric
nature of the signal and the general scattering geometry the magnitude and shape of the
iSCAT signal depends critically on amultitude of different parameters, such as the reflectivity
of the substrate interface and the mode overlap between the scattered and reflected light
which prevents direct quantification of an extinction cross section. By comparing the
iSCAT signals of the SWCNTs with the signal of gold nanoparticles with known optical
properties, a resonant extinction cross section per unit length of σex t(E22)≈310 nm2/μm
for (6,5) SWCNTs could be estimated, which is in general agreement with the values
determined by photothermal absorption measurements [124]. Furthermore, a prospect
for future experiments combining elastic white light scattering and PL experiments was given.

In the third part (chapter 8) of this thesis it was shown for the first time that single layer
graphene becomes luminescent (”luminescent graphene”) upon a mild oxygen plasma
treatment. Strong and spatially uniform PL is observed which is characterized by a single
broad band centered at 700nm and extending from the blue visible to the NIR spectral
region. Importantly, with relevance for possible future applications, PL is only observed for
single layer graphene, while PL of multi layer graphene is suppressed by subjacent layers. The
elastic white light scattering contrast of the PLG is distinctly different to the one of graphene.
Complementary modeling of the scattering contrast allowed to deduce optical constants
which are similar to the ones of graphene oxide. The rise of the defect related D- and D’
Raman bands indicated that even for the smallest plasma exposure time of one second,
nanocrystalline islands for which the sp2 conjugation of the graphene lattice is still preserved
are formed. Based on the analysis of the Raman ID/IG intensity ratio it was possible to
assess the average size of these islands to La∼1 nm for longest plasma treatment times. While
the formation of nanometer sized sp2 clusters suggests that the observed broad PL spectra
originate from the superposition of a multitude of narrow linewidth emission bands centered
at different size controlled (quantum confined) energies, this picture is not supported by the
results of complementary spectral hole burning experiments and wavelength resolved PL
decay time measurements. Tentatively the PL is assigned to emission from carbon-oxygen
related localized electronic states at oxidation sites.
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A. Scattered Field of a Carbon Nanotube

The detected signal in the iSCAT method depends critically on the relative phase difference
between the reference field and the scattered field. Some of the contributions to these phases
were introduced in Sec. 2.2. However, for this treatment it was assumed that the scatterer is
small compared to the wavelength, so that its scattered fields can be approximated within
the Rayleigh scattering theory as dipole fields. For the case of a long SWCNT significantly
larger than the diameter of the excitation focus this approximation does not hold anymore.
The exact solutions for such a scattering problem can be derived analytically in terms of
the Mie scattering theory. In this case, the SWCNT is treated as an infinite right circular
cylinder [182]. Importantly, with consequences for the iSCAT scattering method, the
solutions for the scattered fields are no plane waves anymore but cylinder waves, whose
propagation factor exhibit a different phase relation compared to the plane wave case. The
different mode overlap between the reference field and scattered field compared to the dipole
case would lead to different iSCAT signal amplitudes. The solutions of the scattering problem
are sketched in the following and an expression for the scattering cross section of extended
SWCNTs is derived.

The general scattering geometry of an obliquely illuminated cylinder is depicted in Fig. A.1.
For modeling of the scattering contrast in Chap. 7, it is assumed that the SWCNT is illumin-
ated normal (ζ=90○) to its axis (z-axis), and that the incident field is polarized parallel to the
tube axis. Accordingly, only light which is scattered under the angles ζ=90○ and φ=0○ back
into the direction of incidence is detected.
For this special scattering conditions it can be shown that the relation between the scattered
and incident field is given by [182]:

[E∥s
E�s
] = ei3π/4

√
2

πkr
eikr [T1 0

0 T2] [E∥iE�i ] . (A.1)

The components of the scattered field perpendicular and parallel to the plane of incidence
are E∥s and E�s , respectively. These are related to their corresponding incident electrical field
components by an amplitude scattering matrix. The solutions of the scattered fields of a cyl-
inder are cylindrical waves, whose propagation is described by the term in front of the amp-
litude matrix. The propagation factor differs by an additional factor of exp i3π/4 from the
one a spherical or plane wave. In the small particle limit, which is justified if the size factor
x=k ⋅ rc yl ≪ 1, where k is the wave vector of light and rc yl is the radius of the cylinder, simple
approximations for the scattering amplitude factors T1 and T2 can be obtained. For the SW-
CNTs in the studies, the rc yl is<0.5 nmand the small particle approximation is valid for visible
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Fig. A.1. Scattering geometry for an infinite circular cylinder (SWCNT). The cylinder is ob-
liquely illuminated by a plane wave. The plane of incidence and the scattering plane (grey) are
indicated. φ is defined as the angle between the plane of incidence and the plane of scattering.
ζ is the angle between the direction of incidence of the excitation light and the nanotube axis.

light.
For the special case here, where the scattering direction is identical to the direction of the
normal incident light (φ = 0○, ζ=90○), the expressions T1 and T2 become: T1=b0 and T2=0,
where b0 is the scattering amplitude coefficient. The general expression for these coefficients
are the solutions of the Mie scattering problem and for the special case has the form:

bnI(ζ = 90○) = bn = Jn(mx)Jn(x) −mJ′n(mx)Jn(x)
J′n(mx)H′(1)n (x) −mJn(mx)H′(1)n (x) . (A.2)

Jn are first kind Bessel functions of order n and H(1) are so called Hankel functions of the
first kind, which are a sum of a first kind Bessel function Jn and second kind Bessel function
Yn : H(1) = Jn + iYn . m is here the relative refractive index of the cylinder compared to its
embedding medium: m = nc yl /nmed and x = k rc yl is the size factor. The Bessel functions
and their derivatives can be approximated by the first terms of their series expansions:

J0(x) ≈ 1 − x2

4
, J′0(x) ≈ − x

2
+ x3

16
,

H0(x) ≈ 2
π
log( x

2
) , H′0(x) ≈ ( 2

πx
) . (A.3)

Substituting these expressions for theBessel functions inEqn. A.2 and retaining only the terms
with smallest orders in x, the scattering amplitude factor b0 is approximately:
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b0 ≈ −i ⋅ π ⋅ k2m ⋅ r2t (m2 − 1) . (A.4)

Finally, by substituting the expression for b0 into Eqn. A.1 one obtains for the scattered fields
with polarizations perpendicular and parallel to the scattering plane:

E∥s (φ = 0○) = E�s (φ = 0○) = eiπ/4
√

2
πkr

eikr(−π ⋅ k2m ⋅ r2t (m2 − 1))E∥i . (A.5)

For the special scattering conditions assumedhere, a simple expression for the scattering cross
section for cylinders can be derived, which is commonly found in literature to discuss the
scattering properties of SWCNTs [57,282,283]. The scattering cross section per unit length is
defined as the ratio of the rate at which energy Ws passes a concentric cylindrical surface A
to the rate of incident irradiance Is :

σ = Ws

Is
, (A.6)

where the rate of the scattered energyWs is given as:

Ws = rL∫ 2π

0
(Ss)rdϕ . (A.7)

Here r and L are the radius and the length of the imaginary cylindrical surfaceA, while (Ss)r =
1/2Re{Es × H∗s } is the radial component of the scattering poynting vector. Performing the
integration in Eqn. A.7 with the scattered field given in Eqn. A.5 and inserting the result in
the general definition of the scattering cross section Eqn. A.6, the scattering cross section per
unit length of a cylinder reads [57, 104]:

σs(ω) = π2

4c3
r4ω3 ∣χ(ω)∣2 = k3r4

4π
∣χ(ω)∣2 , (A.8)

Here it was assumed that the embedding medium is air with nmed = 1 and correspondingly
m = nc yl which allows to use the relation between the refractive index and the optical sus-
ceptibility: χ(ω) = nc yl (ω)2 − 1.
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B. Elastic White Light Scattering of Single andMulti-layer
Graphene

In this section elastic white light scattering spectroscopy is applied to study single and multi-
layer graphene deposited on a Si/SiO2 substrate. It can be demonstrated that a single layer of
atoms can be visualized based on its contrast in optical microscopy by exploiting the interfero-
metric nature of the detected signal. Themethod provides a fast and precise way to identify single
layer graphene and to determine the layer numbers in multi-layer graphene. It is found that the
optical contrast scales linearly with the layer number up to a maximum number of ten. An ana-
lytical model based on the multiple reflections from multi-layered dielectric films is employed to
reproduce the experimental elastic scattering contrast. The modeled data shows excellent agree-
ment with the experimental results and suggests alternative substrate combinations for the elastic
scattering measurements of graphene. The experimental results presented here were achieved
in collaboration with Dr. C. Casiraghi (FU Berlin), while the model was introduced by Dr.
E. Lidorikis (University of Ioannina, Greece). This chapter is based on the paper ”Rayleigh
Imaging of Graphene and Graphene Layers”, which has been published in Nano Lett., 7, 2711
(2007).

B.1. Introduction

Single layer graphene can be observed with standard microscopes based on its elastic white
light scattering contrast when deposited on an oxidized silicon substrate with a well defined
SiO2 layer thickness of 100 or 300nm [11]. Nowadays, elastic scattering microscopy and
spectroscopy is established as a fast and non-destructive optical method for characterizing
single layer and multi-layer graphene [311, 320, 321, 341] and ideally complements the
information provided by Raman or AFM measurements. The multi-layered substrate is
crucial for enhancing the magnitude of the scattering contrast. The additional optical path
length provided by the spacer layer leads to an enhanced interferometric scattering contrast.
This signal is sensitive to small changes in the optical constants of the material under study
which can be exploited to determine the layer numbers of multi-layer graphene or to mon-
itor changes in the dielectric constant of thesematerials as it has been demonstrated in Fig. 8.3.

In the following, an analytical model for the optical contrast of graphene for a multi-layer
substrate based on the theory for multiple reflections within assemblies of thin films is
presented. First, the basic concept for the formation of the interferometrical scattering
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contrast of a single layer of graphene is described. Then an analytical model relying only on
the optical material constants is presented in detail. The simple model yields quantitative
results for the scattering contrast, which is demonstrated in the last part of this section,
where experimental and modeled elastic white light scattering spectra are compared. Due
to the excellent agreement between theoretical description and experiment, the same model
was used for modeling the elastic scattering spectra of the oxygen plasma treated graphene
in Chap. 8 and to determine its optical constants. The following presentation of the topic7 is
based on the theory presented in refs. [311] and [68].

B.2. Model for the Scattering Contrast of Graphene

Starting with the general sample geometry and illumination scheme, an illustration of the
multi-layer system graphene/SiO2/Si is depicted in Fig. B.1 (a).
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Fig. B.1. (a) Cross-sectional view of the multi-layer system graphene/SiO2/Si. The incident
light field is denoted as Ein . Reflections occur at each boundary between two materials giving
rise to the fields: EG , ES i and ES iO2 . The detected signal in back-scattering direction results
from the superposition of these fields. (b) Detailed view of the multiple reflections occurring
at the different optical boundaries (1–3) of the multi-layer system.

The sample is irradiated by the incident laser light field (Ein) with the graphene layer fa-
cing the direction of the incident beam. The incident light is transmitted and reflected at
each boundary occurring between materials with different optical properties. For the present
sample configuration, three boundaries need to be considered: An (1) air-graphene (EG ), a (2)
7Equivalent model descriptions and experimental results may be found also in refs. [320, 321, 341, 342].
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graphene-SiO2 (ES iO2 ) and a (3) SiO2-Si interface (ES i ). The notation of the reflected fields
at each boundary Ei is given in parentheses. The reflected fields Ei are related to the incident
light field Ein by a complex (amplitude) reflection coefficient ri which considers the multiple
reflection at each boundary and propagation through layers with different optical path length:
Ei = riEin . The aim of the following paragraphs is to derive a model description for the reflec-
tion coefficient r for the whole multi-layer sample configuration and in the end to calculate
the optical contrast. Before addressing this, a more general view on the contrast formation
process is presented, which elucidates the interferometric nature of the detected signal and
the different contributions of the various reflected fields to the signal.
The detected signal Idet results from the superposition of all three reflected fields at each
boundary, EG , ES iO2 and ES i . Based on the high reflectance expected for the air-graphene
and especially the SiO2-Si interface, the dominant contributions to the signal are EG and ES i

and the detected signal Idet writes:

Idet ≈ ∣EG + ESi ∣2 = ∣EG ∣2 + ∣ESi ∣2 + 2∣EG ∣∣ESi ∣ cos ϕ . (B.1)

While the first and second terms correspond to the intensities of the light reflected from the re-
spective interfaces, the cosine expression is the interference term, whose magnitude depends
on the relative phase difference ϕ between the two reflected fields EG and ESi :

ϕ = ϑG − (ϑSi + 2 π nSiO2 2dSiO2 /λ0) (B.2)

The reflection at each boundary leads to a phase change of ϑG and ϑSi compared to the phase
of the incident field. An additional phase shift corresponding to an increased optical path
length arises for the ESi field as the SiO2 layer is passed twice, first by the light incident on
the Si substrate and a second time by the reflected light. The additional optical path length
is defined in terms of the SiO2 layer thickness dSiO2 , its refractive index nSiO2 and by the
wavelength of the incident light λ0 (the dependence on the angle of incidence is omitted for
this simplified treatment).

Analogous to Eqn. B.1 an expression for the reflected signal from a background position Iback
can be defined, which results here from the superposition of the fields reflected from the air-
SiO2 interface and of the SiO2-Si interface:

Iback ≈ ∣ESi + ESiO2 ∣2 = ∣ESi ∣2 + ∣ESiO2 ∣2 + 2∣ESi ∣∣ESiO2 ∣ cos ϕ . (B.3)

As mentioned before, the reflection coefficient r of the Si-SiO2 interface is considerably lar-
ger than the one of the air-SiO2 interface and in consequence ∣ESi ∣2 > ∣ESiO2 ∣2. Moreover,
compared to ∣ESi ∣2 the interference term in Eqn. B.3 represents only a small correction to the
detected signal, so that Iback is mainly governed by the reflection from the silicon:
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Iback ≈ ∣ESi ∣2 . (B.4)

The optical contrast (visibility) δ of graphene is defined as the normalized difference of the
intensities Idet and Iback :

δ = Idet − Iback
Iback

≃ ∣EG ∣2∣ESi ∣2 + 2 ∣EG ∣∣ESi ∣ cosϕ . (B.5)

Assuming further that the field reflected from graphene is negligible small compared to the
one of silicon, corresponding to ∣EG ∣2/∣ESi ∣2 ≪ 1, the optical contrast δ results mainly from
interference with the strong field reflected by the silicon.

δ ≃ 2
rg
rSi

cos ϕ . (B.6)

The sign of the contrast depends on the cosine term in Eqn. B.6. The reflectance R is the ratio
between the reflected power and the incident power and is related to the Fresnel reflection
coefficient by R = r ⋅ r∗. Assuming that the reflection coefficient rSi is nearly one, Eqn. B.6
reduces to:

δ = 2
√
Rg cos ϕ . (B.7)

From Eqn. B.7 it becomes obvious that the optical contrast is determined (1) by the reflect-
ance Rg of graphene, which is further modulated by (2) the phase variations caused by the
reflection from the SiO2-Si interface. Experimentally, the phase can be controlled by varying
the SiO2 layer thickness, which can be exploited to maximize the optical contrast.

At this point a more precise model, which considers the multiple reflections and interfer-
ence of fields of all three boundaries is presented. The general approach is based on the idea
that the whole sample arrangement can be regarded as a set of stacking thin films, similar to
the dielectric multi-layer films which are used as antireflection coatings. The reflectance and
transmittance of such systems can be calculatedbased on a recurrentmatrixmethod [68,343],
where the electric and magnetic fields at each side of an interface are related by an character-
istic matrix.
A schematic cross section of the multi-layer system along with the notation for the different
parameters is depicted in Fig. B.1 (b). The sample arrangement can be regarded as two thin
films deposited on a substrate, which gives rise to three optical boundaries, denoted as 1–3:
The (1) air-graphene, (2) the graphene-SiO2 and (3) the SiO2-Si boundary. The total elec-
tric and magnetic fields at each boundary are calculated for the various layers by applying the
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boundary conditions of electromagneticwaves. These demand that the tangential electric and
magnetic field components must be continuous across the boundaries. For boundary (1) and
(2) these conditions are fulfilled for:

E1 = Ei1 + Er1 = Et1 + E′r2 , H1 =√ є0
μ0
(Ei1 − Er1)ng cos θi1 ,

E2 = Ei2 + Er2 = Et2 , H2 =√ є0
μ0
(Ei2 − Er2)nSiO2 cos θi2 . (B.8)

Here ng and nSiO2 are the refractive indices of graphene and SiO2, respectively. Further, the
electric and magnetic fields across the first (1) and the second boundary (2) are related via:

E2 = Et1 e−ϕg + E′r2e+ϕg ,

H2 = (Et1 e−ϕg − E′r2e+ϕg )√ є0
μ0

nSiO2 cos θi2 . (B.9)

By propagating through graphene a wave accumulates a phase shift of ϕg=k0hg . Here k0 is
the vacuum wavevector and hg = ng 2 dg cos θi2 is the additional optical path length due
to propagation through the graphene layer. Further, ng is the complex refractive index of
graphene and dg the graphene layer thickness.
Solving the equations in Eqn. B.9 for Et1 and E′r2 and plugging the resulting equations into
Eqn. B.8 one obtains:

E1 = E2 cosϕg +H2(i sin ϕg)/Y1 ,
H1 = E2Y1 i sinϕg +H2 cos ϕg , (B.10)

with Y1=
√

є0
μ0
ng cos θi2 .

In matrix notation Eqn. B.10 reads:

[E1

H1
] = [ cos ϕg (i sin ϕg)/Y1

Y1 i sin ϕg cosϕg
] [E2

H2
] . (B.11)

Repeating the derivation for the fields E2 and E3 at the graphene/SiO2 boundary (3), one
obtains an analogous matrix equation:

[E2

H2
] = [ cosϕSiO2 (i sinϕSiO2 )/Y2

Y2 i sinϕSiO2 cos ϕSiO2
] [E3

H3
] , (B.12)

with y2=
√

є0
μ0
nSiO2 cos θi3 . Here ϕSiO2 is the phase shift due to propagating through the SiO2

layer and is defined as: k0hSiO2 with hSiO2 =nSiO2 2 dSiO2 cos θi3.
An expression which relates the fields E1 andE3 can be obtained by substituting E2 in Eqn. B.12
by the corresponding expression of Eqn. B.11:
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[E1

H1
] =M1M2 [E3

H3
] . (B.13)

HereM1 andM2 are the characteristic matrices for each boundary. The characteristic matrix
of the whole system is then just: M =M1 ⋅M2, which is a 2 × 2 matrix:

M = [m11 m12

m21 m22
] . (B.14)

Substituting now E1 andH1 in Eqn. B.13 by their corresponding expressions given in Eqn. B.8,
one obtains:

[ (Ei1 + Er1)(Ei1 − Er1)Y0
] =M[ Et3

Et3Y3
] . (B.15)

The reflection and transmission coefficients of the whole multi-layer system are defined as:
r = Er1/Ei1 and t = Et3/Ei1 , respectively. Factoring out Ei1 and using the expressions for the
definitions for r and t, Eqn. B.15 becomes:

1 + r = m11 t +m12Y3 t ,(1 − r)Y0 = m21 t +m22Y3 t , (B.16)

with:

Y0 =√ є0
μ0

nair cos θi1 , (B.17)

Y3 =√ є0
μ0

nSi cos θt3 . (B.18)

Solving Eqn. B.18 for the reflection coefficient r, one obtains the general expression:

r = Y0m11 + Y0Y3m12 −m21 − Y3m22

Y0m11 + Y0Y3m12 +m21 + Y3m22
. (B.19)

Replacing the matrix elements mii by their corresponding expressions and choosing the
simplest case of normal incidence light, where the angles of incidence and refraction, θ1 i ,
θ2i and θ3t , are all zero, the numerator and denominator of r read:
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rnum = [cos ϕ0
g cos ϕ

0
S iO2(nair

nSi
− 1) + sinϕ0

g sin ϕ
0
S iO2 ( ng

nSiO2

− nSiO2nair

ngnSi
)]

+ i [cos ϕ0
g sinϕ0

S iO2 ( nair

nSiO2
− nSiO2

nSi
) + sinϕ0

g cos ϕ0
S iO2 (nair

ng
− ng

nSi
)] , (B.20)

rdenom = [cos ϕ0
g cos ϕ

0
S iO2(nair

nSi
+ 1) − sinϕ0

g sin ϕ
0
S iO2 ( ng

nSiO2
+ nSiO2nair

ngnSi
)]

+ i [cos ϕ0
g sin ϕ

0
S iO2 ( nair

nSiO2

+ nSiO2

nSi
) + sin ϕ0

g cosϕ
0
S iO2 (nair

ng
+ ng

nSi
)] . (B.21)

With the reflection coefficients known for the multi-layer system the reflectance RG can be
calculated. The reflectance for the background configuration Rback can be calculated accord-
ingly, however in this case, only reflections at the air-SiO2 and SiO2-Si need to be considered.
Finally, the contrast δ can be expressed in terms of the reflectances, RG and Rback , of the two
layered systems:

δ = RG − Rback

Rback
. (B.22)

For the modeling it is further to note that for normal incident light θ1 i = 0○, the phase terms
ϕg for the different layers (i=air. . . silicon) are given as: ϕ0

i = k0 ni di . For all other angles of
incidence θi1 , with s-polarization of the incident field (transverse electric field), the same for-
mula applies, however with the substitution ni → cos θi . For p-polarized incident light, every
refractive index ratio changes according to: ni/n j → ni cos θ j/n j cos θi . The angles of incid-
ence and refraction θi for each layer are calculated by Snell’s law: θi = arcsin (n0/ni sin θ0).
For absorbing layers, such as graphene and the silicon substrate an effective refractive in-
dex n′i = f (ni , θi ) needs to be used, which is a function of the incident angle from va-
cuum [344]. The corresponding refractive angle from such an absorbing layer is then cal-
culated according to θi = arcsin [sin θ0/Re(n′i)]. Further, one needs to consider the aniso-
tropic optical response of graphene for incident fields polarized either in s- or p-direction.
In case of s-polarized light, corresponding to the orientation of the field vector parallel to
the graphene sheet, the refractive index is simply ng = n⊥. For p-polarized light, both in-
plane and out-of-plane field components exist, leading to an angle-dependent refractive in-
dex n−2p = n−2G� cos θi1

2 + n−2G∥ sin θi1
2 . In the experiment a high NA air objective is used,

which provides a large range of incident angles θi1 between zero and a maximum angle
defined as: θi1,max=arcsin (NA/nair). Considering a gaussian beam profile for the incident
focused laser light, the modeled response needs to be integrated with a weight distribution
f(θi1)=e−2 sin

2 θ i1/ sin2 θmax 2π sin θi1 in order to account for the influence of all possible polar-
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izations and incident angles. Thus, the general expression for calculating the reflectance of RG

or Rback is:

R(θi1) = 1
2 ∑

a=s ,p

θ i1,max∫
0

ra(θi1) r∗a (θi1) f (θi1) dθi1 , (B.23)

where the summation indicates the averaging over s- and p-polarized incident light.

Themodel basically requires only the refractive indices of the differentmaterials as input para-
meters and the layer thicknesses of graphene and SiO2. The wavelength dependent refractive
indices of Si and SiO2 are well known and tabulated in literature [345], while the layer thick-
nesses can be determined with high precession with ellipsometry or e.g. AFMmeasurements
in the case of graphene ( 0.6 nm [311]). The refractive index of graphene, however, is unknown
and instead the refractive index of graphite is used, determined by electron energy loss exper-
iments [322].
The modeling here also offers the possibility to determine the refractive index of the mater-
ial deposited on the substrate within certain limits by fitting the measured contrast with the
refractive index as free parameter. As a model function for the refractive index a Couchy for-
mula: n’=An+Bn/λ2 +i(Ak +Bk/λ2) can be used. Based on this approach, the range of values
for the refractive index of the oxygen plasma treated graphene in Sec. 8.5 was evaluated.

B.3. Elastic White Light Scattering Measurements of Graphene

A detailed description of the microscope setup, which was used for the white light scattering
experiments of graphene is presented in Sec. 3.5. Briefly, the sample (see also Fig. B.1) was
mounted up-side down on the sample holder of an inverted confocal microscope. Pulsed
supercontinuum white light is provided by a photonic crystal fibre. An air objective (Nikon
CFI Plan Fluor 100x NA=0.9) was used for focusing the collimated white light on the sample.
The back aperture of the objective was not filled completely by the laser beam, resulting in
an effective NA of 0.7. The sample was raster scanned through the focus and the scattered
intensity was detected either by an APD or alternatively by spectroscopic imaging utilizing
a combination of a spectrograph (grating: 150 l/mm; Blaze: 800 nm) and CCD camera. For
the latter imaging technique, a spectrum is acquired at each image pixel, which allows to
generate in a postprocessing-step scattering intensity maps of the sample for certain well
defined spectral windows.
The graphene sample was prepared by micromechanical exfoliation of bulk graphite and was
then transferred to a silicon substrate covered with a 300nm SiO2 layer (IDB Technologies
Ltd, UK). Prior to the white light scattering measurements, the layer number of different
flakes was determined by combined Raman and AFMmeasurements.
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Fig. B.2. Confocal white light scattering images of single and multi-layer graphene showing
the integrated optical contrast in the spectral regions: (a) 540–580nm (b) 720–760nm and (c)
865–885nm. The contrast of single layer graphene changes with increasing wavelength from
negative to positive. It is nearly not visible anymore in the wavelength interval (c). The number
of layers is indicated in (a).
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Fig. B.2 shows representative white light scattering images of a large graphene flake, which
consists of areas with 1–6 single graphene layers. Each image represents the integrated scatter-
ing intensity in the spectral range of (a) 520–540 nm, (b) 720–760nmand (c) 865–885 nm. The
number of layers are indicated in Fig. B.2 (a). The scattering contrast scales with the number
of layers and changes for different excitation wavelength. The contrast of single layer graphene
is negative for small wavelength, becomes nearly zero in the wavelength range of 720–760nm
and is positive for larger wavelength.
The wavelength dependent optical contrast of the different layers (filled dots) together with
the corresponding modeled curves (solid lines) is plotted in Fig. B.3 (a).

(a) (b)

Fig. B.3. (a) Experimental (dots) and modeled scattering contrast (solid lines) as a function
of wavelength. Note: The sign of the contrast is reversed. (b) Maximum contrast at 633 nm as
a function of layer number. The red line indicates the simple linear scaling relation using the
refractive index of graphite, adapted from [311].

Each data point plotted Idet for a respective layer number represents the averaged intensity
over 16 image pixels. In order to avoid artifacts originating from fluctuations in the white
light, the data for the background correction Iback was taken at the same scan-line as the cor-
responding pixel. The contrast increases for increasing number of layerswhile for this range of
layers no phase change is observed. The theoretical curves were calculated with the analytical
model presented in the previous section (E. Lidorikis, University of Ioannina). Remarkably,
one finds an excellent agreement between the experimental and modeled contrast. The con-
trast of SLG becomesmaximal δ ∼ -0.09 at 570 nm and is zero at 750 nm. Thephaseshift intro-
duced by the graphene layer ϑG can be estimated using equations Eqn. B.2 and Eqn. B.7 and
assuming ϑSi=-π. For this, ϑG≃-π is found as would be expected for an ultrathin film [343].
The dependency of the scattering contrast on the layer numbers is shown in Fig. B.3 (b). For
layer numbersNL < 6 the optical contrast can be well approximated by a superposition of in-
dividual non-interacting graphene layers. Within this approximation the maximum contrast
at λ=570nm can be easily calculated by: δ(NL) = 0.9 ⋅ NL . The modeling further suggests
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that within the estimated error of 5% for the contrastmeasurements the dielectric constants of
graphene and graphite are very similar. For the optical properties of graphite this implies that
these are basically independent of the thickness of the material and are governed mostly by
the optical response of the electrons within each layer with little perturbations from adjacent
layers. However, the linear approximation fails for larger layer numbers NL ≳6 resulting to
a slower increase of the contrast and eventually to saturation. This deviation from linearity
is also well reproduced by the model. Presumably, absorption losses and more importantly
the additional optical path length in graphene start to affect the contrast. The latter becomes
even more relevant, when studying multi-layer graphene with NL ≳10 layers as it is shown in
Fig. B.4.
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Fig. B.4. Measured optical contrast for samples with increasing layer number. Note: Contrast
is reversed, adapted from [311].

With increasing layer numbers NL the optical contrast, e.g. at 600nm, first saturates, then
starts to red-shift and for even larger number to increase until it becomes positive (Note:
Contrast in Fig. B.4 is reversed). Further it is to note that for small NL , the variation along
the vertical (wavelength) axis is largely between zero and negative (i.e. reflectivity reduction
only), while for a large number of layers, the variation is from positive to negative (i.e. both
reflectivity reduction and enhancement). This can be attributed to two different effects. First,
for small NL , graphene basically just reduces the reflectivity of the air-SiO2 interface, without
affecting the optical path length. (2) For large NL the reflectivity of the air-graphene interface
saturates while the effect of the increasing optical path within the now thick graphite layer
becomes significant. This change is not a monotonic function of NL . While these two effects
are different, they both contribute to a shift of the reflectivity resonance condition, and thus
explain the increasing visibility of thicker graphene layers, when measured for a fixed excita-
tion energy.
The resonance condition can be also shifted by varying the SiO2 layer thickness. Fig. B.5 maps
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the modeled optical contrast of a single layer graphene as function of the SiO2 layer thickness
and excitation wavelength. The maximum contrast occurs at the minima of the background
reflectivity. This is expected because this is the most sensitive point in terms of phase match-
ing, and small changes become most visible.
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Fig. B.5. Calculated contrast of single layer graphene as a function of the SiO2 layer thickness
and excitation wavelength. The maximum scattering contrast occurs when the reflectance of
the background becomes minimal. For a given wavelength that is fulfilled if the optical path
length through the spacerlayer becomes a multiple of λ/4.

This implies that the maximum contrast of graphene is achieved, when the optical path
length provided by the SiO2 is equal to a quarter wavelength, according to: 2nSiO2

dSiO2 /λ = (m + 1/2). This explains why the substrate with a 300 nm SiO2 layer yields a good
contrast in the visible range around 600nm. However, another strong maximum is found for
100 nm, which could provide an alternative viable substrate for this kind of experiments.

In summary, it was shown that elastic white light scattering microscopy could be used to
visualize a single layer of graphene. The contrast can be enhanced interferometrical when
deposited on a layered substrate, whose properties matches resonance conditions. The optical
contrast of graphene increase linearly with the number of layers up to a maximum of NL ∼ 10
and indicates that such samples optically behave as superposition of single non-interacting
sheets. The measured optical contrast can be well reproduced by an analytical model based
on the theory of multiple reflections in multi-layered thin films.
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Y. I. Song, Y.-J. Kim, K. S. Kim, B. Özyilmaz, J.-H. Ahn, B. H. Hong, and S. Iijima, Roll-
to-roll production of 30-inch graphene films for transparent electrodes, Nature Tech. 5,
574–578 (2010).

[39] V. Palermo, S. Morelli, C. Simpson, K. Müllen, and P. Samor, Self-organized nanofibers
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haus, and M. S. Dresselhaus,The Concept of Cutting Lines in Carbon Nanotube Science,
Journal of Nanoscience and Nanotechnology 3, 431–458 (2003).

[64] S. Reich and C. Thomsen, Chirality dependence of the density-of-states singularities in
carbon nanotubes, Phys. Rev. B 62, 4273–4276 (2000).

[65] M. Y. Sfeir, T. Beetz, F. Wang, L. Huang, X. H. Huang, M. Huang, J. Hone, S. O’Brien,
J. Misewich, T. F. Heinz, L. Wu, Y. Zhu, and L. E. Brus, Optical Spectroscopy of Indi-
vidual Single-Walled Carbon Nanotubes of Defined Chiral Structure, Science 312, 554–
556 (2006).

223



Bibliography

[66] H. Kataura, Y. Kumazawa, Y.Maniwa, I. Umezu, S. S. Y. Ohtsuka, and Y. Achiba,Optical
Properties of Single-Wall Carbon Nanotubes, Synth. Met. 103, 2555 (1999).

[67] P. T. Araujo, S. K. Doorn, S. Kilina, D. Tretiak, S. Tretiak, E. Einarsson, S. Maruyama,
H. Chacham, M. Pimenta, and A. Jorio,Third and fourth optical transitions in semicon-
ducting carbon nanotubes, Phys. Rev. Lett. 98, 067 401 (2007).

[68] L. Novotny and B. Hecht, Principles of Nano-Optics (Cambridge University Press, Cam-
bridge, 2006).

[69] E. B. Barrosa, A. Jorio, G. G. Samsonidze, R. B. Capaz, A. G. S. Filho, J. M. Filho,
G. Dresselhaus, and M. S. Dresselhaus, Review on the symmetry-related properties of
carbon nanotubes, Phys. Rep. 431, 261–302 (2006).

[70] E. B. Barros, R. B. Capaz, A. Jorio, G. G. Samsonidze, A. G. S. Filho, S. Ismail-Beigi,
C. D. Spataru, S. G. Louie, G.Dresselhaus, andM. S. Dresselhaus, Selection rules for one-
and two-photon absorption by excitons in carbon nanotubes, Phys. Rev. B 73, 241 406(R)
(2006).

[71] M. S. Dresslhaus, G. Dresselhaus, and A. Jorio, Group Theory (Springer-Verlag, Berlin,
Heidelberg, 2010).

[72] M.Kasha, Characterization of electronic transitions in complex molecules, Discuss.
Faraday. Soc. 9, 14–19 (1950).

[73] H. Ajiki and T. Ando, Carbon nanotubes: Optical absorption in Aharonov-Bohm flux,
Jpn. J. Appl. Phys. Suppl. 34-1, 107 (1994).

[74] L. X. Benedict, S. G. Louie, and M. L. Cohen, Static polarizabilities of sinlge-wall carbon
nanotubes, Phys. Rev. B 52, 8541–8549 (1995).

[75] S. Tasaki, K. Maekawa, and T. Yamabe, π-band contribution to the optical properties of
carbon nanotubes: Effects of chirality, Phys. Rev. B 57, 9301–9318 (1998).

[76] Y. Miyauchi, M. Oba, and S. Maruyama, Cross-polarized optical absorption of single-
walled nanotubes by polarized photoluminescence excitation spectroscopy, Phys. Rev. B
74, 205 440 (2006).

[77] J. Lefebvre and P. Finnie, Polarized Photoluminescence Excitation Spectroscopy of Single-
Walled Carbon Nanotubes, Phys. Rev. Lett. 98, 167 406 (2007).

[78] M. Ichida, S.Mizuno, Y. Saito, H. Kataura, Y. Achiba, andA.Nakamura,Coulomb effects
on the fundamental optical transition in semiconducting single-walled carbon nanotubes:
Divergent behavior in the small-diameter limit, Phys. Rev. B 65, 241 407(R) (2002).

224



Bibliography

[79] C. Kane and E. J. Mele, Ratio Problem in Single Carbon Nanotube Fluorescence Spectro-
scopy, Phys. Rev. Lett. 90, 207 401 (2003).

[80] J. Ando, Excitons in Carbon Nanotubes, J. Phys. Soc. Jpn. 66, 1066–1073 (1997).

[81] H. Zhao and S. Mazumdar, Electron-electron interaction effects on the optical excitations
of semiconducting single-walled carbon nanotubes, Phys. Rev. Lett. 93, 157 402 (2004).

[82] V. Perebeinos, J. Tersoff, and P. Avouris, Effect of Exciton-Phonon Coupling in the Cal-
culated Optical Absorption of Carbon Nanotubes, Phys. Rev. Lett. 92, 257 402 (2004).

[83] C. D. Spataru, S. Ismail-Beigi, L. Benedict, and S. G. Louie, Excitonic Effects and Optical
Spectra of Single-Walled Carbon Nanotubes, Phys. Rev. Lett. 92, 077 402 (2004).

[84] J. Maultzsch, R. Pomraenke, S. Reich, E. Chang, D. Prezzi, A. Ruini, E. Molinari, M. S.
Strano, C. Thomsen, and C. Lienau, Exciton binding energies in carbon nanotubes from
two-photon photoluminescence, Phys. Rev. B 72, 241 402(R) (2005).

[85] F.Wang, G. Dukovic, L. E. Brus, and T. F. Heinz,TheOptical Resonances in Carbon Nan-
otubes Arise from Excitons, Science 308, 838–841 (2005).

[86] G. Dukovic, F.Wang, D. Song, M. Sfeir, T. F. Heinz, and L. Brus, Structural Dependence
of Excitonic Optical Transitions andBand-Gap Energies in Carbon Nanotubes, Nano Lett
5, 2314–2318 (2005).

[87] P. Y. Yu andM. Cardona, Fundamentals of Semiconductors: Physics and Materials prop-
erties (Springer, Berlin, Heidelberg, New York, 2006), third edition edn.

[88] F. Wang, D. J. Cho, B. Kessler, J. Deslippe, P. J. Schuck, S. G. Louie, A. Zettland, T. F.
Heinz, and Y. R. Shen, Observation of Excitons in One-Dimensional Metallic Single-
Walled Carbon Nanotubes, Phys. Rev. Lett. 99, 227 401 (2007).

[89] M. Rohlfing and S. G. Louie, Electron-hole excitations and optical spectra from first prin-
ciples, Phys. Rev. B 62, 4927–4944 (2000).

[90] V. Perebeinos, J. Tersoff, and P. Avouris, Scaling of Excitons in Carbon Nanotubes, Phys.
Rev. Lett. 92, 257 402 (2004).

[91] J. Jiang, R. Saito, G. G. Samsonidze, A. Jorio, S. G. Chou, G. Dresselhaus, and M. S.
Dresselhaus, Chirality dependence of exciton effects in single-wall carbon nanotubes:
Tight-binding model, Phys. Rev. B 75, 035 407 (2007).

[92] R. B. Capaz, C. D. Spataru, S. Ismail-Beigi, and S. G. Louie, Diameter and chirality de-
pendence of exciton properties in carbon nanotubes, Phys. Rev. B 74, 121 401 (2006).

[93] M. S.Dresselhaus, G.Dresselhaus, R. Saito, andA. Jorio, Exciton Photophysics of Carbon
Nanotubes, Annu. Rev. Phys. Chem. 58, 719–747 (2007).

225



Bibliography

[94] V. Perebeinos, J. Tersoff, and P. Avouris, Radiative Lifetime of Excitons in Carbon Nan-
otubes, Nano Lett. 5, 2495–2499 (2005).

[95] I. B. Mortimer and R. J. Nicholas, Role of Bright and Dark Excitons in the Temperature-
Dependent Photoluminescence of Carbon Nanotubes, Phys. Rev. Lett. 98, 027 404 (2007).

[96] J. Shaver, J. Kono, O. Portugall, V. Krstic, G. L. J. A. Rikken, Y. Miyauchi, S. Maruyama,
and V. Perebeinos,Magnetic brightening of carbon nanotube photoluminescence through
symmetry breaking, Nano Lett. 7, 1851–1855 (2007).

[97] R.Matsunaga, K. Matsuda, and Y. Kanemitsu,Direct observation of dark excitonic states
in single carbon nanotubes, Journal of Luminescence 129, 1702–1705 (2009).

[98] O. Kiowski, K. Arnold, S. Lebedkin, F. Hennrich, and M. M. Kappes, Direct Observa-
tion of Deep Excitonic States in the Photoluminescence Spectra of Single-Walled Carbon
Nanotubes, Phys. Rev. Lett. 99, 237 402 (2007).

[99] O. Torrens, M.Zheng, and J. Kikkawa, Energy of K-MomentumDark Excitons in Carbon
Nanotubes by Optical Spectroscopy, Phys. Rev. Lett. 101, 157 401 (2008).

[100] Y. Murakami, B. Lu, S. Kazaoui, N. Minami, T. Okubo, and S. Maruyama, Photolumin-
escence sidebands of carbon nanotubes below the bright singlet excitonic levels, Phys. Rev.
B 79, 195 407 (2009).

[101] R. Matsunaga, K. Matsuda, and Y. Kanemitsu, Origin of low-energy photoluminescence
peaks in single carbon nanotubes: K-momentum dark excitons and triplet dark excitons,
Phys. Rev. B 81, 033 401 (2010).

[102] H. Y. Seferyan, M. B. Nasr, V. Senekerimyan, R. Zadoyan, P. Collins, and V. A. Ap-
karian, Transient Grating Measurements of Excitonic Dynamics in Single-Walled Carbon
Nanotubes: The Dark Excitonic Bottleneck, Nano Lett. 6, 1757–1760 (2006).

[103] S. Tretiak, Triplet absorption in carbon nanotubes: A TD-DFT study, Nano Lett. 7, 2201–
2206 (2007).

[104] E. Malic, Many-particle theory of optical properties in low-dimensional nanostructures,
Dissertation, Technische Universität Berlin (2008).

[105] A. G. Walsh, A. N. Vamivakas, Y. Yin, S. B. Croninc, M. S. Ünlü, B. B. Goldberg, and
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