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Abstract

The first determination of the strong coupling constagtvia the differential 2-jet-rate in pp
collisions at the LHC (at a center-of-mass-energy of 7 Te\fresented. Datg L dt = 700 nbt)
gathered by the ATLAS experiment are fitted by next-to-legdorder (NLO) perturbative QCD
predictions from calculations with the program NLOJET+ & observable, the jet-flip-parameter
from 3 to 2 reconstructed jets is investigated, using theiefl and collinear safe- jet algorithm in
the exclusive reconstruction mode. The jet-flip-paransefierm real data are compared to simulated
data from Monte Carlo generators.

For the determination ofrs, real data have been corrected for the jet-energy-scalereah the
calculations from NLOJET++ have been corrected for the @nfae of hadronization effects as well
as the impact of the Underlying Event by applying bin-by-borections. The fit between real data
and the calculations from NLOJET++ yields a valuexgfMz) = 0.120+0.001(stat ) +-0.005syst),
which is in very good agreement with the current world averag






Zusammenfassung

In dieser Arbeit wird die erste Messung der starken Kopplungstanteros mithilfe der differen-
tiellen 2-Jet-Rate bei pp Kollisionen am LHC (bei einer Sehpunktsenergie von 7 TeV) vorgestellt.
An Daten ( L dt = 700 nb 1) aus dem ATLAS Experiment werden dabei die Theorierechearig
nachst-fuhrender Ordnung (NLO) in der Storungsrechrader QCD aus dem Programm NLOJET++
angepasst. Als Observable wird der Jet-Flip-Parametersutht, der deflbergang von 3 nach 2
rekonstruierten Jets beschreibt. Hierbei wird der infranmd kollinear-sicherds Jet Algorithmus
im exklusiven Rekonstruktionsmodus verwendet. Die Jgi-Farameter aus echten Daten werden
mit simulierten Daten aus Monte Carlo Generatoren verglich

Fr die Bestimmung voas werden einerseits die echten Daten um den Einfluss der &stiErSkala
bereinigt und andererseits die Berechnungen aus NLOJET#an Einfluss der Hadronisierung
und des Underlying Events korrigiert, indem die Eintrage &ir Bin korrigiert werden. Durch
einen Fit zwischen echten Daten und den Berechnungen ausdBL£> ergibt sich ein Wert von
as(Mz) = 0,120+ 0,001(stat ) + 0,005(syst), der sehr gut mit dem Weltmittelwert Ubereinstimmt.
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Chapter 1

Introduction

Since ancient times matter and its structure have beentigat=d by mankind. Beginning with
thought experiments of philosophers, the science led tbitigest experiments on earth. Elementary
particle physics uses experiments with cosmic rays as veeliumge particle accelerators, like the
Large Hadron Collider (LHC) at CERNnear Geneva, Switzerland, to study the properties and
interactions of matter. The LHC (and with it the ATLES&zxperiment) started its operation in
September 2009. It has been designed to collide protonsesttareof-mass enelﬁyof V/S=14TeV
(currently, the LHC is operating ays = 7 TeV) with a final instantaneous luminosity of up to
£ =10%cm s L.

At such high energies, it is now possible to find (or excludedprted particles, which have not been
observed yet due to their very large mass. Nonethelessiebaéav particles can be discovered, and
thereby new theoretical models confirmed, a good underistgund the Standard Model (SM) at LHC
scale is crucial. All known elementary particles and intéoa forces (excluding the gravitation) are
included in this powerful model: the electromagnetic, treawand the strong interaction. The latter
describes the force between quarks and gluons and has ashageut 101° m. The interaction
force is conveyed by eight gluons, being discovered in 19&3Byjet-events at PETHbat DESV.
The strength of the strong interaction is described by ttmmgtcoupling constants. By combining
many different measurements, the world average was sef(Mz) = 0.1184+ 0.0007 with a Z
boson mass df1; = 911876+ 0.00021 GeV (values are taken frohd [1]), which is about two sde
of magnitudes above the electromagnetic force.

When starting a new experiment, first of all the detector lmabe understood and it has to be
shown that the experiment works well, reproduces the efdin former colliders and is consistent
with the theoretical extrapolation to the high collisioreggies of the LHC. Sophisticated technical
innovations and improved analysis techniques make it plesso measure several properties of
particles and their couplings with an accuracy and preci#hat are second to norig [2].

A basic quantity for testing the Standard Model and espgdiaiantum Chromo Dynamics (QCD)
is the strong coupling constaat, describing the strength gluons couple to colored pasickes as

is not a constant - contrary to the misleading name - but saxi¢h the transfer of momeng, it
opens the opportunity to compare its value with former expents and, in addition, to determine it
in regions ofQ not yet investigated.

As a test of QCD, this thesis deals with the determinatiorngfia the ratio of 3-jet-events to
2-jet-events. The jets are reconstructed usingkihget algorithm in the exclusive mode, with the
algorithm being forced to find 3 jets in the final state. Théeddntial 2-jet-rate is measured via the
jet-flip-values, describing the transition from 3 to 2 resioacted jets.

1European Organization for Nuclear Research (frei@inseilEuropéen pour l&echercheNucléaire)
2A T oroidal LHC Aparatis

3Thenatural units(A = 1 andc = 1) are used throughout this thesis.
“PositronElektron-TandemRing-Anlage

SDeutscheglektronenSynchrotron in Hamburg
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The presented method has the advantage that it can be ddneasliy data gathered by the ATLAS
detector.

This thesis is divided into 9 chapters. The theory chaptscrilges the SM, the QCD, the hadroniza-
tion process and the method used to determinas well as the parton distribution functions. Finally,
some background processes (such as the Underlying Evenéxalained. In chapter 3, the LHC,
the ATLAS detector and the data & computing grid are intratldollowed by a chapter about jets
and jet algorithms. The analysis software used is presantedapter 5. Chapter 6 motivates why
the differential 2-jet-rate has been used to deternaifiand presents the distributions from calcula-
tions with NLOJET++. Then, real data is analyzed after aipglyet cleaning cuts. The differential
2-jet-rate is compared to the differential 3-jet-rate lbefoomparing real data to simulation. In chap-
ter 7, the influence of the jet-energy-scale, hadronizagitects and the UE are corrected fors is
then determined via fits to the differential 2-jet-rate whisttions in chapter 8. Also some systematic
uncertainties are investigated. Finally, chapter 9 surimeathe results.



Chapter 2

Theory

This chapter (based onl[2-6]) focuses on the theoreticadkgoaund of this thesis. First of all,
the Standard Model (SM) of elementary particle physics scdbed, followed by an overview of
Quantum Chromo Dynamics (QCD). Furthermore, the hadr@inizaf quarks and gluons into color-
neutral particles is introduced. Then, the method used teraéne as is shown. After describing
the structure of the proton, some background processesglgreed with a focus on the Underlying
Event (UE).

2.1 Standard Model

The Standard Model of particle physics comprises the knolementary particles and the inter-
actions between them. It has passed (excluding the Higgsnbadl theoretical and experimental
tests to a level smaller than 0.1%. Richard Feyrﬂnaineady said that “the Standard Model is
working too well”.

According to the SM the whole matter consists of twelve femi (see tabld_2]1): six quaﬂs
(up, down, strange, charm, bottom and top), which undergoetbctroweak as well as the strong
interaction, six leptons (electron, muon, tau and respeateutrinos), being solely subject to the
electroweak interaction (because they don't carry col@rge) and the according antipartiE|es

The fermions can be grouped in three generations, each withl@ptons, two quarks and the
corresponding antiparticles.

Quarks never appear as free particles, but always as celdrah hadrons. These composed particles
are either mesons, i.e. quark-antiquark-pairs, or baryomssisting of three quarks, like the proton,
comprising two up-quarks and one down-quark.

The interactions between the particles are representectllyguanta, commonly known as gauge
boson, which carry the force. The Feynman diagrams of some fundtahdermion-boson
couplings in perturbation theory are shown in figurg 2.1. Tdmge of these bosons is - agreeable
to the Heisenberg uncertainty principle - linked to theirssiésee table 2.2) - except for the gluons,
which transmit the strong interaction.

1Richard Phillips Feynman (1918-1988) was an American iistsiwho won the Nobel prize in physics in 1965 for
his contributions to Quantum Electro Dynamics (QED) [7].

2Fermions are spir%—particles, obeying Pauli’'s exclusion principle. In adult they adhere to the Fermi-Dirac-
Statistics.

3The name quark has its origin in the bdéknegans Wakby James Joyce. The American physicist Murray Gell-Mann
(born 1929) liked the sentenddree quarks for Muster Markdo much that he adapted the name quark for these subatomic
particles (only three quarks were known at that tifhé) [7].

4Antiparticles have the same masses as the according partitlt opposite electrical charge, color and third compbne
of the weak isospiri]3].

5Bosons have a whole-number spin and obey to the Bose-HirStatistics. They are not subject to Pauli’s exclusion
principle.
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Quarks
Generation ‘ Flavor ‘ Symbol ‘ Charge [€e] ‘ Mass [GeV]
1 up u +2 0.00225+ 0.00075
down d —3 0.005+ 0.002
2 charm c +2 1.25+ 0.09
strange| s —3 0.095+ 0.025
3 top t +5 174.2+ 3.3
bottom| b -1 4.2+ 0.07
Leptons
Generation Name ‘ Symbol ‘ Charge [€] ‘ Mass [GeV]
1 electron e -1 511x 10°°
electron neutring Ve 0 <22x10°
2 muon u- -1 1057 x 1073
muon neutrino | vy 0 <170x 10°°
3 tau T -1 17777
tau neutrino Ve 0 < 155x 1073

Table 2.1: The Fermions at a glande [1]. All stable matter forming osible universe is composed by particles
of the first generation. Particles of the second and thircegaion (having higher masses) only have a short
lifetime.

In this way, the electromagnetic force (described by the PE&s an infinite range, because it
is conveyed by massless photons. Accordingly, the rangbeofmeak interaction is rather small
(< 10716 m), due to the large masses of We" boson of 80 GeV and thez® bosoff of 91 GeV
respectively. However, the range of the strong interadomot infinite, although the eight gluons
representing this force are massless. This can be tracédiddioe fact that gluons interact among
each other (see sectibn 2J2.1).

The forth fundamental force, gravity, is not part of the SMeTaccording particle, the graviton (with
spin 2), has not been observed yet. In comparison to the witezactions, the gravitational force is
almost negligible (in relation to the strong interactiohats merely a magnitude of 1¢f).

It is a great achievement of the Standard Model that electgmetic and weak force could be joined
in a common theoretical framework - the electroweak theory.

‘ EM Force Weak Force Strong Force
Strength | 7.30x 103 ~ 13- 1.02x 10°° ~1
Range [m] 00 < 10716 107151016
pertains to | charged particles fermions quarks

conveyed by y (photon) W=, 79 (gauge bosons) g (gluon)
Mass [GeV] 0 ~ 107 0

Table 2.2: The elementary forces and their mediating gauge bosong@tdndard Model 5]

5W* bosons couple to weak isospin doublets of left-handed farsnand - as they carry an electrical charge - also to
photons.
"TheZ® boson acts on both left- and right-handed particles, bubngihotons, as it is electrically neutral.
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W* (W boson)

g (gluon)

Figure 2.1: Feynman diagrams exemplifying some of the fundamentali@rshoson couplings in perturbation
theory [5]

The reason for the masses of ieandZ bosons (discovered in 1983) is supposed to be described
by the Higgs mechanism, i.e. a spontaneous breaking of dutr@elveak gauge symmetry. In this
theory, (at least) one further scalar particle is needeslHiggs bosonH), named after the Scottish
physicist Sir Peter W. Higgs. The Higgs boson of a symmeteaking background field couples to
theW andZ bosons and provides them with an effective mass. For a fudénscription of the Higgs
mechanism, see e.d./[8]. In this theory, the fermions get thasses by Yukawa-couplings to the
Higgg particle. The experimental proof of the Higgs bosoaris of the main research goals of the
LHCH.

With the exception of the Higgs mechanism, the SM is basederptinciple of gauge invariance,
i.e. the invariance of a gauge field under local phase tramsftions, e.g®(x) — €% d(x).

The symmetry group of the SM isld(1)y ® SU(2). ® SU(3)c gauge symmetrySU(3)c (the C
represents the quantum number color) is the symmetry ofttbegsinteraction antd (1)y ® SU(2),
(the Y corresponds to the weak hypercharge, the L to theispe symmetry of the electroweak
interaction. U(1)em as the symmetry of the electromagnetic interaction is a reulpg of the
electroweak interaction.

2.2 Quantum Chromo Dynamics

In order to understand the strong interaction, the BMeeded, being formulated in 1973][11]. In
this quantum field theory, the strong interaction betweearkgiand gluons is described by a new
charge, being based upon the electrical charge of QED.

This charge is called co, because the three occurring charges have been assigriesl ¢olors
red (), green @) and blue b) (accordingly antiredr(, antigreen @) and antibluelf) for antiparticles).

8The predecessor-experiment LEPa(ge ElectronPositron Collider) could only determine a minimum mass of
114.4 GeV[[9]. LEP ran from 1989-2000 at a collision energypto 209 GeVI[[1D].

9The name Quantum Chromo Dynamics comes from the Greekdermmos= color.

1The name color is just a matter of nomenclature in order tongjsish these quantum numbers and should not be
misapprehended as an indicator that quarks are literaltyead.
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2.2.1 Color-charge

Quarks carry these color-cha@m addition to their electrical charge. Therefore, eachrktiavor
exists in three different colors.

In addition to the quarks also the eight gluons= 0 andJ® = 17) are color-charged (in contrast to
QED, where the photons are electrically neutral). In thegdsthe gauge bosons, this charge is a
combination of color and anticolor. Due to their color-agrthe gluons interact with themselves
(this is called self-interaction of gluons), besides tleewpling to quarks.

In accordance with th8U(3)c symmetry group, the & 3 color combinations split into a color octet
and a color singlet. The latter

\/%(I’F-F g + bb) (2.1)

is invariant under rotations in the color space and henaa-c@utral. Therefore only the octet states
couple to color-charged patrticles. These color-states are

rg. rb, gb, . b bg; \/gm‘ ~99), ﬁm o3 — 2bb) . (22)

In figure[2.2 the fundamental Feynman diagrams of the stnutegaction (including the self-coupling
of the gluons) are shown.

q g

o o o
& > >

Figure 2.2: Feynman diagrams of fundamental QCD interactions. Fronbetfopo bottom right: gluon emis-
sion, gluon splitting up into a quark-antiquark-pair, gitself-interaction of three and four gluons [6]

Color-charges can be concluded experimentally by e.qg.ihgo&t the cross section ratﬁé@%ﬁ The quantum

number color was required to preserve Pauli’'s exclusioncple when discovering th@~ particle (composed of three
strange-quarks), and accordingly #the" particle, consisting of three up-quarks.
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2.2.2 Strong Coupling Constantas

The self-interaction of gluons is responsible for the u#oia of the interaction potential between
quarks (or colored particles in general), which grows witbréasing distance along the lines of a
stretched spring.

The force that binds the particles together is describedhégtrong coupling constant. Analogous

to the finestructure constant of the QED, this force is defamed

R
s = — 2.3
S 47_[ 9 ( )
wheregs represents the color-charge.
As already announceds is not a real constant, because the value depends on theexnalgQ and

therefore on the distance of the color-charged particlesth other (see figuke 2.3).

N Confinement

ocsA“

0.118 - e Asymptotic
Freedom

i

Q
Figure 2.3: Q-dependency of the strong coupling const@n(o]

The running ofas is explained by the vacuum polarization. In contrary to tlaéve picture, the
vacuum is not empty, but has a complex structure. Theref@ets polarized in presence of a color-
charge and bare charges get shielded. Visible charges &uasne energy- and distant-dependent.
On the one hand, this leads to tasymptotic freedorwhen distances are small (and consequently
transverse momenta transfédarge):
lim as(Q) — 0 . (2.4)
Q-
Quarks can consequently move virtually free within smadtalices, because of the small attraction
forces. These regions can be handled by perturbation theory
On the other hand, when going to large distances, the emkngsity between particles becomes
larger until quark-antiquark-pairs and gluons are producem the vacuum, comparable to a para-
magneticum for color-charges. This is energetically max®fable than enlarging the distance be-
tween the quarks.

Qj/r\r;w as(Q) — o, (2.5)

where/Aqcp is the only free parameter of QCD with a value of a few hundrez}/M

Colored patrticles can hence never appear individually,oblyt as color-neutral hadrons. This fact
is called confinement The confinement is outside the regime of perturbation theatculations
applying Feynman diagrams|[3,12].
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2.3 Hadronization

Partons (i.e. color-charged quarks and gluons) do not agisee-propagating particles, in contrary to
color-neutral hadrons. As perturbation theory cannot leel tis calculate the involvement of partons
(which can originate from the vacuum) into hadfhsecause of the confinement, phenomenological
models have to be implemented.

g q IS ASRRREFATN
Q«‘L@q{ yg !
T304 |
« T g |
g a a
e 2y §
| W&g M
i i 220
Hard scattering Parton shower
process

decreasing Q 2

y

Figure 2.4: Hadronization of color-charged partons into color-nduteairons([6]

e The model of independent hadronizationis the oldest model describing the hadronization
process. Here, every quark hadronizes for its own with ramgehosen quark-antiquark-pairs
of the vacuum. According to a probability function, the ladgets a certain fraction of the
available energy and momentum.

e A preferable model is theluster model After the parton shower, all gluons split into g g- or
diquark-antidiquark-pairs. Neighboring quark-antidapairs resulting from such a splitting
can build a color singlet cluster due to color-interactisag figuré 2J5). These clusters finally

12This process is calledadronization and displayed in Figude 2.4. As a long-distance procesy, smhll momenta
are transfered during the hadronization. This is why the fibuantum numbers as well as the transfer of energy of the
hadrons have their origin mainly from parton-levell[13].i§ Felation is calledocal parton-hadron duality [14].
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decay into hadrons (sele |13] for more details). The clustdehis used by the Monte Carlo
event generator HERWIG (see chajtel 5.3).

~—_ Clusters of color-
¥
charged particles

Figure 2.5: lllustration of the cluster model[6]

e A widely used hadronization model, being also implementedhie Monte Carlo event
generator PYTHIA (see chapfer 5.2.1), is thend) string model. After the hard interaction,
the color field lines between the partons can be found in abifirtubes. These tubes behave
like strings with a constant tensidn ~ 1 GeV/fm. If the distance between the partons
increases, the potential energy rises until enough energgthered to build a hadron. Then,
the string breaks and formsgg-pair. At this stage, the system consists of two color sisgle
If one of them has again enough energy available, the destpbocess is repeated. When
emitting a gluon, the string is stretched over the gluongappg as a “bend” (with momentum
and energy) inside the string (see figurd 2.6) [6, 11, 12, 15].

~— Color strings

Figure 2.6: lllustration of the string model 6] [16]
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2.4 Determination of as

In order to determinexs, processes are needed where gluons take part, as gluons eatipthe
strengthas to colored particles. In figurie 2.7 (left) ate  collision with three je in the final
state is shown. One of the jets has its origin in the emissfangluon. The cross section is in this
case proportional tos. At proton proton collisions this is slightly different, temuse a gluon can be
exchanged between two final state particles (see flgureight).r As both particles couple with the
strengthas to the gluon, the cross section is proportionatrfo

el Jet p
\ Jet
Jet
Jet
Jet
e Jet P

Figure 2.7: Left: e"e™ collision where a real gluon is emitted in the final state. @itwess section is proportional
to as. Right: pp collision where a gluon is exchanged. The cross sectiontisisrcase proportional ta?2 [2].

Due to their direct proportionality tas, jet-rates provide a good possibility to determine thersjro
coupling constant.
The exclusive 3-jet-rate

. O3Jets (2.6)
O23ets 1 O3Jets

is at leading order (LO) proportional tms.
At next-to-leading order (NLO), the 3-jet-rate becomes

Ri=A+B, (2.7)

where A stands for a LO term (being proportionabtg) and B for a term at NLO (being proportional
to a?).

The next-to-leading order calculation has to deal with solkeed partons, resulting in collinear and
infrared divergences. The measurement of jet-rates isehenty possible in certain areas of the
phase-space (see figlire]2.8).

This problem can be solved by using infrared and collinete shservables, like theéys flip-values

of the exclusivekr jet algorithnid.

Jet-rates as inclusive measurements depend strongly aitsd#tthe final state, like the hadroniza-
tion (see chaptér 2.3), the parton density function (septeli@.5), the Underlying Event (see chapter
[2.6.2) or the jet-energy-scate(see chaptdr 4.5.2). This leads to a huge systematic uimtgrta
Moreover, the entries of the jet-rates are correlated tb etdtwer. Therefore, the uncorrelated, differ-
ential jet-rates have been studied in this analysis. Theg hkso the advantage that many uncertain-
ties almost cancel out.

In order to study the differential jet-rates, the jet muitipy has been forced to 3 in this anlysis. The

13Jets are objects consisting of particles after the hartinizawhich are close together (depending on the jet aligorit
either geometrically or in momentum space). For more detailjets, see chapier 4.

14The valued,; describes the transition from 3 to 2 reconstructed jets¢baptef 4.312).

15The jet-energy-scale calibrates the energy measuremeantaibrimeter detector to the true energy of a particle jet (o
parton jet).
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Xq
collinear divergence
; __ infrared divergence
0.5
" collinear divergence
-
0.5 1 Xq
Xq
collinear divergence
; _ infrared divergence
0.5
 collinear divergence
—'— -
B 0.5 1 Xq

Figure 2.8: Collinear and infrared divergences. Variables like thiIst= max, Ziz‘ﬁ‘;fl) (bottom) exclude

divergent areas in the phase-spacstands for the fraction of the proton’s momentu [2].

cross section of 3-jet-events is in LO proportionabtpand toag in NLO.
With R, = 1 — Rz — Ry the differential 2-jet-rate becomes (if the 4—jet—rateé@iecte)

D,.— DR ARy AA(ds) | AB(d) _ 1 AN 2.8)
7 Adps  Adyz Adgs Adys N s '

It has been pointed out that, is not a constant, but changes its value dependin@.omaking this
dependency into account, the above formula becomes

~ DA(dx3,Q) | AB(d23,Q) 1 AN(Q)
D23(Q) o Ady3 + Ady3 B N(Q) . Adys 7 =9

with %2233@ depending o 3(Q) and%zjf) depending om?(Q).
To determine the strong coupling constant, the LO téﬁé%ﬁ:—@ and the NLO term‘%%@ are both

taken from calculations with NLOJET+E 17}k x Ag'd(z? represents the real data. The real data
are such described by a LO and a NLO term, each having differedependencies. Applying fits
between real data and the calculated LO and NLO terms (pedvi¢t NLOJET++) then yieldts.

18R, has been neglected, as its NLO calculation is not implendentthe program NLOJET++ (see chagier5.1) used for
the determination ofrs. The measurement has therefore been done in regions wiesfiattion of the 4-jet-rate is small

(see chaptdr 6.3.3).
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2.5 Parton Distribution Functions

As already mentioned, the proton is not an elementary pertiBesides the three valence quarks
(uud), being bound together via gluons, it contains seakguamd gluons (see figure 2.9).

Quark-
Antiquark-

Gluon Pair

Quark

Figure 2.9: Buildup of a proton[[18]

Sea quarks are virtual quark-antiquark-pairs, which éffeauantum numbers are annihilated on
average. They appear at scattering processes because efabtrical charge [3].
The structure of the proton is described by structure fonsti(see figure 2.10).

three pointlike
intiik particles
pointiike (valence quarks)
particle -_—
—— — -
1 X 1/3 1 X
a) b)
_sea and gluons
three pointlike three bound
bound particles / ! valence quarks, valence
(valence quarks) [ sea quarks, gluons » quark
ng*/; _Ei__ -
/ 1
13 1 X T 1 X
c) d) T

Figure 2.10: Structure functions of a) a pointlike particle, b) a pagicomposed of three pointlike particles,
¢) a particle consisting of three bound quarks and d) a pratamposed of three valence quarks, sea quarks and
gluons [19].x stands for the fraction of the proton’s momentum.

Based on the longitudinal and transverse polarizationttioetsire function
Fa(x) = 5 & x fi(x) (2.10)
|

is discerned fronir; (x). The two functions follow the Callan-Cross relationR2(x) = F»(X).

F»(x) describes the superposition of partongth chargeg, and momentum fractior [20].

The parton distribution function (PDF) fi(x) parametrizes the probability that thieh parton
carries a fractiorx of the original momentum - the rest is assigned to the prasidual (called beam
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remnant).
Therefore, when a collision takes place, two partons withabcording fractions of momenturg
andx, perform a hard interaction (see figlire 2.11) [21].

ﬁ_/\/
1 f(x,) |
”1 ‘\\\{1\(5)

Ty

p2 /_\ /////(APZ/)
= flxg)

W g i i : 1
N x

Figure 2.11: lllustration of the factorization of a proton-proton seaiihg. Left: Parton 1 with the momentum
fractionx; and the PDF (x1) interacts harddj; (as)) with parton 2 &, f(xz)). Right: PDFs (here: CTEQS6)
for gluons up-, down-andstrangeguarks aQ? = 2 GeV versus the longitudinal momentum fractiof].

The right plot (using CTECE) shows that the gluons dominate in regions whasssmall, in contrast
to the up- and down-quarks: their fractions of the longitadlimomentum of the proton rise with
increasingx.

The PDFs can such be used to calculate the luminosity of tiierzin hard collisionsas (depending
on Q) influences the cross section of the hard scattering prdékss

For more details on PDFs see elq./[23].

2.6 Background Processes

The complex structure of the protons (see chaptel 2.5), the luiminosity of up to.¥ =
10* cm~2s7! as well as the huge center of mass energy of ug/§o= 14 TeV involve several
problems, being less important at former experiments.

In this chapter processes are described, which take plaer lmches of particles collide. The main
focus is placed on background processes, overlaying a haatt@n — 2 partoncollision and there-
fore influencing its measurement. At hadron-hadron coltisithose soft processes have the largest
cross section and are therefore quite important.

2.6.1 Minimum Bias

When two bunches of particles cross each other, the mody likeractions that appear are soft
and not hard Zparton — 2 parton collisions. Soft means that only a small amount of trangvers
momentum is transferred. The perturbative Quantum Chroyimabic (see chaptér 2.2) is very
successful at describing hard processes. Unfortunatelgnibot be applied when energies become
small. Therefore, approximations and models are necefmattyese soft interactions [24].

The total cross section predicted\d@ = 7 TeV is as follows[[25] (see figufe 2112):

Oiot(1146 mb) = 0¢(24.8 mb) + 0s4(120 mb) + 0¢q(6.2 mb) + oOne(7L6 mb) . (2.11)

YCTEQ stands for th€oordinatedT heoreticalExperimental Project oQCD. Several different PDFs (which names
are composed of CTEQ and a certain number) have been desédgpibe CTEQ grougd [22].
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Elastic SrV Single Diffraction Double Diffraction Hard Core

Figure 2.12: Components of the cross section. From left to right: elastattering, single diffraction, double
diffraction and hard coré [26]

Og| Stands for the cross section of the elastic scatteggfor the single diffractiongyg represents
the cross section of the double diffraction amgd symbolizes the physically interesting part: the hard
core (HC) events. This last component contains soft as wsedhaad collisions (the hard scattering,
i.e. the hard component of the HC, is described in chaptePR.6

The single diffraction can be imagined as the diffractiothef matter wave of one proton at the “disk”
of the other proton. The resulting hadrons do not have argr @@nnections to the protons or to the
partons of the protons. If the described process is alsdforutne second proton, it is called double
diffraction.

More interesting is the soft component of hard core evemrsts figurd 2.113), being also callédini-
mum Bias (MB).

At each bunch crossing the design luminosity of LHC will ldgacan average of about 23 of these

“Soft” Hard Core (no hard scattering)

Proton Proton

Figure 2.13: Soft hard core component [26]

inelastic, soft events (at the Teval@rmnly 4 of these inelastic events appeared on an average). The
first run periods of LHC had to deal with a maximum average @8 &vents per bunch crossing [28].
Only a small amount of transverse momentum is transferrsdfaévents and the direction of the out-
going partons is just slightly different compared to theyioval hadrons. If a hard scattering process
appears at a bunch crossing, the outgoing particles aréam/éy those soft contributions coming
from interactions of protons not taking part in the hard tecatg process.

It is common to define Minimum Bias as non-diffractive, irstia interactions[[29]. However, there

is no consistent definition. Finally, it depends on the usigge what is considered to be MB in an

event [26].

2.6.2 Underlying Event

In order to find interesting and potentially new physics,gesses are needed where large transverse
momenta are transferred. These events are called hardrswgifsee figure 2.14).

Unfortunately, additional soft contributions - commonlgdewn asUnderlying Event (see figure
[Z.13, right) - occur at a hard@arton — 2 partonscattering event (independently of the luminosity).

18The Tevatron is a proton-antiproton accelerator at the Faormear Chicago with a luminosity of about 2
10*2 cm2s7! and a center-of-mass energy of 1.96 TEV [27].
19A trigger is an event-filter. The trigger system of the ATLA&ektor is described in chapier 3]2.6.
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Figure 2.14: Components of the hard scattering with initial (ISR) andIfstate radiation (FSR) as well as
contributions of the UE[26]
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Figure 2.15: Components of the hard scattering, divided in the hard carapb(left) an the contributions of
the UE (right) [26]

The hard scattering consists of particles resulting from hldronization (see chapfer]2.3) of the
two outgoing partons. Initial state radiation (ISR) and ffistate radiation (FSR) (see figure 2.16),
i.e. the emission of gluons (or quarks) before or after asiolt are commonly assigned to the hard
process (however, it should be mentioned that some authocai ISR to the UE, because they are
experimentally difficult to separate from UE). The energishe original protons are diminished

by the fraction of the ISR and therefore also the availablerggnfor the hard scattering process is
reduced.

The term Underlying Event stands for everything except thel Iscattering process. It contains
beam remnantsas well as particles resulting from soft or semi-sutiltiple (parton) interactions
(MPI) (see figuré 2.17)126].

Beam remnants are all partons not actively taking part irhtirel interaction. If e.g. a down-quark
scatters, the remaining up-quarks build (together witleotharticles) the beam remnant. As these
particles are color charged and the proton neutral, theg@oe connected with the hard interaction
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q t q t

Figure 2.16: Initial (left) and final state radiation (right) [30]

Multiple Parton Interactions
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Figure 2.17: Multiple parton interactions$ [26]

and they are therefore a part of the fragmentation systefn [21

In addition there is the possibility that partons not pptting in the hard scattering interact inelasti-
cally among each other or with partons of the hard scattgniagpn. The interactions between several
partons inside one proton is called multiple parton intéoac MPIs are almost always soft, resulting
in particles with mostly small transverse momenta with eespo the beam direction.

The UE depends on the hard scattering, because it has thepsemaey vertex and it is in addition
energy, color and flavor correlated. It is also not equal éoMiinimum Bias, although it has a similar
phenomenology (however, for some authors the MB is a partopomf the Underlying Event).

In a single event, it is not possible to palpably determiredhigin of a particle. No matter which
observable is examined, it will always contain fractionshe hard scattering and of the Underlying

Event [31].

2.6.3 Pile-up

Minimum Bias and Underlying Event together are calRite-up or Event-Pile-up (however, it is
also common to use the term synonymously for Minimum Bias).

Furthermore, the term Pile-up is used for hetector-Pile-up, designating the overlay of several
events due to the slow read out speed. In the liquid argon)(t&lorimeter of ATLAS (see chapter
[3.2.4) the electronic pulse has a duration of about 600 nsthétdesign performance of LHC,
a bunch crossing will appear every 25 ns. Hence, an intagestvent is likely to be overlaid by
particles coming from another bunch crossing [32].



Chapter 3

LHC and ATLAS

This chapter is divided into three parts: the circular jgtataccelerator LHC, the ATLAS detector and
the data processing via the data & computing grid. In thiided experiment, protons scatter with
other protons, leading to a very high achievable centana$s energy. Protons have the advantage
that they do not suffer significantly from synchrotron raidia due to the mass dependencynof*

- in contrary to electrons, being used for the predecesgmeranent LEP. Consequently, the LHC
holds the world record for having the highest collision gmes, although it has been run with only
half of its design center-of-mass energy of 14 TeV until now.

This chapter is based onl [4+6] 11] with the parameters m#akign from [33E35].

3.1 LHC

One of the largest physics experiment ever built on earthaés targeHadronCollider (LHC) near
Geneva with a circumference of 27 km (see fiduré 3.1). Thiutir particle accelerator was built in
the existing tunnel of the precursor experiment LEP, 100 deuswiss and french territory. Before
the protons are injected into the two oppositely runnin ipes of the main accelerator, they are
brought to 450 GeV by various pre-accelerators, Iikemand sPB At LHC, the protons are
gathered in thin bunches of ¥0particles. They are finally accelerated to 3.5 TeV by runsieeral
times through the same accelerator cavities. Up to now, ammuam of 348 colliding bunches inside
LHC has been reached [28]. Superconducting bending magreetooled to about 2 K by suprafluid
helium and guide the particles, which are accelerated dltodte speed of light until they collide
at a center-of-mass energy of 7 TeV (being upgraded to 14 ﬁ@@l4/lﬂ. The design luminosity
of LHC is .Z = 10** cm~2s™1. The accelerator is optimized to have a bunch crossing &&nys,
corresponding to a clock rate of 40 MHz.

In order to detect the particles after a collision took plaoair independent detectors have been
installed at the intersection points: ATLAS (see chaﬁﬁ),({iMﬂ ALICEE and LHCH. ATLAS
and CMS are universal detectors and are therefore sernitavéroad range of physical phenomena.

IProton SynchrotronBooster

2Proton Synchrotron

3SuperProton Synchrotron

“Besides the collision between protons, also heavy lonsP(®kare brought to collision at a center-of-mass energy of
v/S=5.52 TeV per nucleon pair. The luminosity is designed to regetoll 7 cm—2s2.

SCompactM uon Solenoid

A L argelon Collider Experiment

"LargeHadronCollider beauty experiment

1-7
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Figure 3.1: The LHC accelerator at CERN[B6]

3.2 ATLAS

With a length of 43 m, a diameter of 25 m and a weight of abouD7)the ATLAS detector is the
largest detector at the LHC. The name ATLAS has formerly tmeacronym fotA T oroidalLHC
Aparats and is used nowadays as a proper name, referring to Atlastirer@reek mythology, who
was doomed by Zeus to carry the sky on his shoulders (sea¢i@R) [7].

Figure 3.2: Atlas sculpture in front of the Rockefeller Center in New KoA stylized drawing of this statue is
used as the logo for the ATLAS experiment|[37].

The ATLAS detector is constructed in several layers, whexehdayer is sensitive to different
particles. In the middle, there is the inner track detedbeing surrounded by a solenoid magnet.
Then follow the electromagnetic and the hadronic calomrsetind finally the muon system, being
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located inside a toroidal air core magnet. Tdblé 3.1 showishyparticles are typically detected in
which part of the detector.

| ID | EC | HC | Ms

Electron X X
Muon X X X
Charged Hadron x
Neutral Hadron
Photon X
Neutrino

Table 3.1: Detection of particles in the inner detector (ID), the alestagnetic calorimeter (EC), the hadronic
calorimeter (HC) and the muon spectrometer (MS)

The subsystems are divided into a barrel and two end capnegkigurd 313 illustrates the ATLAS
detector.

44m

25m

Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

Pixel detector
LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor tracker

Figure 3.3: The ATLAS detector([38]

3.2.1 Coordinate System

In the right handed coordinate system of ATLAS (see figuré, 3he z-axis runs along the beam
axis. The x-axis points from the collision point to the meldif the LHC accelerator ring, the y-axis
upwards.

The azimuthal angle @ is measured perpendicularly to the beam axis, whiere 0 is equal
to the positive x-axis.
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Figure 3.4: The coordinate system at ATLAS[39]

The polar angle 6 is measured coming from the positive z-axis (Bar= £, with r = /x2 +y2).
Instead of the polar angle theseudorapidity is usually used, having the advantage that the differ-
ence of twon-values is invariant under Lorentz boosts along the z-tdoec The pseudorapidity is

defined as follows:
¢]
n= —In(tanz) . (3.2)

Another important value is thieansverse momentumpr, representing the projection of a particle’s
momentum to the plane perpendicular to the beam axis.

3.2.2 Magnet System

As the supraconducting magnet system does not detect atiglgmitself, but helps other detector
components with this duty, its description is set in fronthe detector subsystems.
The magnet system consists of a central solenoid (CS) aed tbroid magnets.

e Thecentral solenoidis 5.3 m long and has a radius of 1.2 m. It surrounds the innectte
(see chaptdr_3.2.3) and generates a magnetic force of 2 Tawithximum of 2.6 T. In this
magnetic field, the tracks of charged particles are curvelddrxy-plane.

e Thetoroid magnetsgenerate the magnetic field for the muon spectrometer (sgetaf3.2.b).
The magnet system consists of eight supra conductingd@rair coils, being cooled to 4.5 K
by liquid helium. In the end caps two additional magnets astailed. Their fields are overlap-
ping the fields of the toroid magnets. The toroidal magneticl fnas an average of 0.6 T.

From inside out the ATLAS detector consists of the followsupsystems:
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3.2.3 Inner Detector

The inner detector with a length of 6.2 m and a diameter of 2.1 m is located arourel t
interaction point (see figule_3.5). In this part of the deigcthe particle tracks, which are bend
by the adjacent solenoid magnets, are measured and the ri@oofigime charged particles determined.

\ \ Barrel semiconductor fracker
i o Pixel detectors

Barrel transition radiation tracker

End-cap semiconductor tracker

Figure 3.5: The inner detectof [38]

The inner detector also has a substructure and consistseef plarts:

e 1500 cylindrical and 700 disk shaped semiconductor modoléisl up thepixel detector.
Each pixel module has an area of 13.3%anith 61,440 pixels. The silicon pixel counters are
arranged cylindrically in three layers around the beam. driaddition, five slices are installed
on each end, so that almost the whole solid angle is coveleel pikel detector provides three
measuring points per particle track, being used to recocisthe vertices. The resolution is
12 um in theR®- and 66um in the z-direction. The ability to measure short living tjgdes
and the resolution of the impact parameter are mainly sehibypiart of the detector.

e The semiconductor tracker (SCT) is composed of eight layers of silicon strip detegtais
lowing precision measurements of up to eight additionahtsodf the particle tracks in tHed-
(resolution: 16um) and z-area (resolution: 580m). The SCT contributes to the measurement
of the momenta, the impact parameter and the vertex positiboovers an area ofy| < 2.5.

e Finally, thetransition radiation tracker (TRT) completes the inner detector. The particle
tracks are measured like in drift chambers. The electromslatected via additional transition
radiation in pipes, filled with xenon. In this way, additid®® track points with a resolution of
0.170 mm for charged particle tracks with > 0.5 GeV at|n| < 2.5 are gathered. A good
separation of electrons from pions is therefore possibte thie TRT.



22 Chapter 3 LHC and ATLAS

3.2.4 Calorimeter

The energies of the particles are measured ic#herimeter via absorption (see figure 3.6). This part
of the detector has again a substructure, consisting ofeantreinagnetic and a hadronic calorimeter.
Both are sampling calorimeters, i.e. alternating slicesnafrgy absorbing materials with high density,
and gaps, where the resulting particle showers are measured

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic o
end-cap (EMEC) I
B\

LAr electromagnetic
barrel i
LAr forward (FCal)

Figure 3.6: The calorimeter [38]

¢ Intheelectromagnetic calorimeter(EM) the energy of mainly electromagnetically interacting
particles (above all electrons, positrons and photonspsemoed. Muons and hadrons lose a
fraction of their energy, but are still able to reach othetpaf the detector. After the interaction
with lead the resulting particle showers are detected im2m thick gaps, filled with liquid
argon (LAr). The resolution for electromagnetic showeBEJE = 10%/,/E/GeV. The EM
calorimeter covers a region of4l< |n| < 3.2 for the end cap and up tg| = 1.475 for the
barrel region respectively.

e Strongly interacting particles, i.e. hadrons, are abgbibethe hadronic calorimeter (HC).
While lead absorbers and scintillator plates are used ifneel region (7| < 1.7) to detect
hadronic showers, copper and wolfram absorbers are utiliz¢he end capgf| < 3.2) and
in forward direction as well as liquid argon as sampling mateThe accuracy of the HC with
a value ofAE /E = 50%//E /GeV is significantly lower than the accuracy of the EM.

3.2.5 Muon Spectrometer

Themuon spectrometeridentifies and measures muons. As their ionization is reginail they pass
the inner detector and the calorimeter almost undisturbiedcentrary to the other particles - and
can therefore clearly be identified (neutrinos on the copttan only be indirectly detected with the
ATLAS detector).

Based on the magnetic deflection of the muon tracks by thedtonagnets, the momenta can be
estimated. The precision measurement of the track codedina the largest part of the-region is
done bymonitored drift tubes (MDTs). MDTs are made up of three cylindrical layers of drift tubes
(plus three at the end caps), being filled with a mixture obargnd carbon dioxide.
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At large values of7 and in the vicinity of the beam axisathode strip chambers (CSCsare used.
These are multi-wire proportional chambers with a smaliagrientation in order to deal with the
high particle fluxes.

To trigger on muonsiesistive plate chambers (RPCsgare used in the central region atidn gap
chambers (TGCs)in the end caps. The end caps of the muon spectrometer are shéigure[3.7.

Figure 3.7: End caps of the muon spectrometer|[40]

3.2.6 Trigger

Due to the high collision-rate, the ATLAS detector accurntedaone terabyte of data every second.
As it is not possible to store all of these data, the bunchsimgsrate of 40 MHz has to be reduced
to an event-rate of about 200 Hz for permanent storage. lerdoddistinguish interesting from not
interesting (e.g. low energetic background) events, acieffi trigger system is needed.

The ATLAS trigger is composed of three parts:

e The first reduction is done by the hardware trigtgsel one (LVL1), selecting events with the
help of signals from the calorimeter and the muon spectremts aim is to identify the bunch
crossing, where an interesting event took place and to negikns of interest(Rol), i.e. areas
in the detector, contributing interesting data to the event
During the latency of 2.5us all data is stored in pipeline storages: uninterestingtsvare
removed, and events passing the trigger criteria are storbe readout buffer (ROB). In this
way, the event-rate is reduced to 75 kHz.

e Then, every Rol is analyzed again. Based on selection #hgasiimplemented in software, the
level two (LVL2) trigger makes further reductions, having accesshtfull resolution of the
Rols as well as the whole inner detector. After the LVL2 tdgghe event-rate is reduced to
1 kHz.
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e The final decision over an event is made by the (software hasedt filter (EF) on a computer
cluster. The EF also classifies and saves the remaining detading to their event types. The
final acceptance rate of 200 Hz makes it possible to storeelleeted events permanently for
physics analysis. Those events are distributed to worl@ wanputer farms (see chagier]3.3).

The figure 3.B gives an overview of the trigger system.

Interaction rate

~1 GHz CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
'II'-FI{EI\(;I(ESLE}R mgmories

< 75 (100) kHz
Derandomizers

Regions of Interest | | I 1 | F;ggg;:t drivers
LEVEL 2 Readout buffers
TRIGGER (ROBs)
~ 1 kHz

| Event builder |

EVENT FILTER FuII-eventdbuffers
T an
~ 100 Hz processor sub-farms

Data recording

Figure 3.8: The trigger system of ATLAS [41]

In this thesis, the triggers LL115 and L1J30 have been applied, as only information from LVL1 has
been used to select events in the first run periods. Theskdaeetriggers consider jet elements,
which are towers of @ x 0.2 in then x ¢ space of the electromagnetic and hadronic calorimeters. If
the transverse energy of the cluster has a local maximunminaathegionAn x Ag = 0.4 x 0.4 (see
figure[3.9) andn’®| < 3.2, the jet is reconstructed at LVL1. It passes the triggenef transverse
energy-deposition insid&n x Ap = 0.8 x 0.8 (4 x 4 jet elements) is above a certain threshold (in
this case 15 GeV and 30 GeV respectively) [42].

0.2

P
0.2

n

Figure 3.9: The trigger tower of size 4 4 jet elementsfn x A = 0.8 x 0.8) inside the electromagnetic
and hadronic calorimeter. In grey the cluster transverseggrnwith a maximum inside a region of>2 2 jet
elements&n x Ag = 0.4 x 0.4) is illustrated[[42].
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3.3 Data & Computing Grid

In order to cope with the design trigger rate of 200 Hz (raetato 1 PB of data per year), sophisticated
analysis software as well as a new, powerful computing $tiftgture are needed. Therefore, the
data & computing grid was invented: a world wide network of computer clusters, neftafline
reconstruction of observables of the recorded events amdidhr analyses are done. Computing
centers all over the world are connected in a hierarchiaaltler (see figure_3.10). Starting from
Tier-0 at CERN, the data is processed for the first time anglilaised world wide to the adjacent
centers, the Tier-1, where the data processing is purstmeédsand distributed to the hierarchically
next centers. These are called Tier-2, which perform lgpbgsics analyses, Monte Carlo simulation
sample productions (see chagtér 5) and also store seleatadets. Finally, the Tier-3 clusters are
used for smaller user analyses and test jobs.

The full datasets should solely be available at Tier-0, avttile other Tier centers should only keep
fractions to distribute the load. Instead of downloading dlatasets needed for a user analysis, the
procedural method is to send the analysis to the data on ta&dsomputing grid, let it process there
and finally get the results back to the local computer [5].

Tier0

Tier1

Tier2

Tier3

Desktops

Figure 3.10: The structure of the data & computing grid [5]
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Chapter 4

Jets

This thesis focuses on the determinationagfvia the differential 2-jet-rate. Therefore, jets are the
most important signature for these studies.

In this chapter, the production and reconstruction of jetddscribed. As there are several jet algo-
rithms, assigning particles to a jet in different ways, thestrcommon clustering methods are shown.
These are the cone, the and the antky algorithms.

4.1 Jet Production

Protons are not elementary particles, but have a substeucAs already mentioned in chapfer]2.5,
they are composed of quarks and gluons. In an ideal case ltrstoroof two protons leads to a high
energetic interaction between a parton of one proton withreop of the other proton (in reality, there
can appear further interactions, see chapter2.6.2). Thestattered partons appear at large angle
(respective to the beam axis) and emit gluons and quarksseTtpgarks and gluons radiate gluons
themselves, which decay into quark-antiquark-pairs - #gopashower is induced. The bunches of
these high energetic partons are called parton jets. Tliseaharged particles hadronize to color-
neutral particles - the particle jet is formed (see figuré).4After the hadronization, the jets consist
of stable and long-living particles, such as pions. Theigag are absorbed in the calorimeter,
clustered to jets and assigned to the original parton. Feiatlocation of the particles and energy
depositions in the calorimeter, jet algorithms are neegd2d. First of all, the cone algorithm will
be introduced, followed by thier algorithm. Finally, the new standard of the ATLAS experimdne
antikr algorithm, is presented.

4.2 Cone Algorithm

The cone algorithm has been the standard jet reconstruatgorithm at former hadron collider
experiments like Tevatron. As it is still quite often usedL&tC, it is described in this chapter.
However in the last few years it has been replaced more ané mpithe antikr algorithm (see
chaptef 4.313).

The cone jet algorithm clusters particles inside a fixed ¢orszimuthal anglep and pseudorapidity
n. The simplest version of the cone algorithm assigns pe#ith a jet, which are inside a certain
cone with radiuRk = /An?2 + Ag? (typically 0.4 or 0.7) around a segfvhereAn andAg represent
the differences between thg and ¢ values between the seed and the investigated particles). If
particle is inside the cone, the centroid of this new clusteecalculated and a new jet axis is defined.
Particles outside the cone are not allocated to the jet. [€hds to round jets (see figure 4.2, left).

1Seeds are particles or preclustered objects with a certaimal transverse momentupy (typically a few GeV).

=7
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Figure 4.1: The formation of jets. At the beginning, the parton jet islthuiThe subsequent hadronization
leads to the particle jet. Finally, the jets are reconsedién the calorimeter in accordance with their energy

depositions[[43].

ks jet

Figure 4.2: Left: Comparison between cone akgjets [43]. Right: 2 cone jets overlap each other [43]

Due to the geometrical association, the algorithm has tbwita some difficulties. As the whole
detector has to be covered with cones, overlapping jetsmaeaa (see figuie 4.2, right). If a particle
is for example inside the cones of two jets, further itersiare necessary to assign the particle to
one of them. In addition, the cone algorithm is not infrarafes If a gluon with low transverse
momentum is e.g. emitted between two jets, the two jets maydmerectly merged to one, changing
the jet multiplicity in the final state (see figure ¥.3).

Furthermore, the cone algorithm is not collinear safe. i@e#lr means that the angle between a
high energetic radiated gluon and the radiating partonng small. This can also result in a wrong
jet multiplicity in the final state, as the cone algorithm wahcover these areas in the phase-space.
Instead of assigning the high energetic gluon to the exjgen the cone algorithm might find two
jets.

However, there are some improved cone algorithms like thdlsss, the midpoint, or the SISCone
algorithm, solving some of these problems (see E.g. [44]).
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Figure 4.3: The two jets in the final state (left) are merged to one jehflibpecause of the emission of a soft
gluon. Due to the lack of infrared safety, the jet multigjothanges from 2 to 1. Soft gluon radiation is large
because of the infrared divergences of the cross section [6]

4.3 kr Algorithm

This chapter summarizes the algorithm described iri [45] with a focus on the settings usetthis
analysis. Thekr algorithm has the advantage that there are no overlapptaggs the jet size is
dynamic and therefore every particle is assigned to exaxctly jet. Hence, the jets are not round
anymore (see figute 4.2, left). Finally, tke algorithm is collinear and infrared safe in each order of
perturbation theory [46] and has only a small dependencyadndmic corrections (see chapler]7.2).
Originally, there have been two different kinds of thealgorithm: the inclusive and the exclusive
mode. The difference is the definition of the hard final stateand the separation from the beam
remnants. In both cases the resolution variablgs(the distance in momentum-space between an
objectk and the beam jeB, i.e. proton rest) andy (the distance in momentum-space between an
objectk and an objeck) are evaluated for all final state objetisand pairshy andh,. The definition
of the resolution variables can be chosen among differequlandefinitions, influencing the behavior
of theky algorithm in the soft and collinear limits.
In the angular scheme(typically used inete~ annihilation analyses) the resolution variables are
defined as follows:

dkg = 2EZ(1 — cogOyg)) and (4.1)

dy = 2min(EE, E|2)(l — COS(@H)) . (4.2)

Another definition is thé\R scheme

de = p?, and dg = min(p?,, p3,) x R with (4.3)
RG = (M — M)+ (P — @)> . (4.4)

For hadron-hadron collisions this is the most common chaitg therefore used in this thesis. As
the distance between two objects in the transverse momespang is used, no seeds are needed
for the kr algorithm. Furthermore it considers the characteristat the decay products have the
tendency of having similar momenta.

An alternative definition oRﬁ| is provided by th€@CD emission schemésee [45] for further details).

2The transverse momenta of the particles is in this case difaspective to the direction of the parton (represented by
the jet).
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Besides the jet resolution variables, the recombinatibeses, i.e. how two objectk andh, are
merged into a single object with 4-momentyom, can be controlled by the user:
TheE schememakes a simple 4-vector addition

P = Pk + P, (4.5)
resulting in massive final state jets. The E scheme is thailléfieFastJet (see chapferb.1) and it has

been used in this thesis - except chapter 7.4, wherggrsehemehas been applied.
The Et scheme is defined via

Erij = Eri + E1y, (4.6)
g = I g (4.7)
Erij
Eri®; + Er 0,
;) = Eni®i +51j% . (4.8)
ETJJ

Although this scheme deals with massless as well as masging objects, the combined output
objects are massless.

Other choices of the recombination scheme areghecheme the p2 schemeand theEZ scheme
(seel[45] for further information).

4.3.1 Inclusive Mode

When using the inclusive mode of the algorithm, the distance in momentum-space between
a particle and the beardg is scaled by the dimensionless parame®ér(usually set to 1.0):
d« = dig x R2. Due to this scaling, which defines the extent of the jetsjriblisiveky algorithm
behaves similarly to a cone algorithm. In the next step, thallest distance among alk anddy; is
found. On the one hand, dy is smaller thardy, the objectsh, andh, are merged to a new object
with momentumpy;.

On the other hand, if dyx is smaller thardy, the objectk is defined as a jet and therefore removed
from the list of objects to be merged. This procedure is regakantil all particles are assigned to
jets.

In contrary to the exclusive mode (see chapter #.3.2) thericut-off parameter as a stopping
condition. The only parameter influencing the size and thmbwer of jets iR. The low-r scattering
fragments are therefore not strictly separated from the kabprocess, meaning that parts of the
proton remnants are possibly included in the reconstruetisd As a consequence, the incluskge
algorithm finds a large number of jets.

4.3.2 Exclusive Mode

In this analyis, thekr algorithm has been applied in the exclusive mode, as it desvilip-values
from n + 1 to n reconstructed jets. These flip-values have been used tstigate the differential
jet-rates.

With this algorithm the hard final state is explicitly sepgachfrom the soft beam remnants. The
stopping parameteat,,; (with the dimension of energy squared) defines the hard sfdte process:
/\2QCD < deyt < s, with sbeing the squared center-of-mass energy/ageb the only free parameter
of QCD with a value of a few hundred MeV.

The flow charf 4.4 visualizes the reconstruction procedure.

First of all, the algorithm searches for the smallest valwerg alld, anddyks. This value is called
dmin. If dkg has the smallest value, the objécts included to the beam jet (i.e. proton rest) and
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r» dg =min(P r,pm)* *RE dig=pF

=  STOP

deye<min(dy;,dyg)

Merge k|

move to beam jet

Figure 4.4: Flow chart: jet reconstruction with tHe algorithm in the exclusive mode

removed from the list. In the opposite casg (< dkg), the objectdy andh; are merged (analogously
to the inclusive mode) to a single object.

This merging process is repeated undtf, > dcy. Then, all remaining objects are classified as jets
and the algorithm stops. Hence tiig; parameter defines the maximal distance in momentum-space
between two particles. A small value dfy; (deur — /\éco) leads to many jets in the final state,
whereas for a large valudg;; — s) a small jet multiplicity is obtained [6,45]. (A stopping@aneter

of 400 GeVf e.g. corresponds approximately to a minimum jet momentugdd®eV.)

Instead of setting d; value, it is also possible to fix the jet multiplicity to a &t value and retrieve
the according value af,in. By choosing to stop the merging when 3 jets are reachedpdssible to
get the flip-value, where the multiplicity drops from 3 to Zsj€in the following calledd,3) - which
has been used for this analysis (see figlirés 4.5).

4.3.3 Anti-kr Algorithm

The default algorithm used in ATHENRs the antikr algorithm. This algorithm is infrared and
collinear safe and in addition behaves like a perfect cogershm. The resolution variables are
defined along the lines of regulkf jets besides having negative exponents:

de = prg and dg = min(p;2, pre) x Rg  with (4.9)

RG = (Mc— )%+ (P — Pp)? . (4.10)

SATHENA is a software framework for studies of the ATLAS exipeent, see chaptér5.4.
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p_ (GeV)

Figure 4.5: Event with 3 jets (left) and 2 jets (right) in the final stgi&[4The leading jet is shown in green.
At the transition from 3 to 2 jets, the blue and the yellow jet merged to one jet, having the highest transverse
momentum in this event. The valdg; describes the transition from 3- to 2-jet-events.

Due to this definition, this algorithm begins with high eretig particles and adds low energetic
objects at the end. This is the reason why the kntalgorithm cannot be used for this analysis,
because in this case the flip-values of the last clusterggssdescribe the apposition of soft particles
and are therefore not useful for the determinatiorgfrom gluon radiation at a high energy-scale.

4.4 Inputs to Jet Reconstruction

The above described jet algorithms can be applied on semMgjedlcs, like particles. At collider exper-
iments, particles can only be measured indirectly, e.gthea energy depositions in the calorimeter
cells. In order to combine the 180,000 calorimeter cells BLAS (see chaptdr 3.2) into discrete
objects as jet inputs, two generic approaches are avai48)e

On the one hand, there is thmwver grid, a projective fixed 2-dimensional grid mandg (grid size:

n x @ = 0.1 x 0.1), which is filled with calorimeter cell energies calibmtat the electromagnetic
(em) scale.

Towers in jet
using all cells

Jet

Full
Tower grid

Figure 4.6: Standard calorimeter tower input to jet finding|[49]

Noise suppression is performed by using only cells, beitected by a special algorithm [60]. This
algorithm is commonly known as the 4-2-0 seed and neighb@ersuppression algorithm. It is
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based on a signal-to-noise ratio of seed cells and neighbors

The topological clustering (topo-clusters) on the other hand yields 3-dimensionatgnelusters.
The clusters group calorimeter cells into energy “blob€presenting the energy depositions of
particles entering the calorimeter. The results are alsistéth mutable numbers of cells. For noise
suppression, the 4-2-0 scheme is used.

Instead of considering the calorimeter information, jets be build from other 4-momentum objects,
like truth particlesH or tracks. The latter use the track information of the inner detectee(chapter
[3.2.3). 3D track jets employ z-clustering in order to endbe all tracks are coming from the same
interaction [48].

45 Jet Correction

In order to get rid of detector effects, the calorimeter oese and the jet energy have to be adjusted.
Finally, events have to be cleaned from jets with bad qualibe details are explained in the following
three subsections.

4.5.1 Correcting for Calorimeter Response

The calorimeter (see chapfer_312.4) determines the endngyso However, the calorimeter has to
cope with non-linearity of response of the detector to theigdas’ energy deposits. Therefore, the
calorimeter response has to be corrected to ensure propality between the energy of the particles
and the measured energy.

To calibrate the jets, two different approaches are usetblmband a local calibration. In tigdobal
cell weighting (or H1-style) the correction is done from top to down: First, the jet alidpon runs
over uncalibrated (i.e. at em scale) calorimeter tower®po-clusters to reconstruct the final state
objects as jets and M@TSecond, cell-by-cell weights are used, depending on thesured cell
energy-density and position. This results in jets caldmab the hadronic scale.

A bottom-up approach is done by thecal hadronic calibration. In this case, em calibrated
topo-clusters are used. In a first step, the calorimeterctdbpere fully reconstructed and the clusters
are calibrated by discriminating the electromagnetic aadrdnic clusters. Then, jets and MET
are reconstructed from calibrated topo-clusters. Thel Ioadronic calibration also results in jets
calibrated to the hadronic scale [51].

As already outlined, th&r algorithm in the exclusive mode is not the default in ATHENAdgets
reconstructed by this algorithm are therefore not stordtieranalysis objects. In order to apply this
algorithm, the user has to rerun the jet reconstructiomgukical calibrated topo-clusters (LCTopo)
as input. It is not possible to rerun jets on global weightadsters, as they depend on the jet
algorithm used. Thus, only LCTopo and truth particles (sslevs) have been used in this analysis.

4.5.2 Jet-Energy-Scale

The above correction of the calorimeter response ensuog®gtionality between the particle energy
and the energy measured in the calorimeter.
In addition, an absolute energy scale is needed, as not peagtigle created during the scattering

4Truth particles are all particles having their origin in adkior gluon. No particles are lost in the reconstructiorcpss
as calorimeter effects are neglected. Hence, the particdeded by Monte Carlo generators are reconstructed vtitossi
of energy.

SMET stands for the missing transverse energy due to un@et@eirticles.
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and hadronization process can be detected by the calorimeselting in a diminished jet energy
measurement. This is caused e.g. by patrticles, crossingatbemeter without losing all of their
energy. Moreover, energy can also be lost in non-instruetematerials of the detector in front of
the calorimeter, like coils, cables, supports, etc.

These effects (as well as algorithm inefficiencies) are amaated byet-energy-scalecorrections.
The jet-energy-scale is determined using simulation @nog; but shall be derived from measured
data later. The software framework ATHENA (see chaptel baf) simulate detector effects for
Monte Carlo samples and reconstruct jets from calorimeths @ike it is done with real data). Addi-
tionally, it is possible to build jets (from simulated dateijh truth particles as inputs. Jets consisting
of such particles created by Monte Carlo generators ariddnitie calorimeter are commonly known
as truth jets. The next step is to compare the reconstrueteghgrgy with the energy of the truth
jets in the accordingpr-bins in order to get the jet-energy-scale. Then, it is fmedio rescale the
measured jet energy in accordance with the energy of thenatiguark or gluon.

The calibration of the jet-energy-scale in ATLAS is unfarately only done for the ankr algo-
rithf8. In this analysis, a bin-by-bin correction has thereforerbapplied to correct the exclusikg
jets for calorimeter effects (see chayited 7.1).

4.5.3 Jet Cleaning

The quality of jets[[53] is divided into three groups: badjaigly jets and good jets. If jets are not
associated to in-time real energy depositions in the cakters, they are calldolad jets. Possible
sources are e.g. hardware problems, LHC beam conditionglhasxcosmic ray showers. To identify
such jets, there are a number of cuts available (see[fable 4.1

| Bad Jet Definition
EM coherent noise (fgm >0.95 andQ| > 0.8) or
HEC spike (fyec >0.8 andngg <5) or
Cosmics - [t| > 50ns
Beam background

Table 4.1: Definition of bad jets:fgy stands for the electromagnetic fractidngc for the energy fraction in
the hadronic end cap calorimeter (HEQ)for the jet quality (i.e. the fraction of LAr cells with a c&ll-factor
larger than 4,000, whe@ measures the difference between the measured and thetpdeplidse shape that is
used to reconstruct the cell energyfor the jet time, which is computed as the energy squared oedlan time
andngg being the minimum number of cells containing at least 90%efjet energy [53,54]. In chapler 6.8.2
some of these parameters are explained in more detail.

It should be mentioned that newer jet cleaning cuts have Heeeloped (see table 4.2). Unfortu-
nately, they have not been implemented in the ATHENA frantéwet. This is the reason why the
older cuts from table 411 have been used for this analysies&kuts are only slightly different from
the definition of the recent loose cleaning cuts.

With the loose definition, most of the fake jets and missirnig thue to detector failures are removed
introducing a very small jet inefficiency 6f 0.1%. The tight definition leads to very clean data
samples with an inefficiency of a few percent.

Ugly jets relate to energy depositions in areas with non-accurateggnmaeasurements, like the
transition region between the barrel and the end cap. Ifgeteither bad nor ugly, they are called
good jets In this thesis, events with one or more bad jets have not aealyzed.

5The JES at ATLAS currently has an uncertainty of around 5% [52
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‘ Loose ‘ Tight
EM coherent noisg (fem >0.95 andQ| > 0.8) or | (fem >0.90 andQ| > 0.6) or
HEC spike (fhec >0.8 andngg <5) or (fhec > 1—|Q|) or
(fuec >0.5and Q| > 0.5) or | (fyec >0.3 andQ| > 0.3) or
Cosmics - lt| > 25nsor
Beam background feEm <0.05 or fem <0.10 or
(fmax >0.99 andn| < 2) (fmax >0.95 andn| < 2)

Table 4.2: New definition of bad jetsfg) stands for the electromagnetic fractidgax for the maximum energy
fraction in one calorimeter layefyec for the energy fraction in the hadronic end cap calorimet# ), Q
for the jet qualityt for the jet time andgo for the minimum number of cells containing at least 90% ofjéie
energy[[53].

In chaptef 6.3]2 some jet cleaning variables are studiedrenduts are applied to real data.
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Chapter 5

Analysis Software

The used programs are described in this chapter. First oftalprogram NLOJET+4[17] is in-
troduced, allowing the calculation of parton productiodeading and next-to-leading order. Unfor-
tunately, there is no hadronization model implemented ITONET++. Thus, hadronization effects
and the influence of the Underlying Event have been studi¢utive program PYTHIA211]. HER-
WIG [55] has been used to study the systematic uncertairttyediadronization. Finally, the software
framework ATHENA [56] is described. This program has beesdu® analyze fully simulated data
(using Monte Carlos generalﬂ)sas well as real data.

5.1 NLOJET++

The program NLOJET++ (version 4.1.3) [17] by Zoltan Nagy isuaerical integration program,
calculating cross sections (in units of nanobarn) for pagooductions. For this analysis, the
program has been used to calculate proton proton collBians center-of-mass energy of 7 TeV.
NLOJET++ calculates the cross sections of the leading dtd@ror born), the next-to-leading order
(NLO) contributions, or of both together (full), using that@ni-Seymour dipole subtraction method.
This method is modified to make the calculation computatiprsgmpler [57].

The total cross section in NLO accuracy consists of the tepdider cross section (i.e. the integration
over the fully exclusive born matrix elementlofinal-state partons in the available phase-space) and
the NLO term:

o=0"C4gNO= /daB + gNO | (5.1)
k

The NLO contribution is composed of the real correction,ngeihe integral of the born matrix
element ofk + 1 final state partons, and the virtual correction. The latethe integral of the
interference term between the one-loop amplituddsfofal state partons and the born-level:

aNLOZ/ daR+/doV . (5.2)
k+1 k

Both terms are divergent. To cancel the singularities,ousrimethods are known, all based on the
same idea of subtracting an auxiliary cross section fronréhécorrections. This is done in a way

that do” has the same singular behavior as”d do” should be analytically integrable over the

one-parton subspaces, causing the soft and collinearggnees. Finally, it can be combined with

the virtual contribution to a finite correction. The NLO teoan then be written as [58]:

0™O = [ [(d0™)s-0— (@0")eco] + [[d0¥ + [doMeco . (53)

IMonte Carlo generators apply stochastic methods and eaécphysical processes and effects based on random num-
bers and statistical probabilities.
2NLOJET++ additionally contains matrix elements for pretmtiproton ore*e~ collisions (among other processes).

=7
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The Catani-Seymour dipole subtraction method is one plessifipplementation for the numerical
calculation of the NLO cross section.

For each randomly chosen element of the phase-spaGedx, the according cross sectiao is
calculated in NLOJET++, representing the weight of thegraéon over the whole phase-spalce [2].
The output of the calculation is saved as a binary file. Thelt®sre then normalized and the
statistical errors are calculated [59].

To cluster the final state partons according to the jet deimi{in this case the exclusivir
algorithm), the program FastJés used.

When observing 2-parton-events (where no emission of aitiaal parton takes place) the cross
section of the LO (born) term is proportional & (see figurd 5]1, left). 3-parton events are in
leading order proportional tad (see figuré5l1, right).

The NLO term includes some corrections of the cross sectidits 2-parton-events where either
an emission of an additional parton or some virtual loop exiions appear, the cross section is
proportional toad. Likewise the cross section of 3-parton-events is in NL@ a [2].

q q

q q

Figure 5.1: Left: LO process without the emission of an additional paifthe cross section is proportional to
a?). Right: LO process with an emission of an additional pa(tbe cross section is proportionalag) [2]

The parton distribution function (see chagterd 2.5) CTEQ6G&M been used in this analysis.

As an example, the figute 3.2 shows tyedistribution of parton jets for 3-parton-events. Here, the
kr algorithm in the exclusive mode was forced to find exactlyt8yéth pr > 20 GeV andn| < 2.6.

10° events have been calculated, where NLOJET++ applies \mitetations (like additional ISR or
FSR) for each event. The black curve (full) represents thefithe leading order term (LO or born)
and the next-to-leading order term (NLO). In some bins ot exactly LO+NLO, because for all
three curves different events have been calculated (atsinredus calculation of the same event in
LO and NLO is not possible). The NLO term gives a correctiomtodut 10%. In spite of the high
statistics of 18 events, the phase-space is not sampled often enough, betbausL O curve drops
down steeply (compared to the other curves). Furthermbesgtare even some negative entries at
pr > 200 GeV.

5.2 PYTHIA and Underlying Event Models

The Monte Carlo event generator PYTHIA (version 6.4.24] feds been used to study the influence
of hadronization effects and the Underlying Event. Firstabf the program PYTHIA is shortly
described, including the simulated subprocesses. Thare &t models of PYTHIA are presented.

3FastJet is a fast implementation of sevégahlgorithms forpp collisions. It is partly based on tools and methods from
the computational geometry community as well as an originglementation of the"e™ algorithms. The jet implemen-
tations can be accessed via a plugin mechanism of the Fagtléace [60].
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Figure 5.2: pr distribution inLO (born), NLO and full (LO+NLO)

5.2.1 PYTHIA

The Monte Carlo generator PYTHIA is commonly used to sinmulaadronic processes. With the
help of random generators quantum mechanical fluctuatibriseoparticle formations and decays
are simulated depending on calculated matrix elements. |8ading order generator, PYTHIA only
uses the matrix elements in first order of the perturbati@oy of QCD for the simulation. The
hadronization of the generated partons is described bytting snodel (see chapter 2.3).

PYTHIA has implemented a set of different PDFs. In additiiing possible to link external PDF
libraries to the program. In order to be consistent with NEDd+, the PDF CTEQ66M has been ap-
plied using the PDF sets from the Les Houches Accord PDFatel.HAPDF (version 5.8.4) [61].
The jet clustering is done via a C++ implementation ofkhelustering algorithm, described in [45],
as it can easily be included into PYTHIA. The implementatifrihe exclusivekr algorithm shows
small differences compared to FastJet, which handles #edss, = dkg In an optimized way, but
hardly changes the results.

In this analysis, QCD events coming fropp collisions at a center-of-mass energy\g§ = 7 TeV
have been studied (see tablel5.1 for the chosen subprchesEesfurther information on the sub-

processes, see [21].

The parameter CKIN(3) defines the minimal transfer of trans¥ momentum of the colliding
particles via a cut-off in the phase-space. In tdblé 5.1velee of gmin Was set to 20 GeV. This
means that relatively low energetic2 2 collisions are generatgd

The influence of the detector is not simulated in PYTHIA. Timieans that all created particles are
detected and appear in an event. Particles very close tcetima bor in regions with largg are e.g.
not detected in real experiments due to the detector gepniinetheless, PYTHIA offers plenty of
opportunities to study high energetic processes, likertfieance of the UE.

4In bracket the number of the according subprocess (MSUB)dws. It can be either on (1) or off (0).
SAdditionally to these parameters, PYEDIT has been set toatdar to get only stable final state particles.
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Parameter ‘ Subprocess

MSUB (11,1) f+f — f+ f'(QCD)
MSUB (12,1) f+f— f+f

MSUB (13,1) f+f—-g+g

MSUB (28,1) f+g—f+g

MSUB (53,1) g+g— f+f
MSUB (68,1) g+9—9+g9

CKIN (3,20) | prmin at hard 2— 2 scattering

Table 5.1: Subprocesses for the generation of the hard scatteringgsoc

5.2.2 Underlying Event Models

In order to simulate the Underlying Event, models are neemegerturbation theory cannot be
applied at this low energy range. Consequently, PYTHIA UdEstunes, i.e. sets of parameters.
These UE models can be added to the simulation of the hartesngt process. The final state
particles (those from the UE as well as from the hard scatigdre then combined to jets.

Several of those UE tunes are available in PYTHIA. The adogrgarameters have been tuned to
experimental data from predecessor experiments and ejdtad to the high center-of-mass energies
of LHC.

As none of the tunes describes the experimental data pgrfectl nobody knows which tune
is the best approximation of the UE, three different, mosen¢ tunes have been investigated in
this analysis: ATLAS MCO09c [62], AMBT1 [63] (already including data gathered at LHC) and
PERUGIA10 [64].

These models use the ngw-ordered time-like final state parton shower (MSTP(81)=21jlescrip-
tion of the parameters can be found[inl[21]. A short explamatif some parameters and the default
values are shown in table’5.2.

The parameters of the UE tunes are chosen to describe thelldngeEvent from cDf Run1 and
Run2 and BZﬂ at Tevatron.

To study the Underlying Event at CDF, regions in theb-space have been analyzed, which are
sensitive to the UE (see figure b.3). The direction of theitepdalorimeter jet jet#1) serves as a
reference of the azimuthal anglA® = ® — ®je stands for the relative angle between a charged
particle and the direction ofet#1. Perpendicular to the plane of the hard scatteringrdresverse
region (60° < |A®| < 12CP) is defined, which is sensitive to the UE.

To optimize the tunes, only charged particles with> 0.5 GeV inside{n| < 1 have been used. The
jet reconstruction has been done with a cone algorithm (sagtef 4.2) oR = 0.7 (|n(jet#l)| < 2).
Two classes of events can be distinguished:

e Leading jet eventsare events with no further restrictions fiat#2 andjet#3.
e Back-to-back eventsare a special case of the first group, where two jets with> 15 GeV
appear, being almost back-to-badh®| > 15¢°) with pr(jet#2)/pr(jet#l) > 0.8. Here,

jet#1 lies in the “toward” region, wheregst#2 is inside the “away” region.

The transverse regions are separated (according to theemwhbharged particles) into transMAX

5Collider Detector aFermilab
D@ is a detector at Fermilab. The name comes from its locaticihe accelerator ring.
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Away Region

Charged Jet #1
Diregtion
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Leading
Jet
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Figure 5.3: Definition of the transverse regidn [26]

(i.e. region with the highest
Ersum= Z ET7i (5-4)
|

of the particles) and transMIN (i.e. region with the smadlfearticle Esum), to separate the hard (ISR
and FSR) from the soft (beam remnant) component (see figdiye Bhe hard part can then be found
in the transMAX region and the soft part in the transMIN reg|26,65| 66].

Jet #1 Direction Jet #1 Direction

“TransMAX™ “TransMIN™

<€)

Jet #2 Direction

Figure 5.4: Definition of transMax and transMin [26]

The model, where the UE is described by regions intk@-space, which are distant to the influence
of the leading jets, is called “swiss cheese model”, as thasl¢ht out via round cone jets.

When using data from LHC, the “swiss cheese model” has alea heed to describe the UE, with

the difference that the ankir algorithm has been applied.

To calibrate the UE models, the parameters from table 5.2 baen tuned to fit the UE data from

these regions. The modified parameters for the three UE madalbe found in table5.3.

The particular tunes are shortly described in the following

e The parameters oATLAS MCO09c (adjusted by the ATLAS collaboration) employ thpeg-
ordered parton shower with the MRST LO parton distributionctions. They are tuned to
describe charged particle multiplicity distributions immmum bias events of proton-antiproton
collisions at 630 GeV and 1.8 TeV [62].

e AMBT1 was tuned by the ATLAS collaboration and uses the PDF MRSTTI@. parameters
have been fit to ATLAS UE data and charged particle densiti®@s9sand 7 TeV. Additionally,
CDF Run1 UE analyses andg-distributions, Run2 minimum bias andTRun2 dijet angular
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corrections have been used. The main tuning parametersufiplmparton interactions and
color reconnections [63].

e PERUGIA10 has been adjusted by Peter Skands [67]. To tune the soft Q@&Dnpiaimum
bias data from proton-antiproton collisions from Tevatemd CERN have been used. Itis an
alternative to PERUGIAO with more FSR off ISR, more beam ranmrbreakup and a higher
production of s s-quark-paifs [64].

In this analysis, PYTHIA has been used to study the UE, becthesUE models describe the UE in
data better than HERWIG [55].

5.3 HERWIG

In order to study the systematic uncertainties due to hazhtian effects (see chapter 8.2.5), the
Monte Carlo event generator HERWIG (version 6.510) [55] baen used to simulate events at
parton and hadron level. The program is written in Fortramée version of HERWIG is also
available in C++, labelled HERWIG++).

HERWIG offers a broad range of physical processes, inctudapton-lepton, lepton-hadron or
hadron-hadron scattering. The focus of the program is dle@étsimulation of QCD parton showers.
These showers are branching processes. The branchingsiaredin an angle from a maximum to
a minimum value, which is determined by a cutoffl[55].

HERWIG uses the cluster model to account for the hadrowoizatsee chaptdr 2.3). In order to
simulate the Underlying Event, the program JIMMY [68] canlibked to HERWIG.

In this analysis, hard QCD processes have been simulatedrtonmas well as on hadron level, using
CTEQ66M from the external PDF set LHAPDF (version 5.8.4)[61

The output is delivered in the HEP standard common bloclelletd HEPEVT [55]. This data is
converted in order to be readable with PYTHIA, where the gebnstruction is done, using a C++
implementation of thér clustering algorithm([45].
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Parameter H Default ‘ Description

MSTP 51 || 7 (CTEQS5L) PDF set

MSTP 52 1 PDF set internal (=1) or pdflib (=2)

MSTP 3 2 QCD switch for choice of\qgcp

PARP 62 1 GeV ISR IR cutoff

MSTP 64 2 ISR as type

PARP 64 1 ISR renormalization scale prefactor
MSTP 67 2 ISR coherence option for 1st emission
PARP 67 4 ISR Q2. factor

MSTP 68 3 ISR phase-space choice

MSTP 70 1 ISR regularization scheme

MSTP 72 1 ISR scheme for FSR off ISR

PARP 71 4 FSRQ?2,, factor for non-s-channel processes
PARJ 81 0.29 GeV FSRAqco

PARJ 82 1 GeV FSR invariant mass cut-off

MSTP 33 0 inclusion ofK-factors

MSTP 81 1 UE model

PARP 82 2 GeV UE IR cutoff at reference energy scale
PARP 89 1800 GeV UE IR cutoff reference energy scale
PARP 90 0.16 power of energy-rescaling

MSTP 82 4 UE hadron transverse mass distribution
PARP 83 0.5 UE mass distribution parameter
PARP 84 0.4 UE mass distribution parameter
MSTP 88 1 beam remnant composite scheme
MSTP 89 1 beam remnant color connection scheme
PARP 79 2 beam remnant composikeenhancement
PARP 80 0.1 beam remnant breakup suppression
MSTP 91 1 beam remnant primordilr distribution
PARP 91 2 GeV beam remnant primordidr width < |kr| >
PARP 93 5GeV beam remnant upper cut-off for primordial
MSTP 95 1 FS interaction color (re-)connection model
PARP 78 0.025 FS interaction color reconnection strength
PARP 77 0.0000 FS interaction color reco highy damping strength

Table 5.2: Default parameters in PYTHIA is the transversal momenta evolution scalé [21].
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Parameter | ATLASMCO9c | AMBT1 | Perugial0
MSTP 51 || 20650 (MRST2007LO) 20650 (MRST2007LO) 7 (CTEQ 5L)
MSTP 52 2 2 1
MSTP 3 2 2 1
PARP 62 1.0000 1.0250 1.0000
MSTP 64 2 2 3
PARP 64 1.0000 1.0000 1.0000
MSTP 67 2 2 2
PARP 67 4.0000 4.0000 1.0000
MSTP 68 3 3 3
MSTP 70 0 0 2
MSTP 72 1 1 2
PARP 71 4.0000 4.0000 2.0000
PARJ 81 0.2900 0.2900 0.2600
PARJ 82 1.0000 1.0000 1.0000
MSTP 33 0 0 0
MSTP 81 21 21 21
PARP 82 2.3150 2.2920 2.0500
PARP 89 1800 1800 1800
PARP 90 0.2487 0.2500 0.2600
MSTP 82 4 4 5
PARP 83 0.8000 0.3560 1.5000
PARP 84 0.7000 0.6510 0.4
MSTP 88 1 1 0
MSTP 89 1 1 0
PARP 79 2.0000 2.0000 2.0000
PARP 80 0.1000 0.1000 0.1000
MSTP 91 1 1 1
PARP 91 2.0000 2.0000 2.0000
PARP 93 5.0000 10.0000 10.0000
MSTP 95 6 6 8
PARP 78 0.2240 0.5380 0.0350
PARP 77 0.0000 1.0160 1.0000

Table 5.3: Parameters of different UE tunes. In addition to these patars, PerugialO sets some speditigp
values via MSTU(112)=4, PARU(112)=0.1920, PARP(1)=00,92ARP(61)=0.1920 and PARP(72)=0.2600.
Furthermore, some fragmentation parameters are set fihraé UE tunes [21].
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5.4 ATHENA

ATHENAR [56] is an implementation of a framework for high energy pbyswith the name
GAUDI [7Q]. It has been specified for the ATLAS experimentigamally, GAUDI has been
developed for LHCb). This object-oriented ATLAS softwararhework is designed to process and
reconstruct real data and to perform physics analyses.

Additionally, simulated data from Monte Carlo generataas also be processed. For this reason, the
geometry and the behavior of the ATLAS detector componemsianulated as good as possible. To
simulate the detector responses and the impact of the deteaterial on the final state particles, the
program GEANTA4[[711] is used.

Analyses with ATHENA can run on local machines as well as eandhta & computing grid. For
the user analysis, a Python file (commonly knowrjadmption) is needed to control and configure
ATHENA. This file is read by the application manager and afiaive interactive modification of
diverse parameters. The joboption e.g. constitutes whighers or jet algorithms are used when
running on data.

In this analysis, ATHENA has been used to analyze both ret@ dad fully simulated data from
Monte Carlo generators. This simulation is done in seveigpss (see figure 85.5). First of all,
scattering events are simulated by MC generators like PYATE1], HERWIG |55], Alpgen [72], or
MC@NLO [73]. The generated particles are stored in the Hegbt@at and are then modified by
GEANT4. This package simulates the detector material asas¢he magnetic field and furthermore
includes effects like multiple scattering, the loss of ggeand photon conversion. Afterwards,
the expected detector responses (like pulses or drift jirmes calculated based on the GEANT4
hits during the digitization. As the detector effects areluded, the simulated data is at this state
comparable to real data. Instead of running the full sinnuatdigitization and reconstruction chain,
the program ATLFAST([74] can be used, approximating thespssby smearing the 4-vectors from
Monte Carlo generators according to the detector resolsititaken from fully simulated events).
The computation time is in this way reduced by several ordérmagnitude([5]. (In this analysis,
only fully simulated data have been used.)

In the next step particle tracks and calorimeter clustesegonstructed, yielding the four-momenta.
These are then stored as candidates for physics objectse(ecgrons or jets) in EsBand AODE]
(being derived from ESDs).

For typical user analyses, centrally produced ntuples aexl.u These are then analyzed with
programs like Root [75]. The ntuples are derived from AODd aontain only observables, which
are important for the specific physics channel that is ingattd (each working group has its own
specific ntuples).

Unfortunately, at this state, it is not possible anymoresttbnstruct jets with a certain (non-standard)
algorithm. Thus, this analysis runs directly on AOD filesdarot on the ntuples of the Standard
Model working group), which can only be accessed within tiH&HENA framework. As thekt
algorithm in the exclusive mode is not stored in the AODs, chistering process has to be re-run
using local calibrated topo-clusters as an input (see eh@#). The jet reconstruction is done by
the program Fastﬂ[using the jet reconstruction package![76] of ATHENA.

The output of the AOD analysis is then analyzed with Root.

ATHENA is constantly under development resulting in severailable releases. In this thesis,
ATHENA release version 15.6.10.6 has been used [77].

8The ATHENA framework is written in C++ (with parts releasedFortran) and Python [69].

9Event SummaryData: reconstructed information, containing enough obj@itte the original calorimeter clusters) to
redo the reconstruction. ESDs are used for calibration atichization of jet reconstruction algorithms.

0AnalysisObject Datas contain less information than ESDs. The focus of thedtdata lies on physics objects (like
four-momenta or reconstruction quality). The reconstauncof jets with non-standard algorithms is still possible.

The program FastJet has also been used for the jet recimtritNLOJE T ++.
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Chapter 6

Differential 2-Jet-Rate

In this chapter the differential 2-jet-rate is investight&his observable has been used in this analysis
to determine the strong coupling constamt Starting with a short motivation, the differential 2-jet-
rate at LO and NLO is studied, using the program NLOJET++.hkriext section, real data from
the ATLAS detector at the LHC are analyzed. For this reaserdtitasets used, run list and triggers
are presented and jet cleaning cuts are provided. Ther,e84@ts and 4-jet-events are compared in
order to separate them. The real data are then comparedytsifullated data from PYTHIA as well

as to calculations from NLOJET++. Finally, simulationsrfrd®YTHIA at parton level are checked
against calculations from NLOJET++.

6.1 Motivation

There are several different ways to determine the stronglowuconstant.ag is included into every
observable where jets are involved. These observablesegat bross sections, ratios of jet cross
sections or the internal structure of jets. Inclusive srjgt- and multi jet-events (see e.g.][78]) can
for example be used fang studies. Event shapes (often measured via the variablst}rare also
correlated toas. In addition, as can be determined from hadronicdecays([79], from Z decays or
from lattice QCD.

The transition parameter from-32 jets from the Durhani [80] jet algorithm has been used for the
as determination in former collider experiments, especiallye™e™ colliders. This flip-parameter
is equivalent to the measurement of the ratio of trijet t@tdgvents. In this way, the theoretical
uncertainties can be reduced as many of them cancel in fbe rat

The kr algorithm in the exclusive mode is based on the Durham jeirdign and therefore also
allows to access the flip-values froms2 reconstructed jets (see chajter 4.3.2). These flip-vakees
not very sensitive to the jet-energy-scale and hence atewrteasurement @fs at an early stage of
the experiment. Figufe 8.1 shows the valuesgimeasured with different methods.

By combining many different measurements, the world avereas set tars(Mz) = 0.11844-0.0007

[81].

6.2 Studies with NLOJET++

The program NLOJET++ (see chaier]5.1) calculates partmiugtion at leading and next-to-leading
order. The idea of thers determination in this thesis is to perform a fit f@g of calculations from
NLOJET++ to real data. In order to get the differentdependencies, NLOJET++ has been used to
calculate 2-parton-events at NLO, 3-parton-events at L@alkas NLO and 4-parton-events at LO.

N7
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Figure 6.1: Summary of measurements af(Mz). The vertical line and yellow band mark the final 2009
world average value afs(Mz) = 0.1184+ 0.0007 determined from these measuremeénts [81].

6.2.1 d,; Distributions of 2-Parton-Events

First of all, 1 events with 2 partonspg > 20 GeV andn| < 2.6) at a center-of-mass energy of
7 TeV have been calculated at NLO. A leading order distrdsutvbf do3 is obviously not available
when simulating 2-parton-events, because the flip-valm f8 to 2 is zero, as there are no events at
LO with more than 2 jets. In this case the full calculationhisrefore identical with the calculation of
the NLO term. The figurds 6.2 show the distributiordgf of 2-parton-events at NLO.
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Figure 6.2: dps distribution of 2-parton-events a) logarithmical and bprogarithmical inNLO. Due to the
large statistics, the error bars are very small.

From 400 Ge¥ on the distribution decreases smoothly to higher valuedy©f The jet clustering
algorithm (see chaptBr4.3) and the cut on the jets’ trassu@omenta cause a cutiag = 400 Ge\?.

As a minimum transverse momentum of at least 20 GeV is denudfodall jets, the valuelg = p2,

of the exclusivekr algorithm is at least 400 GV The valuesi,s < 400 Ge\ are hence all coming
from dg = min(p3,, p2,) x R, with anRy value smaller than 1. As FastJet handles this region
slightly differently than theky jet implementation used for the simulations from PYTHIA, @& c
has been set @bz = 400 GeV and events withdhs < 400 Ge\? have been ignored for thes
determination. The peak at zero is due to virtual corresti@nNLO where no additional parton in
the final state appears. The flip-value from 3 to 2 for thesatswsith only 2 jets in the final state is
zero.
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In this distribution, many different values af are included as there is no distinction between different
values ofQ. To account for th€ dependency afrs, Q has been approximated by the of the leading

jet. The values ofly3 are allocated to intervals of the leading jet of the associated evéht Six
different pr intervals with a width of 20 GeV have been chosen, coveripg segion from 20 GeV

up to 140 GeV (see figurés 6.3).
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Figure 6.3: dy3 distributions of 2-parton-events, separateg+rintervals of the leading jet iNLO calculation

The bin width amounts to 100 G&Y200 Ge\? and 300 GeY for figures a) to c), for figure d) and
for figures e) and f), respectively.

In consistence with the clustering algorithokg = p2,), the maximum values a3 relate top? of
the right boundary of the according interval (e.g. 1600 && figure a) with apr interval from 20

to 40 GeV). In this extreme case, all jets have more or lessdhge transverse momentum (e.g. in
figure a) the third jet, being crucial for the flip-value, mbave apy of around 40 GeV).

Higher transverse momenta therefore lead to higher valudso

1As the transverse momentum of the leading jet has been usepéoate the,; distributions,p? of the leading jet has
been chosen for the hard scale.
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6.2.2 d,3 Distributions of 3-Parton-Events

The same calculations have been done for 3-parton-eveetg, Blso the calculation at LO provides
a dy3 distribution, as there are 3 jets in the final state and tbeeeflip-values from 3 to 2 jets
available. This distribution is almost identical to the NH@tribution of 2-parton-events (see figures

QD
Rl

O
~

12

=
o
o

:Hw”w”w”w”‘\_‘t‘

10

80 — born

do/dd,, [nb/GeV?]
do/dd,, [nb/GeV?]

—nlo
60

[N

10
40

-2
10 20

10°

e e e 1S
2000 4000 6000 8000 10000

L L PEI SRR L L 1
200 400 600 800 1000 1200 1400
d,, [GeVY] d,, [GeVY]

o
o

Figure 6.4: dp3 distribution ofborn (3-parton-event@ndnlo (2-parton-eventsd) logarithmical and b) non-
logarithmical. Due to the large statistics, the error baesvary small.

The real correction of the NLO term with 2 partons is commeatsu with the integral over
the born matrix element of 3 jets in the final state![58]. Thedyonatch of the above curves
indicates very small virtual corrections in NLOJE +Some virtual terms of NLO from 2-parton-
events, compensating divergencies of the cross sectiemoticeable for very small values @3 [2].

Figured 6.b compare the full, the LO and the NLO calculatibthe d3 distributions of 3-parton-
events. The large statistical fluctuations of the NLO disition required the calculation of:3 10°
NLO events.
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Figure 6.5: dys distribution of 3-parton-events a) logarithmical and bpxogarithmical in full,LO andNLO
calculation

The NLO term increases the cross section by about 10%. The qfetne NLO distribution at
4100 GeV is due to a lack of statistics. As the error of this value igelarge, this bin has been
aligned to the curve when fitting the strong coupling coristeee chaptdr 8.1).

The calculation of the full theory, i.e. LO “plus” NLO, usint®® events shows a negative entry
at 1100 Ge¥. Negative entries should not appear, as LO “plus” NLO shdnldotal result in

°The curves are still in good agreement when divided jwtantervals of the leading jet.
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positive entries. A reason could be that the phase-spatill im0 sampled often enough, or that the
transition between different regions in phase-space ismaioth enough in NLOJET++. The author
of NLOJET++ has been notified about this, but could not prexdadbetter) explanation. As the full
distribution is not used for thes fit, this is not crucial.

Thedys distributions divided intgy intervals of the leading jet are shown in figuies 6.6.
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Figure 6.6: dy3 distributions of 3-parton-events in differept intervals in full, LO andNLO calculation. The
pr of the leading jet is inside the according interval.

The curves of the LO and NLO distributions are different (the distributions at NLO are e.g.
flatter than the distributions at LO). This means that higitders ofas change the shapes of thg;
distributions. The flip-values are therefore sensitivetti@r strong coupling constant. Thus, the shape
of the distributions can be used to determine
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6.2.3 d,3 Distributions of 4-Parton-Events

NLOJET++ calculates 4-parton-events just at LO. Thereforéigured 6.V only the LO distribution
of dyz is shown.
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Figure 6.7: dp3 distribution for 4-parton-events a) logarithmical and bnfogarithmical inLO calculation.
Due to the large statistics, the error bars are very small.

The curve is very smooth and shows no outliers. The crosgaeat this distribution amounts to
about 25% of the distribution for 3-parton-events at LO. Thagdistribution is again divided into
intervals ofpr of the leading jet (see figures 6.8).

Thedys distributions of the leading order calculations of 3- angadton-events have been compared
to the distributions from Alpgen [72]. The results from NLEXJ++ and Alpgen have been in good
agreement to each other.
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6.2.4 Comparison between BORN and FULL “minus” NLO

The dy3 distributions of 3-parton-events have been further ingastd. When simulating the born
term everything (e.g. internals, PDFs) is calculated at leading order, whereas these aiteafues
are calculated at next-to-leading order for the NLO cakimta To determine the influence of these
internal parameters it has been tested if the born term isist@mt with the full calculation, where
the NLO term is subtracted. This comparison has neither deea for 2-parton-events (as the NLO
term is in this case identical with full), nor for 4-partowesits (where the born term represents the
full calculation due to a missing NLO implementation in NLEJJ++).

The figure$ 619 show the born distribution compared to fulirins” the NLO term.

a b
5 S ]
2 — C |
g 10 5 Q  sf 3
= E K= C b
o 10 ;IRLL,\ — full-nlo E 2 2ol — full-nlo B
8 F h 3 8 E o ]
8 1F orn - 2 b orn E
af 5 g ]
107 3 10 =
-2 _ F ]
10§ E 5 =
sl H’]”"“\ﬁ F B
107 3 (e =

PRI | | SN A AT SV I e | I I o by L b L Lo L b 1 0
0 1000 2000 3000 4000 5000 6000 7000 8000 900010000 200 400 600 800 1000 1200 1400 1600 1800
d,, [GeV] d,, [GeV]

o

Figure 6.9: Comparison betweenornand full “minus” nlo for 3-parton-events a) logarithmicaldab) non-
logarithmical.

The distributions are also divided j&- intervals of the leading jet (see figufes 6.10).
The curves are in good accordance and match within thetstatifluctuations. Thus, the internal
calculations at LO and NLO yield only small differences witktatistical uncertainties.
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6.3 Real Data Analysis

This section presents the datasets used, the good run dighaririggers, which have been applied
to data. Then, some jet cleaning variables are studied amghaied to the antr jet algorithm.
Finally, thed,s distributions are compared to tlig, distributions, in order to separate 3-jet-events
from 4-jet-events.

6.3.1 Datasets
ATHENA has been used to analyze the datasets from run petidglshown in tabl€ 6]1.

Run Period | Run Number | # Events Dataset Name
A 152166-153200 2020106 datalQ7TeV.periodA.physics
L1Calo.PhysCont.AOD.repro0401
B 153565-155160 17438115 datalQ7TeV.periodB.physics
L1Calo.PhysCont.AOD.repro0401
C1-C2 155228-156682 14043136 datalQ7TeV.periodC.physics
L1Calo.PhysCont.AOD.tOproQ401
D1-D6 158041-159224 94578192 datalQ7TeV.periodD.physics
L1Calo.PhysCont.AOD.tOproQ401
E1-E7 160387-161948 45598178 datalQ7TeV.periodE.physics
JetTauEtmiss.PhysCont.AOD.tOpra0@d1
F1-F2 162347-162882 34937674 datalQ7TeV.periodF.physics
JetTauEtmiss.PhysCont.AOD.tOpra0@d1

Table 6.1: Datasets from run periods A-F used for this analysis. Thebmrmare taken from AM[]82].

These data have been gathered by ATLAS, starting data takiagenter-of-mass energy of 7 TeV
on March 30th 2010. The runs from periods G to | are not useldisnanalysis, as different triggers
are applied for these datasets. Figure6.11 shows thenttgrated (cumulative) luminosity (periods
A-l) versus day, being delivered by LHC (green) and recordgdTLAS (yellow) at\/s = 7 TeV
for all pp runs in 2010[83].
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Figure 6.11: The total integrated luminosity versus day][83]
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A good run list has been applied to exclude events and luntynb®cks considered as bad (e.g. due
to not properly working detector components). For this ysial the good run list
mergedgrl_PeriodABCDEFGHI152166.206-167776.548Mjet nomuon7TeV_noHLT_A-F.xml

has been used. This is a combined list of several run pertotdl3eV [84], provided by the Standard
Model group.

The good events have been processed on the data & compuitingee chaptdr 3.3) and the results
further analyzed. Unfortunately, several events got logt i problems with the data & computing
grid (e.g. ATHENA crashes because of refused connectiovisizh could not be solved.

The jet triggers L1J15 and L1J30 have then been applied to the remaining events. TabkEh6v2s
the official integrated luminosity for each run period foe tiwo jet triggers.

Period (nb1) | L1.J15 | L1.330

A 0.38 0.38
B 8.1 8.1
C1 7.2 7.2
C2 1.3 1.3
D1 27.5 27.5
D2 329 329
D3 32.9 32.9
D4 79.5 79.5
D5 28.0 28.0
D6 97.1 97.1
El 32.5 139.0
E2 91.8 92.5
E3 90.2 237.2
E4 1.7 88.7
ES 2.0 129.7
E6 1.8 153.9
E7 125 161.4
F1 3.2 400.2
F2 5.6 293.2
Sum 556.0 | 2010.6

Table 6.2: Integrated luminosity for each run peridd [84]

In table[6.3 the numbers of analyzed events before and &fetriggers are presented. The trig-
ger L1J15 is prescalajin run periods E and F, whereas only period F is prescalechfotrigger
L1_J30. Hence, in this analysis, mainly run periods A to E withttigger L1J30 (with an integrated
Iuminositﬂ of around 700 nb') have been analyzed.

3The prescale factors reduce the number of events examintkisiggers.
“Due to the above reasons, the analyzed integrated lumyriesituch smaller than the 1327nb* from run periods A
to E in tabld6.P.
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6.3.2 Jet Cleaning

Before jets can be further analyzed they have to be cleaneddetector effects. Hence, the jets have
to comply with certain conditions. As described in chaptéf.3l there are several cuts available,
deciding if a jet is bad, ugly or good.

However, these cuts have been optimized for the lanjet algorithm (see chapter 4.8.3) and not for
the kr jet algorithm in the exclusive mode. Thus, some of these atialles are studied for both
algorithms. It has to be mentioned that this comparisonds qualitatively possible, because both
algorithms have significant differences in their definisofor this study, the datasets from period B
have been used exemplarily to reduce processing time wailmdp sufficient statistics. No special
trigger has been demanded, meaning that all events firingrigiger have been studied.

Figure[6.12 shows ther distributions of the leading jets for the different jet aiigams (with a
minimum jetpr of 7 GeV). The differences of the distributions are expeciuke antikr algorithm
with a radius of 0.4 (blue curve) finds more low energetic @@td less high energetic jets than the
other algorithms. With a radius of 0.6 (black curve), mordgipkes are assigned to a jet, leading to
higher jet momenta. Finally, thier jet algorithm in the exclusive mode (red curve) finds mors jet
with high pr. As the algorithm is forced to find 3 jets per event, it clusterore particles to a jet,
resulting in large jets with a higpr.
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Figure 6.12: pr distributions of the leading jets, being clustered bydkelusivekr and the antky algorithm
(radius 0.6 andadius 0.3

The comparison of the jet cleaning variables is done exeihpfar some important variables, like
fuec, fem and]t]:

First of all, fygc is investigated. Sporadic noise bursts in the hadronic epdtalorimeter (HEC) are
the most common reason for mis-reconstructed jets. Thase harsts deposit most of their energy
in single calorimeter cells, often with some entries in teahboring cells. For this reason they can
be excluded if a large fraction of the jet-energy is foundne HEC, accompanied by a low number
of cells, accounting for at least 90% of the jet-enefgy [5Bhese quantities are used to cut-off the
jets from noisy HEC clusters.

The distributions offyec (see figuré 6.13) have approximately the same shape. Thegistegative
values and have a maximum at around 0. The entries in thisaseedue to the energy resolution
of the HEC. Then, the curves decline to 1. With the cut-ofreabf fyec > 0.8 (for the loose bad
jet definition) the antkr algorithms classify more jets as potentially bad than theusive kr jet
algorithm. This does, however, not mean that these jetsdezd bad. Sporadic noise bursts would
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Figure 6.13: fyec distributions of jets clustered by thexclusivekr and the antk algorithm (radius 0.6 and
radius 0.4

be seen in the distributions as peaks. No boosts can be edsat¥gc < 0.8, meaning that all
algorithms are safe for this noise.

In addition to the HEC, also the electromagnetic calorimeéa be affected by noise bursts, which
are, however, not very frequent. Jets from these coherésé mursts are characterized by a large
reconstructed energy in the electromagnetic calorimetdraabad quality of the calorimeter recon-
struction. The quality is evaluated via the difference ia #ampling of the measured pulse and a
reference pulse. The latter is used for the reconstructidheocell energyl[54]. Bad jets are tagged
if the fraction of the jet-energy from bad-quality calorit@ecells is above a certain value and the
fraction of reconstructed energy in the electromagnetioritaeter in generalfgy, >0.95 (for the
loose definition) orfgy >0.90 (for the tight definition) (see figure 6114).
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Figure 6.14: fg\ distributions of jets clustered by tlexclusivek; and the antk algorithm (radius 0.6 and
radius 0.4

The distributions offg)y have basically a similar shape: rising from negative vathesto the energy
resolution of the EM the curves reach a maximum at around dppiing down to about 1.5. The
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results from the antikq algorithm with radius 0.4 differs most from the other algoms. Still, the
antikr algorithms with different cone sizes use the same jet ahggeuits. Thus, the cuts are also fine
for the exclusivekr jets, where the agreement with akti-(radius 0.6) is better than the agreement
of the two antikt jets. As there are no peaksfaty < 0.9, the algorithms are safe for noise bursts in
the EM with this cut-off value.

Another criterion for the jet classification is the out-ofie energy deposition in the calorimeter (see
figure[6.15), where the jet time is defined with respect to tleaetime. These energy depositions can
result from photons produced by cosmic ray muons. The ersgggred-weighted cell time should
be within two beam bunch crossings, otherwise the jets assifled as bad [54].

N il

0 20 40 60 80 100 120 140

t[ns]

Figure 6.15: Jet time distributions of jets clustered by theclusivekr and the antkr algorithm (radius 0.6
andradius 0.4

The shape of the jet time distributions for the exclusiyeand the antky algorithms look quite
similar. A cut on this variable should therefore have simigsults in all cases.

The above jet cleaning variables show a similar behaviorttierexclusiveky and the antkr jet
algorithms respectively. This is not surprising since tleawing variables are mainly based on bad
calorimeter cells, which are more or less independent oludeal jet algorithm. Due to the same
behavior, the jet cleaning cuts from the alatialgorithm have been used for this analysis and events
with one or more bad jets removed.

In addition to these jet cleaning cuts, all three jets havenbequired to haver > 20 GeV and

In| < 2.6. Only events fulfilling those criteria have been acceptetianalyzed. Table 8.3 shows the
number of events for each run period, before and after thgdrs, jet cleaning and further cuts.
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Period | A | B C D E F
# events(no trigger) | 726599 | 1.116e+07| 1.173e+07| 2.728e+07| 2.733e+07| 2.737e+06
after jet cleaning | 610174| 8.586e+06| 8.988e+06| 2.451e+07| 2.621e+07| 2.663e+06
pr >20&|n| <26 | 5803 132685 162256 | 1.573e+06| 3.797e+06| 501056
after L1_J15 6110 171915 213497 | 2.873e+06| 4.726e+06| 17220
after jet cleaning 5632 163025 203759 | 2.800e+06| 4.609e+06| 16865
pr >20&|n| <26 | 1186 31921 40527 589356 973440 3691
after L1_J30 993 25326 31354 397366 | 2.289e+06| 255830
after jet cleaning 774 22427 28702 388258 | 2.261e+06| 253056
pr >20&|n| <26 | 303 8828 11246 152952 901353 100932

Table 6.3: Number of events before and after the triggers and cuts
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6.3.3 Separation from 4-Jet-Events

The differential jet-rates depend dg,;.. At smaller values ofl.;, the 4-jet-rate dominates, whereas
the fraction of the 3-jet-rate becomes more and more impbwiéh increasingl,; values.
In order to separate the 3-jet-rate from the 4-jet-ratedisigibutions ofdy3 andds, (i.e. the flip-value
from 4 to 3 jets) are compared in figufes 8.16 - exemplarilyrfior periods A-E (trigger L_’U30.
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Figure 6.16: dp3 andds, distributions for run periods A-E (trigger L130). Due to the large statistics, the error
bars are very small from figure b) onwards.

The da4 distributions decline steeper than ttg distributions. For small values af.; (which is
either the flip-value from 4 to 3 jets or the flip-value from 32¢gets),ds4 is dominant, whereag,s

has more entries at highdg, values.
In order to separate the unwanted fractiordgf from thed,3 distributions (in this analysis, only 3-
jet-events are investigated), the integrals (startinghfdfferent values ofl.;) of these distributions

SPeriod F (trigger L1J30) is prescaled and therefore not included into the plots.
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are compared. Thus, the ratio between the integrals isladcl

R(deu) = 12 ©1)
J d3a
where [ d;j stands for/{ &-ddi.
The ratios are shown in figures 6117.
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Figure 6.17: Ratio of [ dy3t0 [ das

At higher values ofd.; for everydss value a corresponding,s value can be found. Therefore
Ao can be defined a8p = [dy3 — [d3s. The errors are then calculated (witéhy = /Ay and
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A [d3s = /[ d3g):

o | (Fe -0 (2" (4] -
e o) - JFeE )

The blue line aR = 4 in figured6.17 indicates an impurity of 20%, i.ds4 represents a fraction
of £ to the total distribution. Consequentlfd,3 has a fraction of. The ratio dp3: [ dss Of & : £

is fulfilled if the division of [ dy3 by [ d34 (which is done in the above figures) yields a value of 4.
Accordingly, the red line aR = 7 stands for an impurity of 18% (with a ratio/ dy3: | dz4 of % : %).
With rising values oR, the impurity (and therefore the systematic error) de@gasit the expense of
statistics. The intersections of the lines with Bdistribution yield the accordind.; value (see table
[8.1 in chaptei 8]1). The regions smaller than thgevalues have been excluded when performing

the as fit, as the fraction ofiz4 is too large in this area. The influence of the different inmjes is
studied in chaptdr 8.2.2.

(6.2)

6.4 Comparison to Simulations

In this chapter, real data (from run periods A-E) are comghdoesimulations. First of all, thes
distributions from real data are compared to fully simudaf® THIA dijet samples. Then, real data
are checked against the calculation from NLOJET++. Findily simulation from PYTHIA at parton
level is compared to the results of NLOJET++.

6.4.1 Comparison between Data and PYTHIA

The standard QCD samples, i.e. fully simulated PYTHIA dij@inples (see talle 6.4), are studied in
this chapter.

The samples have been processed on the data & computingsgadchaptdr_3.3) with ATHENA,
running the exclusivés jet algorithm (N=3) on truth particles as well as on LCTopaBrliar. As the
application of the jet triggers L1115 and L1J30 would decrease the number of events (especially in
the smallemr intervals of the leading jet) to unusable small statisticsspecial jet trigger has been
used. Therefore, when comparing the samples to real daspauial jet trigger requirement has been
applied to the real data in order to assure comparability.

Before the merging of the samples, they have been scaleddangdo their different cross sections
and number of events.

Events with bad jets have been excluded and jets piith- 20 GeV andn| < 2.6 required for both
simulation and real data. A further cut has been set onthealue and events witths < 400 Ge\#
have been neglected. In this area, the fractiodsgfis too high. Moreover, the cut has been set to
have the same conditions as for the calculations with NLG3E®ee chaptér 6.4.1).

The normalizedl,s distributions are shown in figures 6]18.

In red, thed,s distribution of the truth jets is shown, whereas the greenecalready takes detector
effects into accoufft Hence, the green and the black curve, representing reslstaiuld be in good
agreement. This is true for figures c) to f) - especially inititerestingpr interval 80-100 GeV where
the mass of the Z boson is located. However, when going tdengadergies, see e.g. figure a) and b),
the curves are quite different. The data are not describgdnll by reconstructed simulation (which
is not completely understood). When low energetic dijehévare forced by the jet algorithm to find

6Some failed jobs reduced the number of events of dataseD2a601294186 and of dataset 105011 to 1288081.
"The green and the red curve are used in ch@ipiér 7.1 to estincateection for the jet-energy-scale.
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Dataset‘ pr [GeV] ‘ o [nb] ‘ # Events

Dataset Name

105009 8-17 9752970 | 1399184 | mc09 7TeV.105009.J(pythia jetjet.merge.
AOD.e468s766s767r1303r1306
105010 17-35 673020 | 1395383 | mc097TeV.105010.J(ythia jetjet.merge.
AOD.e468s766s767r1303r1306
105011| 35-70 41194.7 | 1398078 | mc097TeV.105011.J(ythia jetjet. merge.
AOD.e468s766s767r1303r1306
105012 | 70-140 2193.25 | 1397430| mc0Q7TeV.105012.J(pythia jetjet.merge.
AOD.e468s766s767r1303r1306
105013 | 140-280 | 87.8487 | 1397401| mc09Q7TeV.105013.J(ythia jetjet.merge.
AOD.e468s766s767r1303r1306
105014 | 280-560 | 2.32856 | 1391612| mc09Q7TeV.105014.J(ythia jetjet.merge.
AOD.e468s766s767r1303r1306
105015 | 560-1120| 0.0338461| 1347654 | mc09Q7TeV.105015.J(ythia jetjet.merge.

AOD.e468s766s767r1303r1306

3 jets, the last step of the clustering routine is redeenesdjlting in a low transverse momentum of
the 3rd jet (which leads to a small valueddt). This jet is more likely to have only a smaller energy
than the 3rd jets of events with originally more than 2 jetdl different types of jet events can be
found in real data, resulting in higher energetic 3rd jeis taerefore higher values dbs compared
to the PYTHIA dijet samples. This circumstance carries magight at lower than at higher energies.
At higher energies, also the 3rd jets from original dijetrégehave a higlpy. Thus, in events with

Table 6.4: PYTHIA dijet samples. The numbers are taken from AMI|[82].

high momentum transfers, the curves match well.
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Figure 6.18: dy3 distributions from data (periods A-E) and from simulatiothaPYTHIA with andwithout
detector simulation. Due to the large statistics, the dyaos are very small.
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6.4.2 Comparison between Data and NLOJET++

To determineds, the full calculation of NLOJET++ is split into LO and NLO tas, having different
dependencies on the strong coupling constant. These teentlsean compared to real data.
Therefore, in figureg 6.19 the full calculation of NLOJET+ef @-parton-events) is compared to
real data (run periods A-E). The same cuts as in chapter Bavd been used for both distributions
(as the calculation of NLOJET++ has only been done on pasdwal without detector simulation,
no jet cleaning cuts have been applied for NLOJET++). Noigp&igger has been used in both cases.
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Figure 6.19: dy3 distributions from data (periods A-E) and from simulatiothaNLOJET++ (full)

The curves match quite well from figure d) onwards, but arfediht in figures a) to c) for several

reasons. The jet-energy-scale has e.g. not been correctdbfreal data. In addition, no hadroniza-
tion or Underlying Event effects had been taken into accéonthe NLOJET++ simulation (these

corrections are all done in chapfér 7). These effects - abhbwbe UE (see chaptér 7.3) - lead to
quite large deviations in regions whegas small. With increasin®, the impact of the UE declines.

Hence, the curves are in good agreement at higher valu@s of
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6.4.3 Comparison between PYTHIA and NLOJET++

In order to correct the calculation of NLOJET++ for hadratian effects and the influence of the Un-
derlying Event, the calculations from NLOJET++ are coreeldbin-by-bin. This is done in chapters
[Z.2 and_Z.B. The correction factor for the hadronizationetemined with PYTHIA (on generator
level) by dividing hard scattering processes at hadror l®véhe hard scattering at parton level. The
UE correction is also done with PYTHIA by dividing the hardatering with UE by hard scattering
without UE, both on hadron level.

Before the correction factors are evaluated, the partosidenf PYTHIA and NLOJET++ (born, 3-
parton-events) are compared (see figlires| 6.20). 100,00@sdvave been simulated with PYTHIA
Table[6.5 shows the CKIN(3) values (i.e. the minimal transfaransverse momentum of the collid-
ing particles via a cut-off in the phase-space), which haenlset for the differenty intervals of the
leading jet. The values are chosen by subtracting twicedherjergy-scale correction of about 5%
from the left interval border.

pr Interval ‘ CKIN(3) value [GeV]

20-40 GeV 18
40-60 GeV 36
60-80 GeV 54
80-100 GeV 72
100-120 GeV 90
120-140 GeV 108

Table 6.5: CKIN(3) values used for the accordimg intervals of the leading jet

The distributions show some differences: the red curvettefléhan the black curve. Thus, PYTHIA
finds more events with high values df; than NLOJET++ does. The differences can be explained
by the different simulation parameters (PYTHIA uses e.@ garameter CKIN(3), which can not
be set in NLOJET++). Moreover, Pythia is leading order camnmnted by a leading logarithmic
parton shower. A perfect agreement of PYTHIA and NLOJET+kdace not expected. Although
well matching curves would of course be favorable, PYTHIA séill be used to correct NLOJET++
for hadronization and UE effects. In this way, migratioreefs from one bin to the adjacent bin are
compensated. Therefore, relative corrections in the daugibins can be applied to NLOJET++.

8All stable and long lived particles have been consideretiekeluding neutrinos.
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Figure 6.20: dy3 distributions from NLOJET++ (born, 3-parton-events) ahdTHIA. The pr of the leading
jetis inside the according interval.
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Chapter 7

Corrections

Beforeas is determined, some corrections are made to cope with #Hemgagy-scale of real data and
the missing hadronization and Underlying Event (UE) efaftNLOJET++. In order to compare real
data to the calculations from NLOJET++, these adjustmemtgjaplied using bin-by-bin corrections.
Moreover, a correction method is presented to directlyemirdata for the influence of the UE.

7.1 Jet-Energy-Scale

As already mentioned, the jet-energy-scale and the acwpraincertainty is measured in ATLAS
only for the antikr jet algorithm. The correction of detector effects has beamedn this analysis
for the exclusivekr jet algorithm accordingly by comparing thies distributions of PYTHIA dijet
samples, running the jet clustering on LCTopo clusters amdirath particles (see figurés 6118 in
chaptef 6.4]1).

In order to get correction factors, tlks distributions of truth jets have been divided by tthg
distributions of reconstructed (i.e. LCTopo) jets:

. di
Hjgg(ds) = 27 (7.1)
23,reco
The correction factors in the accordipg intervals can be found in figurés7.1.
To take the JES into account, the data have been multipligdebgorrection factors:
d23,data(.]ES correctell = HBES(dZS) X Oz3data - (7.2)

At higher values ofl,3 the statistics get too low resulting in a fluctuation of th&ries. Thus, no cor-
rection to data has been applied in figure c) fgy & 5500 GeV, in figure d) for 33 > 8000 Ge,
in figure e) for d3 > 10000 GeV and in figure f) for d3 > 12000 Ge\f.

The result can be seen in figutes] 7.2 wheredthalistributions from periods A to E are shown before
and after the correction of the JES.

The corrections are small in figures a) and b). However, ingh@o figures the mismatch of tigs
distributions between data and PYTHIA is quite large (sesptd{6.4.11). Moreover, the correction
due to the shift of the energy-scale has potentially lardfects due to bin migrations between the
pr intervals of the leading jet, especially from the interpal < 20 GeV. Therefore, events with a
leading jet’s transverse momentum of less than 60 GeV ardiédmvith care.
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Figure 7.1: Correction factors for the JES

7.2 Hadronization

As already stated, NLOJET++ has unfortunately no hadrtinizanodel implemented and therefore
calculates only at the parton level. In order to compare ¢isalts of NLOJET++ with real data, the
influence of the hadronization has to be taken into accouiie factorization of long- and short-
distance physics are the reason why hadronization carrecto infrared safe observables can be
estimated by running event generators at parton and haeveh[V8]:

i di23h d
Hr|1adr(d23) = s . (7-3)
23, part

In this study the program PYTHIA has been used to investibationization effects on the differen-

tial 2-jet-rate, because with PYTHIA it is possible to siital both the parton level and the hadron
level. In order to calculate the systematic uncertainty @uthe hadronization, also HERWIG has
been used to simulate events on parton as well as on hadelr(dee chaptér 8.2.5).
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Figure 7.2: d,3 distributions from periods A to E before amdterthe correction of the JES. Ther of the
leading jet is inside the according interval. Due to thedsstatistics, the error bars are very small.

The figure$ 713 show theys distributions before and after the hadronization in déferpr intervals

of the leading jet.

At smaller regions ofpr larger discrepancies would be expected due toéhdaependency of the
hadronization[[12]. However, the curves in figure a) matcitequell because of the large bin width
(in relation to the maximuna,3 values). For high energetic jets hadrons are clusterechdrthe
direction of the partons. Hence, the difference betweetopaand hadron level and therefore the
according corrections are not large for high energetic[igts

The difference between hadron and parton level is rathell Small examined py intervals of
the leading jet. This means that tke algorithm in the exclusive mode is almost independent of
hadronization effects, because of its infrared safeness.

Dividing the hadron by the parton distribution yields therection factorsﬂﬂ]adr(dzg) (see figures

[Z.4).
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Figure 7.3: dy3 distributionsbeforeand after hadronization. Ther of the leading jet is inside the according
interval.

When performing thers-fit (see chaptdr 8l1), the entries in the according bins emected by these
factors:

i
d23NLOJET+ +(hadr) = Hhadr(d23) X d2anLosET++ -

(7.4)

Due to low statistics at highy3 values, the correction factors have been set to unity indigifor
dr3 > 2000 GeV, in figure c) for g3 > 2800 GeVf, in figure d) for 33 > 5500 Ge\, in figure e)
for dy3 > 8100 GeV and in figure f) for d3 > 10800 Ge\f.
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Figure 7.4: Hadronization correction. The black line represents a ftheocorrection factors. The fit-values
are shown in table7.1.

pr interval | Fit-value | Error
20-40 GeV 0.995 | 0.004
40-60 GeV 0.990 | 0.001
60-80 GeV 0.984 | 0.001
80-100 GeV | 0.981 | 0.001
100-120 GeV| 0.980 | 0.001
120-140 GeV| 0.971 | 0.001

Table 7.1: Fit-values to the hadronization correction
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7.3 Underlying Event

This chapter deals with the influence of the Underlying E&liE) on the differential 2-jet-rate. As
there is no UE model available describing the UE in a perfext, ihree different UE models have
been studied and compared to the hard scattering procdssuvitiE.

The program PYTHIA (on generator level) has been used tyshedUE, applying the same CKIN(3)
values (see chapter 5.P.1) as described in fable 6.5.

Thedy3 distributions from hard scattering events without UE (lusk“hard”) and with AMBT1 (la-
belled “hard+AMBT1"), PERUGIA10 (labelled “hard+PERUGI1A") and ATLAS MCO09c (labelled
“hard+ATLAS MCO09c”) are displayed in figurés T.5.
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Figure 7.5: dys distributions for “hard”,*hard+AMBTL1", “hard+PERUGIA10"and“hard+ATLAS MC09c”.
The pr of the leading jet is inside the according interval.

The influence of the UE is quite large at small values of CKIN(3d decreases with higher momen-
tum transfers. By dividing the hard scattering process Withby “hard” at hadron level, correction
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factorsH|; (dp3) are obtained:

i
i 23UE
HUE(d23) — i . (75)
23 hadr
These correction factors are shown exemplarily for tune AN figured 7.6.
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Figure 7.6: Underlying Event correction using tune AMBT1. The blaclelirepresents a fit to the correction
factors. The fit-values are shown in table]7.2.

According to '
toanLoseT++uE) = HUE(023) X GogNLOIET++(hadr) > (7.6)

the calculations from NLOJET++ are corrected bin-by-bicape with the influence of the UE.

Due to statistical fluctuations, no corrections apply, @ tfalues ofd,3 are larger than a certain size.
These values are shown in tablel 7.3 for the different UE tunes

This bin-by-bin correction has been used in this thesis toaat for the UE.

In addition, a correction method has been developed tottlirecrrect data for the influence of the
UE. This method is presented in the following chapter, exarniyp for the UE tune AMBTL1.
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pr interval | Fit-value | Error

20-40 GeV 0.96 0.03
40-60 GeV 0.96 0.01
60-80 GeV 0.97 0.01
80-100 GeV 0.98 0.01
100-120 GeV| 0.98 0.01
120-140 GeV| 0.98 0.01

Table 7.2: Fit-values to the UE correction

pr interval | AMBT1 | PERUGIA10 | ATLAS MC09

20-40 GeV 2000 2000 2000
40-60 GeV 2300 2200 2200
60-80 GeV 2900 3000 3300
80-100 GeV | 5400 6200 5400
100-120 GeV| 7900 7900 7900
120-140 GeV| 8900 8900 8900

Table 7.3: Values ofd,3 in GeV? up to whichd,s is corrected
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7.4 Low-pr Method

This section describes a correction metho#ofet energies for the Underlying Event. This “lops-
method” is based ori_[4], where the transverse momenta ofajedstheir constituents have been
corrected for the contribution of the UE using tke algorithm in the exclusive mode. It is still
under development and has only been tested so far on genlenagbusing PYTHIA. Therefore, the
immediate correction of real data for the impact of the UEdspossible yet. That is why the above
bin-by-bin correction is used to consider the UE for thaletermination.

Nonetheless, as the “lopr method” is very promising, it has been tested in this analysi
generator level for recent UE tunes. Additionally, the noethas been applied to corrabg values.

The ks jet algorithm in the exclusive mode absorbs every particlends like a vacuum cleaner -
no matter if the particle is coming from the UE or the hard teratg process. In this way, it is not
possible to separate the unwanted UE particles e.g. geicaibtras it is done with cone or aritir
algorithms. For these jet algorithms clustering partidgtessde a fixed area in azimuthal angheand
pseudorapidityn UE contributions are usually corrected by simply subtragtihe average energy
expected from particles of the UE measured in regions of ¢éteator away from the hard scattering.
The energy distribution is in that case obtained from reg@way from the hard jet, like at 9@n ¢
and/or opposite) (see chaptdr 5.2.2). The algorithm in the exclusive mode neither reconstructs
jets of fixed area nor regular shape. For this jet algorithnimalar subtraction method has been
preconceived for heavy ion collisions |85]. It is not possito easily apply this method to proton
proton collisions as the environment of particles from scttters is less dense.

The “low-pr method” is inspired by measurements showing that the pmtive description can
be extended to much lower scales than usually expected (ge€l2]). Moreover, experimental
observations at HERA showed that the pertubative DGLAPutvml equations[[86] effectually
describe the PDF at very small valuestbelow 1 Ge\f) andxg; [87,88].

Regarding a smooth transition between the perturbativeriggion and non-perturbative effects,
perturbation theory calculations approximatively ddserparton parton collisions at essentially
non-perturbative low scales. Thus, jets may be used to appate non-perturbative contributions of
the UE.

The “low-pr method” therefore describes the UE by “Iquwy-jets”. These are the jets with the lowest
transverse momentum in an eénin this analysis, as the algorithm is forced to find exactjgt3

in the final state, the lowp jet (comprising many particles from the UE) is identicaltwibe 3rd jet

in an event.

To verify this, the constituents of the 3rd jets from “hardMBT1” have been compared to particles
from the UE. The simulation of solely UE (without the hard tsgang process) is not possible
in PTYHIA as the UE is intrinsically related to a hard scattgrprocess (e.g. via color flow).
Hence, the UE particles have been approximated by stallgtgubtracting the jet constituents from
“hard” of the constituents from “hard+AMBT1” (in the follawg called “AMBT1"). The remaining
particles represent indeed the UE simulated in PYTHIA. Tiais been tested by tracing the particles
back to their origin.

As can be seen in figurés V.7, particles from “lpw+ets” and from the UE ("AMBT1") have a
very similar transverse momentum spectrum. This meanstiigatiow-pr jets” have the same
composition as the UE and are therefore useful to approwitigt contribution of UE particles.

IParticles from the UE may lead to the reconstruction of aritiel (third) jet not related to a highly energetic gluon
radiation.
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Figure 7.7: Particles’pr of the UE (simulated with different values of CKIN(3)) and of thewv-pr jets (from
CKIN(3,18) in all figures). Due to the large statistics, theebars are very small.
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The comparison between “loywy jets” and UE has been done for many different UE tunes (Sée [4]
The good match of the different tunes indicates that the ateihmodel independent.

Particles from the UE can be found in every jet (and not onigh@3rd jet), i.e. also in jets with high
pr. As the perturbative cross section of the UE compared toltve-pr jets” is in this area of the
phase-space significantly higher, the constituents oflthve-pr jets” have been scaled up in order to
have the same patrticle content in regions of small traneveiementa. The scaling factas$ have
values from 1.13 to 1.18.

It has to be mentioned that the “lop# jets” have been taken from the simulation of CKIN(SBBI)
all pr intervals of the leading jet. If going to higher values of GB8), the momentum transfer gets
too high and consequently the jet constituents (also inttigeB) too energetic. The “lovpr jets” are
then too energetic to describe the UE properly (at high eéegrthe 3rd jet is very likely to originate
from highly energetic gluon radiation). As an example, “AMB with CKIN(3,108) is described by
the “low-pr jet” (also from CKIN(3,108)) in figuré_718.

1400
CKIN(3,108)

I:I AMBT1

|:| low-pT(hard+AMBT1)x0.98

Entries

1200

1000
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Figure 7.8: Particles’pr of the UE and of thelow-pr jets(from CKIN(3,108)). Due to the large statistics, the
error bars are very small.

The match between the curves is not satisfying, as the figviets” from CKIN(3,108) contain too
many particles with a higipr.

However, the “lowpr jets” from CKIN(3,18) describe the UE particles in g intervals of the
leading jet quite well. Thus, it is now possible to approxienthe hard scattering without UE by
subtracting the constituents from the scaled “Ipyijets” from hard events with UE. By dividing
“hard+AMBT1"- (sfxlow-pr jets) by “hard+AMBT1", weighting factors are derived:

W "hard+ AMBT1"” — (sf x low—pr jets)
N "hard+ AMBTL1” '

(7.7)

with sf being the scaling factor.

With this statistically created probability distributioit is possible to correct single events for UE
contributions. For that purpose, tipg of the jet constituents are weighted by the probability ot t
come from the UE. As can be seen in fighrel 7.9 (exemplarily #6iNE3,18)) the probability for a
particle to come from the UE is quite high for smpll, whereas it diminishes for high values f.

A polynomial of the fifth order has been fitted to that curver &ach particle a weighting factor can
be calculated by inserting the particle’s momentum intogtyeation

weight =& + & x pr +a x (pr)° +a x (pr)* +a x (pr)* +a x (pr)° . (7.8)

The prefactors of the fits are shown in table] 7.4 for the défféipr intervals of the leading jets.
Particles withpt < 30 GeV are weighted by this function. At about 30 GeV the stigtl fluctua-

2CKIN(3, pr) stands for CKIN(3)%r.
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Figure 7.9: Weighting factors to correct for the UE

tions become very high. Moreover, the probability for a jgégtwith more than 30 GeV is almost
1 to come from the hard scattering event and not from the UBcElghe weight is set to 1 in this area.

As a closure test, figurés 7]10 show that thedistribution of the corrected (i.e. weighted) jet con-
stituents from “hard+AMBT1” (labelled “hard- AMBT1..,") is in good agreement with the curve
from hard without UE (as a comparison, also the uncorre@edgnstituents from “hard+AMBT1”
have been included).

Thus the correction using a weight function obtained fromltw-pT jets’ particles allows to correct
any significant bias in the jet-energy due to contributiasnf UE particles.

This method can also be used to correct dhgvalues. For this reason, the flip-values have been
calculated “by hand”, using

de = pFc and da = min(p?,, p3)) x R (7.9)

with the jet momentep?rk and p%l being the sum of the corrected (i.e. weightexg)of the jet con-
stituents and

RY = (M — )2+ (P — B)? . (7.10)

Ry is not corrected in this case and is therefore identical thighoriginal value, as it is assumed that
the jet direction is not changed significantly by the UE.

The correctedl,3 distributions (“*harcdt- AMBT1..,”) are shown together with the uncorrected distri-
bution in figure$ 7.111. The hard scattering without UE is aetuded into the plot.

The correctedi,3 distributions match quite well with “hard”, meaning thaettow-pr method can
also be used to correct the flip-values for the contributibthe UE - especially at lower values of
pr of the leading jet. As the influence of the UE on tig distributions is small at higher values of
CKIN(3), the “low-pt method” shows no improvement in figures e) and f).

For a better illustration, the distribution of “hastd AMBT1.o," is divided by “hard” in figure$ 7.12.
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pr [GeV] ‘ apin10! | ain10?2 | ain103 | a3in10* | a4in10°® | agin 108
20-40 6.37+1.91| 559+ 1.68| -3.95+1.19| 1.34+0.40 | -2.02+ 0.61 | 1.02+ 0.31
40-60 6.5843.03| 8.404+4.04| -8.354+-1.88| 4.00+ 0.62 | -9.13+1.86| 7.96+ 4.03
60-80 6.73+3.01| 8.83+3.96| -9.23+1.82| 455+ 0.60| -10.5+ 1.75| 9.28+ 3.75
80-100 | 6.794+3.05| 9.204+-4.12| -10.14+1.95| 5.1540.65| -12.44+-1.97| 11.24+ 4.33

100-120 | 6.69+ 3.38| 10.8£5.62 | -13.8£3.26| 8.43+1.35| -24.4+5.00| 26.84+ 13.5
120-140 | 6.81+3.25| 10.3+4.99| -12.7+2.68| 7.33+1.02| -19.9+ 3.51| 20.5+ 8.76
Table 7.4: Prefactors of the UE correction function
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Figure 7.10: pr distributions of the jet constituentsforeandafterthe correction compared to hard without
UE. The black curve can hardly be seen because of the perachrwith the blue curve. Due to the large
statistics, the error bars are very small.
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Figure 7.11: dp3 distributionsbeforeandafterthe correction compared to hard without UE

pr interval | Fit-value | Error
20-40 GeV 0.98 0.03
40-60 GeV 0.97 0.01
60-80 GeV 0.98 0.01
80-100 GeV 0.98 0.01
100-120 GeV| 0.97 0.01
120-140 GeV| 0.96 0.01

Table 7.5: Fit-values to the ratio odl,3 distributions of “hardt+ AMBT1..,” to hard only
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Figure 7.12: Ratio of dys distributions of “hard+ AMBT 1" to hard only. The black line represents a fit to
the correction factors. The fit-values are shown in teble 7.5
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Chapter 8

as-Fit and Systematic Uncertainties

In this chapter,as is determined at LO and NLO by fitting the calculations from QIET++ to
data. Then, some systematic uncertainties are studied.butigot leastas with its statistical and
systematic uncertainties is presented and compared tathent world average.

8.1 as-Fit

as is determined by fitting the LO and NLO terms from NLOJET++ ttal In NLOJET++ the
calculation of events is done separately for 2-parton-alem- and 4-parton-events. The leading
order term of 2-parton-events is in the following calledriporthe next-to-leading order term nlo
Accordingly, bora and nlg stand for the leading and next-to-leading order term of 3gpaevents
and born for the leading order term of 4-parton-events.

The total cross section is calculated in NLOJET++ via

Otot = Oborn, + Onlo, - (8.1)

In this analysis, all events have been forced to a jet midiiplof 3 in the final state. Events with bad
jets have been excluded and jets with > 20 GeV andn| < 2.6 have been required. Moreover, a
cut has been set dp3 > 400 Ge\? in order to separate most of the 4-jet-events and to be safe fr
jet algorithm effects.

The total cross section for the studied 3-jet-events besome

e dobor(Q) n donie2(Q)
ddy3 ddo3

Gos(Q) = | ) dhs — Ty (Q) 8.2)

400 GeV2

asd"bd%”;@) does not contribute to 3-jet-event3.is approximated by thet of the leading jet.
Before the fit ofag is done, the distributions akhz are normalized to one.
Therefore, real data are normalized by divid%g—) by the number of entries witth3 > 400 GeV

in the accordingor interval of the leading jetigr 3).

Accordingly,
Aborng(dzz, Q) 1 doborns(Q)
= X 8.3
Adp3 Otor3(Q) dda3 (8.3)
and
Aborny(das, Q) 1 d0borm(Q)
= X 8.4
Adp3 Otot3(Q) ddo3 84)

where 0ioi3(Q) is treated as a constant value. As the events are forced tis $jéhe final state,
Oiot3(Q) always has the same number of entries, no matter if thereihdaet been 3 jets, 4 jets or

0O~7
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even more jets in an event.

Therefore,as has been determined via the shape of dhgdistributions. The sensitivity ofrs on
the shape of these distributions has been verified by charlyicurve of real data: different shapes
yielded different values afts.

For thex2-fit the as dependency has been made explicit $8=Q and d"bgé”“(Q):

" ld23 23

doborn3(Q) dohorm3(Q) as(Q)3
= 8.5
ddz3 dips Osint.(L0) (Q)2 (59

and

doborna(Q) doborna(Q) as(Q)4
= . 8.6
ddy3 dips | sint.(Lo) (Q)* (59

The internal values afis cannot directly be accessed in NLOJET++ as they depertd éi LO, the
running ofds . (Lo) is determined via [17]

Osint.(LO) = bo x 21 with bg =11— g xng and t=In(Q/A) . (8.7)

Xt

The number of active light flavons; is 5 in this analysisA has a value of 0.2262 GeV [81]. F&
the center of theoy intervals of the leading jets have been chosen.

In NLO the above formula becomeés [17]

b1 Osjnt.(Lo . 19
Osint.(NLO) = Qsint.(Lo) X [1 — Ei x %7(1) with by =51— — x n;s .

x In(2 x t)] 3

(8.8)

Table[8.1 shows the resulting valuesmfiy;, at LO and NLO in the accordingr intervals.

printerval | agini0) | Osinenio) | s (I < 209 in GeV2 | dps (I < 125%) in GeV?

20-40 GeV | 0.167681| 0.141954 400 600
40-60 GeV | 0.151814| 0.129806 600 900
60-80 GeV | 0.142907| 0.122910 700 1200
80-100 GeV| 0.136907| 0.118231 900 1500
100-120 GeV| 0.132467| 0.114750 1200 1900
120-140 GeV| 0.128984| 0.112009 1400 2300

Table 8.1: Internal values ofrs at LO and NLO as well ad,3 values with an impurity (of 4-jet-events) of 20%
and 12.5%

8.1.1 LOas

In this sectiongs is determined at leading order. For this reasog?it has been applied:

il 1 AN(Q) Aborng(dzs, Q)
2 Z)KN « B 23

2
as(Q)3 >
(Q  Adas Ady3 " Ggint(10)(Q° / aDataStat] B9
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with dy3(1) representing the value obs where the impurity () due to 4-jet-events is at most 20%
and 12.5% respectively (see chajpier 8.3.3). The accordilgs are shown in tadle 8.1.

As the statistical errors from NLOJET++ are very small, ot statistical errors from data
(ODatastat), I-€. the square root of the numbers of entries in a bin dividy the number of analyzed
events in the accordingr ; interval, have been taken into account.

In figure[8.1 the running ofrs depending orpr; at LO is shown for the jet triggers L115 and
L1_J30 with an impurity of 4-jet-events of 20%. Data have begusted for the jet-energy-scale (see
chaptef Z1) and the calculations from NLOJET++ have beemcied for hadronization effects (see
chaptef Z.R) and the influence of the Underlying Event (septei 7.B).

“ows g0 E
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0_155; —— Period A-D, L1_J15 —f
0.15; *
0.145 f— —— —f
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Pr (B8]

Figure 8.1: Running ofas at LO usingtrigger L1.J15 (run periods A-Dand trigger L1J30 (run periods A-E)

In this figure, only the statistical errorA¢S'®) are shown (the systematic uncertainties are studied
in chaptef 8.R).

For both triggers solely un-prescaled run periods have bealyzed. Therefore, run periods A-D
have been used for trigger LI15 and run periods A-E for trigger L130, resulting in larger statis-
tical errors when using trigger L115. However, at th@r ; interval between 20 GeV and 40 GeV
the statistical error ofis using trigger L1J30 is larger: Due to the minimumm; of 30 GeV several
events are lost in this bin, resulting in less statisticsaifrom the first bin, the values @fs agree
within the statistical fluctuations.

The values obis at LO using trigger L1J30 are shown together with the statistical errors and syste
atic uncertainties in table 8.7 (see chaptet 8.3).

8.1.2 NLOas

The value ofus is in the following determined at next-to-leading order.

As shown in chaptdr 6.2.2, nlas almost identical with bory besides smaller differences due to
virtual corrections at very small values df3. Besides these virtual corrections, the calculation in
NLOJET++ is the same for njcand borp. 1 (with n being the number of partons).

In this analysis, only values of at lea; > 400 Ge\? have been studied. In this region, the virtual
corrections are insignificant. Therefore, in order to awndble counting, only bog(which already
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includes nlg) and born (which already includes n{y have been considered for thg-fit.

The formula of they?-fit at NLO becomes:

2 < 1 _AN@Q (Aborng(d23, Q) as(Q)? )
X = dzazm [(N(Q) " "Adp Ad3 . Osint.(Lo) (Q)3

- Aborny(da3, Q) y as(Q) a 2
Ady3 Osint (LO) Q) Datastat | -

The same cuts and corrections have been applied as in cf@pi@r The results of the NLO deter-
mination ofas using the jet triggers LD15 and L1J30 are shown in figufe 8.2.

(8.10)
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Figure 8.2: Running ofas at NLO usingtrigger L1.J15 (run periods A-Dand trigger L1J30 (run periods
A-E)

as determined with data satisfying the LJIL5 trigger condition has again larger statistical errdoast
data from trigger L1J30, due to the missing run period E for trigger_ﬂl@.

The values ofng applying different triggers agree within the statisticalcfuations. As the statistics
are higher for trigger L1J30, only this trigger has been used in the following to stagstematic
uncertainties.

as at NLO using trigger L1J30 is presented with its statistical and systematic uaicgytin table 8.8
(see chaptdr 8.3).

1The lager statistical error of L130 in the first bin is due to the trigger criterion, demandimginimumpy of 30 GeV.
Therefore, several events not passing the trigger are lost.
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8.2 Systematic Uncertainties

In this chapter, some systematic uncertainties are stufliest of all, the uncertainty of the jet-energy-

scale is determined. Then, the impurity due to 4-jet-evenstudied, followed by an investigation

of the renormalization scale and the PDF uncertainty, comgalifferent PDF sets. The subsequent
section describes the uncertainty of the hadronizatiompawing the results from PYTHIA and HER-

WIG. Afterwards, the uncertainty of the Underlying Evenmgasured by comparing different UE
models.

8.2.1 JES Uncertainty

In chaptef 711 the jet-energy-scale has been correctediipamsate detector effects. For the dsti-
algorithm the JES currently has an uncertainty of around 524.[ A conservative approach is
therefore to take this uncertainty twice to estimate the dB&rtainty of thekr jet algorithm in
the exclusive mode. The correction factors for the JES hagh been increased by 10%. As this
systematic uncertainty is considered to be symmeftric [83]ecrease of the JES of 10% has also
been studied.

Figured 8.B show thes distribution within a variation of the JES at LO and NLO.
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Figure 8.3: JES uncertainty ofts at LO (left) and NLO (right). The correction for the JES hasbearied by
10%.

The JES uncertainty in the first two bins is potentially large shown in the figures, because of bin
migrations frompr 3 < 20 GeV due to the shift of the energy-scale (see ch@pter 7.1).

The values of the JES uncertainas’(JES) are shown in table_8.2. This uncertainty has a
maximum of around 3.8%.

The correction factors

|
Higg(tha) = :Izi&““th (8.11)
23,reco
from chaptef 711 have in addition statistical errors, whichtribute as systematic uncertainties to the
as determination. To study this uncertainty, the statisterabrs OfHBES(dzg) have been quadratically
added to the statistical errors of measured daga:{ tat ). s has then been fitted by varying the JES
correction according to the total statistical errarg4; ).
The results are shown in figuriesg.4.
In order to evaluate the systematic uncertainty due to tletisgtal errors of the JES
(Aas¥°(JES stat)), the statistical errors afs (due to data) have to be subtracted quadratically to

avoid double counting of the statistical errors of data:

AagS(JESstat) = /[dagtat (JES+ Data))? — [Aagia]? . (8.12)
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Figure 8.4: Statistical uncertainty of JES and data at LO (left) and NLi@ht). The correction for the JES has
been varied by the total statistical erroggt).

The values ofas¥®(JES stat) are presented in tadle 8.2.
When summarizing all systematic uncertainties in tabl@sa®\d[8.8 (see chapter_B8.3) always the
largest value of the according uncertainty has been taken.
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LO
pr Interval as | AaS®(JES | AaS®(JES | Aas’®(JESstat) | Aas”®(JES stat)
[JES -10%] | [JES +10%] [- Ostat ] [+ Ostat ]
20-40 GeV | 0.160 0.006 0.005 0.002 <0.001
40-60 GeV | 0.159 0.005 0.005 0.002 0.002
60-80 GeV | 0.145 0.005 0.004 <0.001 <0.001
80-100 GeV | 0.143 0.005 0.004 <0.001 <0.001
100-120 GeV| 0.141 0.005 0.005 <0.001 <0.001
120-140 GeV| 0.140 0.005 0.005 <0.001 <0.001
NLO
pr Interval as | AaS°(JES | Aas®(JES | Aas’®(JESstat) | Aas”®(JES stat)
[JES -10%] | [JES +10%] [-Ostat ] [+ Ostat ]
20-40 GeV | 0.158 0.006 0.005 0.002 <0.001
40-60 GeV | 0.148 0.004 0.005 0.002 0.002
60-80 GeV | 0.128 0.004 0.004 <0.001 <0.001
80-100 GeV | 0.120 0.004 0.003 <0.001 <0.001
100-120 GeV/| 0.115 0.004 0.003 <0.001 <0.001
120-140 GeV| 0.111 0.003 0.003 <0.001 <0.001

Table 8.2: Systematic uncertainty afs due to the JES. The JES correction has been changedlB69s6.
In addition, the uncertaintpas’®(JES stat) is presented, which has been determined by varying the JES
correction bytosa (i.€. the total statistical error) and quadratically sabting the statistical error @fs from

the resultingas uncertainty.
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8.2.2 Impurity due to 4-Jet-Events

In chaptef6.313 the impurity of the 3-jet-rate due to 4geénts has been studied and cut values of
d>3 have been determined for impurities @) of 20% and 12.5%. These cut values are shown in
table[8.1.

In figured8.5ag is shown for the different impurities.

g e 1 v ———r — .
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Figure 8.5: as at LO (left) and NLO (right), determined with an impurity dieed-jet-events of0%and 12.5%

For large values opr ; the curves agree within the statistical fluctuations, wagtee impact of 4-
jet-events become important at small valuepef;. With a smaller impurity due to 4-jet-events (i.e.
higher cut values od,3), the statistics decrease. Thus, the statistical errertagger for an impurity
of 12.5% than for an impurity of 20%. Therefore, always antinity of 20% has been studied in the
following.

As a systematic uncertainty of the impurity due to 4-jetrgethe difference of the two distributions
has been taken. The uncertainty is quite large in first bih W&.1% at LO and 13.3% at NLO and
decreases to less than 1% for high valuespgf;. The according uncertaintied@s”® (4jet)) are
shown in tablek 8]7 aiid 8.8 (see chaptel 8.3).

8.2.3 Renormalization Scale Uncertainty

The value ofas depends on the energy. In order to handle singularities ghiffan diagrams, a
renormalization scale is needed in theory (for more det#ks e.g.[[90]). The calculations with
NLOJET++ have been done at a renormalization scale fact8FJRf 1. To study the theoretical
uncertainty of the renormalization scale, the calculaitiave also been done at renormalization
scale factors of 0.5 and 2.0, respectively.

as has then been determined for the different values (see §ii9.
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Figure 8.6: as at LO (left) and NLO (right), determined for different remaalization scale factors (RSF)
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Table[8.3 shows the according uncertainties.

LO NLO
pr Interval | Aas”®(RS | Aas”®(RS | Aas”*(RS | Aas”* (RS
[RSF=0.5] | [RSF=2.0] | [RSF=0.5] | [RSF=2.0]
20-40 GeV 0.001 0.001 0.001 0.001
40-60 GeV <0.001 <0.001 <0.001 0.001
60-80 GeV <0.001 <0.001 0.001 0.001
80-100 GeV| <0.001 <0.001 0.001 0.001
100-120 GeV| <0.001 <0.001 0.001 0.001
120-140 GeV| <0.001 <0.001 0.001 0.001

Table 8.3: Systematic uncertainty afs due to the renormalization scale. Scale factors of 0.5 abdhave
been studied.

The uncertainty due to different factors of the renorméilirascale is always smaller than 1%.
The maximum value of the theoretical uncertainty due to ém®rmalization scale has been included
as a systematic uncertaingds’®(RS) into table$ 8.7 and 8.8 (see chayhtef 8.3).

8.2.4 PDF Uncertainty

The PDF CTEQ66M has been used in this analysis to calculatertss sections with NLOJET++ at
LO and NLO. The influence of different PDF sets has been siudith PYTHIA on parton level, as
the simulation with PYTHIA is much faster than with NLOJET.++

Figured 8.V compare,s distributions to each other using various different PDE.set

The NLO PDF CTEQ66M has been chosen, as it is the default PDi $¢LOJET++ and also
provides corrections for an additional virtual parton. dstheen compared to CTEQSL [22], which
is the standard PDF set in PYTHIA, providing a LO PDF. Thishis bldest of the compared PDF
sets. A next-to-leading-log-approximation (NLLA) is pided by CTEQ5M1. Hence, corrections of
higher orders to a dominant term are considered. HoweweNLth A does not provide high accuracy
of the higher order term§[2]. The LO CTEQ6L with a NL®Q has also been compared. Finally, the
newest PDF set MSTW2008 is also included into the figure.

Thed,s distributions show just small differences due to the déférPDF sets.

As as has been determined in this analysis, the systematic anugriof the PDF is measured by
using CTEQ66M for different values @fs.

Figured 8.B compare thid; distributions simulated with CTEQ66M with a POz of 0.117, 0.118
and 0.119. The range corresponds to one standard devi&ion e world average.

To determine the systematic uncertainty, the calculatioms NLOJET++ have been corrected for
the different PDFas values. The results of thes-fits are shown in figurds 8.9.

The PDF uncertainty is not very large with a maximum of arolir#®o at LO and 1.4% at NLO. Its
values are shown for CTEQ66M with a P of 0.117 and 0.119 in table 8.4.

In tables[8.V and_8/8 (see chapfer]8.3) the largest valuetieofptesented PDF uncertainties
(Aas”® (PDF)) have been taken.
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Figure 8.7: Influence of different PDFs on thies distribution. Thepr of the leading jet is inside the according

interval.
LO NLO
pr Interval Aa$Y®(PDF) Aa$’®(PDF) AasY®(PDF) AasY®(PDF)
[PDF as = 0.017 | [PDF as = 0.019 | [PDF as = 0.017] | [PDF as = 0.019
20-40 GeV 0.001 0.001 <0.001 0.001
40-60 GeV 0.002 0.003 0.002 0.002
60-80 GeV 0.001 <0.001 <0.001 <0.001
80-100 GeV 0.001 <0.001 0.001 <0.001
100-120 GeV 0.001 <0.001 0.001 <0.001
120-140 GeV 0.001 0.001 <0.001 <0.001

Table 8.4: Systematic uncertainty @fs due to PDF, using CTEQ66M with a PO of 0.117 and 0.119
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Figure 8.8: d,3 distributions, comparing CTEQ66M with different valuesmf The py of the leading jet is
inside the according interval.
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8.2.5 Hadronization Uncertainty

In order to take the hadronization into account, PYTHIA hasrbused to simulate events on parton
and on hadron level. Thd,3 distributions of the hadron and parton level simulationgehbeen
divided to get correction factors (see chaptet 7.2). Theutafions of NLOJET++ have then been
corrected bin-by-bin before being used in thgfit.

For systematic studies, the program HERWIG has been usi|ss allows the simulation on parton
as well as on hadron level and additionally uses a differadtdnization model (see chapfer]2.3).
The correction factors from PYTHIA are compared to HERWIGigure[8.10.
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Figure 8.10: Hadronization correction factors from PYTHIA aitERWIG. Thefit to the correction factors
from HERWIGyields a value of 1.00% 0.007.

As the impact of the hadronization is large at small valuegrodf the leading jet and decreases with
higher energies, only ther interval from 20 GeV to 40 GeV has been investigated.

The fit to the correction factors from HERWIG yields 1.0810.007, whereas the fit to the correction
factors from PYTHIA gave a value of 0.9950.004 (see table 7.1 in chapkerl7.2).

Dividing 1.001 by 0.995 yields a factor of 1.006. As a conaéve approach, this was rounded to
1.01 andag determined after scaling the NLOJET++ calculations by fhitor. as at LO and NLO
considering the hadronization uncertainties is displapdajured 8.111.
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Figure 8.11: Hadronization uncertainty at LO (left) and NLO (right)
The hadronization uncertaintd¢s”® (hadr)), which is always smaller than 1%, is displayed in table
8.9.
The systematic uncertainty due to the statistical errote@torrection factors (see chagdier 7.2)

i
d237hadr

i
d23. part

H} 2qr(do3) = (8.13)
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have also been studied. _
The as distributions accounting for the statistical errorsHjf ;. (d23) (in the following calledohad:)
are presented in figures 8]12.
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Figure 8.12: Systematic uncertainty due to statistical errors of therdwidation correction at LO (left) and
NLO (right)

The uncertainties are quite large in the first bin (around &#&) have then values of around 1%. The
values of the systematic uncertaintiesogfdue to the statistical fluctuations of the correction fastor
(Aas¥®(hadr, stat)) are shown in table8.5.

LO
pr Interval ‘ as ‘ Aas”® (hadr) ‘ Aas¥®(hadr, stat) [-Ohagr] ‘ Aas®(hadr, stat) [+0hadr]
20-40 GeV | 0.160 0.001 0.005 0.004
40-60 GeV | 0.159 <0.001 0.001 0.001
60-80 GeV | 0.145 0.001 0.001 0.001
80-100 GeV| 0.143 0.001 0.001 0.001
100-120 GeV| 0.141 <0.001 0.002 0.001
120-140 GeV| 0.140 <0.001 0.001 0.001
NLO
pr Interval ‘ as ‘ Aas”® (hadr) ‘ Aa$”® (hadr, stat) [- Ohadr] ‘ Aa$”® (hadr, stat) [+ Ohad:]
20-40 GeV | 0.158 0.001 0.004 0.005
40-60 GeV | 0.148 <0.001 0.001 0.001
60-80 GeV | 0.128 0.001 0.001 0.001
80-100 GeV| 0.120 <0.001 0.001 0.001
100-120 GeV| 0.115 0.001 0.001 0.001
120-140 GeV| 0.111 <0.001 0.001 <0.001

Table 8.5: Systematic uncertainty due to the hadronization and dueetstatistical errors of the hadronization
correction

Always the largest value of the presented hadronizatioremainties has been included into tables
[B8.7 and 8.B in chaptér 8.3.
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8.2.6 Underlying Event Uncertainty

The systematic uncertainty of the Underlying Event (UE) hasn determined by correcting the
theory predictions from NLOJET++ for the impact of the UBngsdifferent UE models (see chapter
[7.3). The UE has been simulated with PYTHIA, applying the Ues AMBT1, PERUGIA10 and
ATLAS MCO09c (see chaptér5.2.2).

The distribution ofag at LO and NLO where the effects of each UE model considereée baen
absorbed in the NLOJET++ prediction is shown in figlires]8.13.
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Figure 8.13: Underlying Event uncertainty at LO (left) and NLO (right)

The distributions show only small differences of around 1Phe values of the UE uncertainty are
shown in tablé 816.

LO | NLO

pr Interval | PERUGIA10 | ATLAS MC09 | PERUGIAL0 | ATLAS MC09

20-40 GeV 0.001 0.001 0.001 0.001

40-60 GeV 0.001 0.001 0.001 0.001

60-80 GeV <0.001 <0.001 <0.001 <0.001
80-100 GeV 0.001 0.001 0.001 <0.001
100-120 GeV|  0.001 <0.001 0.001 <0.001
120-140 GeV|  0.002 0.001 0.001 <0.001

Table 8.6: Systematic uncertainty afs due to the UE, using the UE models PERUGIA10 and ATLAS MC09
For the total systematic uncertainty (see tablek 8.7 amuh 81 next chapter), the largest uncertainty
of the UE tunes&as”® (UE)) has been chosen.

The same events have been simulated as for the hadronizaticecttions. Therefore, the statistical
error of the UE correction has already been considered iatibge chapter.
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8.3 Final Results

In this section, the final results are presented and compartheé world average.
The above sections determined various systematic unceti A summary also including the sta-
tistical uncertainties is given in taldle B.7 at LO and in ¢BI8 at NLO.

LO

priInterval | as | Aag® | Aa?®(JES | Aad®(JESstat) | Aa®(4jet) | Aad(RS

20-40 GeV | 0.160| 0.002 0.006 0.002 0.029 0.001
40-60 GeV | 0.159| 0.001 0.005 0.002 0.018 <0.001
60-80 GeV | 0.145| 0.001 0.005 <0.001 0.005 <0.001
80-100 GeV| 0.143| 0.001 0.005 <0.001 0.002 <0.001
100-120 GeV| 0.141| 0.001 0.005 <0.001 <0.001 <0.001
120-140 GeV| 0.140| 0.001 0.005 <0.001 0.001 <0.001
priy Interval | Aas”®(PDF) | Aas¥®(hadr) | Aas”®(hadr,stat) | Aas”®(UE) | Aas”®(total)
20-40 GeV 0.001 0.001 0.005 0.001 0.030
40-60 GeV 0.003 <0.001 0.001 0.001 0.019
60-80 GeV 0.001 0.001 0.001 <0.001 0.007
80-100 GeV 0.001 0.001 0.001 0.001 0.006
100-120 GeV 0.001 <0.001 0.002 0.001 0.006
120-140 GeV 0.001 <0.001 0.001 0.002 0.006

Table 8.7: Statistical Aa®) and systematic uncertainties of at LO. The uncertainty of the JES
(Aas”*(JES), the systematic uncertainty due to the statistical erobthie JES fas’®(JES stat)), the un-
certainty due to 4-jet-eventA@s’®(4jet)), the uncertainty of the renormalization scata’*(RS), the un-
certainty of the PDFAas’®(PDF)), the uncertainty of the hadronizatiohg$”* (hadr)), the systematic uncer-
tainty due to the statistical errors of the hadronizatiomaxtion Qas’®(hadr, stat)) and the uncertainty of
the UE Qas”(UE)) have been added to the total systematic uncertalnay’€ (total)), where values<0.001

have been handled as 0.001. In this table, always the langesttainty has been included.

In the first two pr; intervals, bin-migration effects frompr|; < 20 GeV have potentially larger
effects on the estimation of the systematic uncertainfié®se effects are insignificant at highmr
intervals.

as at NLO has been compared to the theory curve defined at the wlthe world average of
as(Mz) = 0.1184+ 0.0007 (see figure 8.14).

In green, the total systematic uncertainty is shown. Tha gaints are in good agreement with the
theory curve - especially in the regigs ; > 60 GeV.

At the mass of the Z boson has been determined tg(Mz) = 0.120-+ 0.001(stat ) +0.005syst),
which is in good agreement with the current world average.
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NLO

pr1y Interval ‘ as ‘ AaStat ‘ AaS*(JES ‘ Aa$”*(JES stat) ‘ Aas”® (4jet) ‘ Aas* (RS

20-40 GeV | 0.158| 0.002 0.006 0.002 0.021 0.001
40-60 GeV | 0.148| 0.001 0.005 0.002 0.011 0.001
60-80 GeV | 0.128| 0.001 0.004 <0.001 0.001 0.001
80-100 GeV| 0.120| 0.001 0.004 <0.001 0.002 0.001
100-120 GeV| 0.115| 0.001 0.004 <0.001 0.001 0.001
120-140 GeV| 0.111| 0.001 0.003 <0.001 <0.001 0.001
priy Interval | Aas¥*(PDF) | Aas¥®(hadr) | Aas”®(hadr,stat) | Aas”®(UE) | Aas”’®(total)
20-40 GeV 0.001 0.001 0.005 0.001 0.023
40-60 GeV 0.002 <0.001 0.001 0.001 0.013
60-80 GeV <0.001 0.001 0.001 <0.001 0.005
80-100 GeV 0.001 <0.001 0.001 0.001 0.005
100-120 GeV 0.001 0.001 0.001 0.001 0.005
120-140 GeV <0.001 <0.001 0.001 0.001 0.004

Table 8.8: Statistical faS'®) and systematic uncertainties of at NLO. The uncertainty of the JES
(Aas¥®(JES), the systematic uncertainty due to the statistical erobthie JES pas’®(JES stat)), the un-
certainty due to 4-jet-eventd@s’®(4jet)), the uncertainty of the renormalization scatar’®(RS), the un-
certainty of the PDF&as”® (PDF)), the uncertainty of the hadronizatiohds”* (hadr)), the systematic uncer-
tainty due to the statistical errors of the hadronizatiomrextion Q\as*®(hadr, stat)) and the uncertainty of
the UE Qas’*(UE)) have been added to the total systematic uncertalaiy’€ (total)), where values<0.001

have been handled as 0.001. In this table, always the langesttainty has been included.

U(I)

0.18 a, at NLO
0.17
—— Theory curve

0.16 :
—— Systematic unc.

’\_| \\|
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Figure 8.14: as compared tdheory curvedefined at the value of the world averagecgfMz) = 0.1184+
0.0007. In green, the total systematic uncertaintgofs shown.



Chapter 9

Summary

The ATLAS detector at LHC started to record data from pp sillis at a center-of-mass-energy of
7 TeV on March 30th 2010. When starting a new experiment, dirsill the detector has to be un-
derstood and it has to be shown that the experiment works regltoduces the results from former
colliders and is consistent with the theoretical extrapateto the high collision energies of the LHC.
As a test of QCD, this thesis has determined the strong cmyglonstantys via the ratio of 3-jet-
events to 2-jet-events with an integrated luminosity of @BOL. As the entries of jet-rates are corre-
lated to each other, it is preferable to analyze differéigiarates instead. The differential 2-jet-rate
is measured via the jet-flip-valued,§), describing the transition from 3 to 2 reconstructed jets.

The transition parameter from 3 to 2 jets from the Durhamlgrithm has already been used for the
as determination in former collider experiments, especiallg™e™ colliders. This flip-parameter is
equivalent to the measurement of the ratio of trijet to dyetnts. In this way, the theoretical uncer-
tainties can be reduced as many of them almost cancel out.

Analogously, in this analysis, tHe algorithm in the exclusive reconstruction mode has beed use
for the ag determination. It is based on the Durham jet algorithm ardetore also allows access to
the flip-values from 3 to 2 reconstructed jets, with the atgar being forced to find 3 jets in the final
state. These flip-values are not very sensitive to the jetggnscale and hence allowed the measure-
ment ofag at an early stage of the experiment.

Unfortunately, thekr algorithm in the exclusive mode is not the standard algoritised for the AT-
LAS experiment. The default - the adj- jet algorithm - cannot be used for this analysis: due to
the reversed reconstruction scheme, soft particles aignaskto the jet in the last merging steps,
resulting in unusable flip-values. Tle algorithm in the exclusive mode, on the contrary, merges
highly energetic objects at the last reconstruction stépsrefore, the flip-values really describe the
transition from 3 to 2 hard jets. In order to have access ®rgtonstructed with this jet algorithm,
the program ATHENA 15.6.10.6 has been used to re-run thaidihgn on real data. After applying a
good run list and a jet trigger, the data from run periods A tuakze been cleaned from bad jets. To
separate 3-jet-events from 4-jet-events, the impuritytdukjet-events has been calculated.

The real data has been compared to fully simulated dijet Emngenerated by the Monte Carlo gen-
erator PYTHIA and also to calculations from the numeric&gnation program NLOJET++ (version
4.1.3). Data and simulations have shown a good agreemdrd atdss of the Z boson.

To cope with the influence of the jet-energy-scale (JES)nablibin correction has been applied.
The correction factors have been obtained using PYTHIA,pamng jets from simulations with and
without detector effects. As this method is not as precisthasneasurement done for the akiti-
jet algorithm with an already quite small JES uncertaintypaservative estimate of 10% uncertainty
has been considered for systematic studies of the JES.

as has then been determined by fitting tthe distributions from real data to next-to-leading order
(NLO) perturbative QCD predictions from calculations ysithe program NLOJET++. As NLO-
JET++ only calculates cross sections for parton produstitime influence of the hadronization has
been adjusted bin-by-bin. The correction factors have lobtained via simulations using PYTHIA

1N9D
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(version 6.4.24), comparing simulations on hadron andopaldvel. In order to measure the un-
certainty of the hadronization, HERWIG (version 6.510) haen used as a comparison, as it has a
different hadronization model implemented.

To take the influence of the Underlying Event (UE) into acdpworrection factors have been de-
termined using PYTHIA, running hard scattering processils and without the UE, using the UE
tune AMBTL, which already includes ATLAS data. The calcalas from NLOJET++ have then
been adjusted bin-by-bin for the impact of the UE. For sysigrstudies, also the UE tunes ATLAS
MCO09c and PERUGIA10 have been studied.

Additionally, a method has been presented for correctiegrifiuence of the UE directly on data. In
this method, the transverse momenta of jets and their ¢oests are adjusted for the contribution of
the UE using jets with a very small transverse momentum. dtbe®en shown that this method can
also be used to correct tlaes flip-values for the influence of the UE.

The fit from data to the calculations from NLOJET++ yielded a@ue of as(Mz) = 0.120 +
0.001(stat ) +-0.005syst) at NLO, being in good agreement with the current world aver&ystem-
atic uncertainties due to the jet-energy-scat®.004), the statistical uncertainty of the JES correc-
tion (£0.001), the impurity due to 4-jet-events(.002), the uncertainty of the renormalization scale
(£0.001), the PDF+£0.001), the hadronizationt{0.001), the statistical uncertainty of the hadroniza-
tion correction £0.001) and the uncertainty of the Underlying EvefiD(001) have been studied.

As this method reproduces the results from former collid@eeements, this method can also be used
to determinans in energy regimes not yet investigated.
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