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1 Introduction

1.1 γ-Aminobutyric Acid (GABA)

The electrical activity of the brain is the result of a complex interaction between excita-
tion and inhibition mediated by several types of neurotransmitters. In the middle of the
last century, the amino acid GABA was discovered in the vertebrate brain and identified
as its main inhibitory neurotransmitter (Awapara et al., 1950; Roberts & Frankel, 1950;
Bazemore et al., 1956; Florey, 1991). Synaptic GABA release depends on Ca2+ influx
into presynaptic terminals and GABA action is terminated by re-uptake into presynap-
tic terminals and/or surrounding glia. Two main classes of GABA receptors are known:
GABAA and GABAB receptors. GABAA receptors are ionotropic and their activation
opens an ion channel permeable for Cl−. GABAB receptors are metabotropic receptors
and coupled to G proteins, which cause an opening of K+ conductances and, hence, a
hyperpolarization of neurons. During embryogenesis and the first week of postnatal
life, however, GABA acting via GABAA receptors serves as an excitatory neurotransmit-
ter due to an inverted Cl− gradient in neurons (Ben-Ari et al., 1997; Leinekugel et al.,
1999).

As the majority of neurons utilize either GABA or glutamate, the major excitatory
neurotransmitter in the central nervous system (CNS), the interplay of these two neuro-
transmitters principally controls brain excitability. Therefore, imbalance between both
neurotransmitter systems may cause severe pathophysiological conditions.

Alterations of GABA metabolism are suggested to play an important role in the de-
velopment and spread of seizures. A reduced GABA concentration in the cerebrospinal
fluid (CSF) (Wood et al., 1979; Petroff et al., 1996, 1999) and a decreased number of
GABAergic neurons in the neocortex (Haglund et al., 1992b; Marco et al., 1996; Spreafico
et al., 1998; Ribak & Yan, 2000) have been reported in epileptic patients. Dysfunction in
GABA neurotransmission has also been described in Huntington’s chorea (Spokes et al.,
1980; Gourfinkel-An et al., 2003), Parkinson’s disease (de Jong et al., 1984), and general
anxiety disorder (Kosel et al., 2004).

To increase GABAergic inhibition in the CNS, several pharmacological approaches are
possible. GABAA receptor modulators like benzodiazepines, e.g. diazepam, directly in-
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1 Introduction

crease the activity of GABAA receptors (Krogsgaard-Larsen & Falch, 1981), whereas ba-
clofen shows a similar effect on GABAB receptors (Brooks et al., 1992). GABA transporter
blockers, e.g. tiagabine, inhibit GABA reuptake and, therefore, prolong GABA action in
the synaptic cleft (Krogsgaard-Larsen, 1980; Clausen et al., 2006). GABA synthesis and
release can be stimulated by valproate or gabapentin (Pinder et al., 1977; Löscher et al.,
1991), whereas vigabatrin slows GABA degradation (Gale & Iadarola, 1980).

1.2 Glutamic Acid Decarboxylase (GAD)

The enzyme GAD is the rate-limiting enzyme of GABA synthesis catalyzing the decar-
boxylation of glutamate to GABA and CO2 (Roberts & Frankel, 1950, 1951a,b; Killam &
Bain, 1957; Matsushima et al., 1986). GAD-positive cells in the mouse motor cortex occur
in all layers in the form of clusters with highest concentration in the cortical layer II and
layer VI (Solberg et al., 1988). In layer IV of the rat barrel cortex only 14% of neurons
are GAD-positive. In this layer, however, the spatial distribution of GABAergic neurons
corresponds to the organization of the barrel field with GABAergic neurons enclosing
single barrels (Lin et al., 1985). This organization suggests that inhibitory neurons shape
the columns in the barrel cortex (Lübke & Feldmeyer, 2007). In other layers, however,
the distribution of GAD-positive neurons is less organized.

GAD exists in two isoforms, GAD65 and GAD67, which are encoded by two dis-
tinct genes located on chromosomes 2 and 10 in humans (Erlander & Tobin, 1991; Bu
et al., 1992). GAD shows a high interspecies homology implying a high evolution-
ary pressure to maintain the primary sequence throughout the full length of the pro-
tein (Wyborski et al., 1990; Erlander et al., 1991). In rats, the amino acid sequence of
GAD65 and GAD67 is 65% identical and 80% similar with the N-terminus being most
divergent. GAD67 is thought to produce GABA for general metabolic activity (Martin
& Rimvall, 1993; Soghomonian & Martin, 1998) functioning among others as trophic
factor for synaptogenesis during early development, protective factor after neuronal
injury, source of energy via the GABA shunt, and regulator of redox potential during
oxidative stress (Pinal & Tobin, 1998; Waagepetersen et al., 1999; Lamigeon et al., 2001).
GAD65 on the other hand provides GABA for synaptic transmission (Martin & Rimvall,
1993; Soghomonian & Martin, 1998).

In adult animals only about 30% of intracellular GABA levels derive from GAD65,
whereas the remaining 70% are produced by GAD67 (Soghomonian & Martin, 1998;
Martin, 2000a). During early postnatal development, however, GAD65 contributes sig-
nificantly to basal levels of GABA (Hensch et al., 1998). In GAD65 knock-out mice, GABA
levels remain normal (Asada et al., 1996; Kash et al., 1997), whereas in GAD67 knock-out
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1.2 Glutamic Acid Decarboxylase (GAD)

mice GABA content is reduced to 7% and GAD activity to less than 20% compared to
wild-type mice (Asada et al., 1997). This strong reduction in GABA levels leads to a high
mortality due to a severe cleft palate. GAD65 knock-out mice suffer from seizures , but
apart from that appear inconspicuous (Asada et al., 1996, 1997; Kash et al., 1997).

The different function of both GAD isoforms is reflected by differences in their sub-
cellular and cell type-specific distribution (Erlander et al., 1991; Kaufman et al., 1991;
Feldblum et al., 1993; Martin & Rimvall, 1993; Soghomonian & Martin, 1998). GAD65 is
predominantly found in nerve terminals and more concentrated in neurons, whose acti-
vation is highly dependent upon synaptic inputs. GAD67 is located in the cell body and
dendrites and more prominent in neurons that are known to fire tonically. This different
intracellular distribution is presumably maintained by a different interaction of both iso-
forms with membranes of the Golgi apparatus and synaptic vesicles (McLaughlin et al.,
1975; Solimena et al., 1993, 1994).

Apart from their different distribution patterns within neurons, the two GAD iso-
forms show different properties, which allow greater flexibility in regulating GABA
synthesis. GAD65 and GAD67 appear to be regulated differently by phosphorylation
with GAD65 being activated while GAD67 being inhibited upon phosphorylation (Wei
et al., 2004). Phosphorylation may change the affinity of the enzyme to its substrate or its
cofactor pyridoxal-5’-phosphate (PLP), a derivative of vitamin B6 (Roberts & Frankel,
1951a). Furthermore, the structure of both isoforms differs (Fenalti et al., 2007). The
structure of GAD67 shows a tethered loop, which covers the active site and, therefore,
provides a catalytic environment that sustains GABA production. In GAD65, this loop
is inherently mobile. This mobility in the catalytic loop promotes a side reaction that
results in cofactor release and GAD65 inactivation.

The interaction of GAD with its cofactor PLP is the most important way to regulate
GAD activity. GAD without a bound cofactor (apo-GAD) is inactive, whereas its ac-
tive form (holo-GAD) is saturated with PLP. The inactive form is thought to serve as a
reservoir that can be activated if additional GABA synthesis is required. GAD67 binds
PLP with a higher affinity compared to GAD65 (Martin, 1987; Chen et al., 2003). Almost
the complete GAD67 pool exists in its active PLP-bound holo-form, whereas about 50%
of GAD65 is present in its inactive apo-form (Kaufman et al., 1991; Martin et al., 1991;
Martin & Rimvall, 1993; Lernmark, 1996). With only 50% of GAD65 in its active form,
GAD65 does not operate at its maximal catalytic capacity. Adenosine-5’-triphosphate
(ATP) (Martin & Martin, 1982), glutamate (Meeley & Martin, 1983), aspartate (Porter &
Martin, 1987), and GABA (Porter & Martin, 1984) promote apo-GAD formation, while
inorganic phosphate (Martin & Martin, 1979) and PLP (Martin & Martin, 1979) promote
holo-GAD formation. Under physiological conditions, the apo-form is favored, but it
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1 Introduction

reacts sensitive to changes in energy state [inorganic phosphate, phosphocreatine, pH,
magnesium, adenosine-5’-diphosphate (ADP), ATP] (Petroff, 2002). During depolariza-
tion of neurons, PLP associates with apo-GAD to form its active holo-form leading to an
increased GABA synthesis by GAD65 in nerve terminals (Gold & Roth, 1979; Miller &
Walters, 1979).

GAD65 is synthesized as a soluble cytosolic protein, but becomes post-translational
modified and anchored to the cytosolic face of Golgi membranes, from where it is tar-
geted to synaptic vesicle membranes (Solimena et al., 1993, 1994). Even though palmitoy-
lation of cysteins 30 and 45 is not necessary for binding GAD65 to Golgi membranes (Shi
et al., 1994; Solimena et al., 1994), palmitoylation is essential for post-Golgi trafficking to
presynaptic clusters (Kanaani et al., 2004). A cycle of depalmitoylation and repalmitoy-
lation serves to cycle GAD65 between Golgi and post-Golgi membranes and to regulate
the level of enzyme directed to the synapse (Kanaani et al., 2008). GAD65 is bound to
synaptic vesicles by forming a complex with the heat shock cognate 70 (HSC70), cys-
teine string protein (CSP), and vesicular GABA transporter (VGAT) (Hsu et al., 2000;
Jin et al., 2003). A functional coupling between synaptic vesicle-associated GAD65 and
VGAT constitutes a machinery, which allows a more efficient packaging of newly syn-
thesized GABA into synaptic vesicles (Jin et al., 2003). VGAT preferentially transports
newly synthesized GABA, which is generated by vesicle-associated GAD65.

1.3 Semicarbazide (SMC)

The hydrazide SMC is a known GAD inhibitor (Roberts & Frankel, 1951a) reducing GAD
activity and, hence, brain GABA levels (Killam & Bain, 1957; Maynert & Kaji, 1962; Abe
& Matsuda, 1979; Yamashita & Hirata, 1979; Matsushima et al., 1986). Administration of
SMC induces clonic and tonic convulsions lasting four to five hours (Jenney & Pfeiffer,
1958; Yamashita, 1976) as well as running fits, which describe stereotyped running ac-
tivity and disorderly escape behavior (Yamashita & Hirata, 1977, 1979). The convulsant
dose in mice is 111.7±4.7 mg/kg if injected intravenously (i.v.) and 116.4±3.2 mg/kg
if injected intraperitoneally (i.p.) (Jenney & Pfeiffer, 1958). Vitamin B6-deficient and
fasted animals are more susceptible to SMC-induced effects (Jenney & Pfeiffer, 1958;
Yamashita, 1976). Humans react more sensitive to SMC as the convulsant dose is only
about one third of the convulsant dose in mice (≈ 40 mg/kg if injected i.v.) (Jenney &
Pfeiffer, 1958). Audiogenic and photogenic stimulation reduce the convulsive dose to
two thirds in mice and humans.

SMC shows a long latent period of one to several hours if it is systemically applied
(Jenney & Pfeiffer, 1958; Yamashita, 1976; Yamashita & Hirata, 1977, 1979), possibly be-
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cause hydrazides have a low oil/water partition coefficient and, therefore, are expected
to penetrate only slowly into the brain (Schanker, 1961). However, if SMC is directly in-
jected in the lateral ventricle or superior colliculus in vivo, the latent period is shortened
to about 10 min and a lower dose is necessary to induce convulsions (Yamashita, 1976;
Yamashita & Hirata, 1977).

SMC most likely interacts with the GAD cofactor PLP to form PLP-semicarbazone
(Yamashita & Hirata, 1977; Sakurai et al., 1981). This reduces GAD activity as the level
of available PLP decreases and leads to diminished GABA synthesis. Moreover, PLP-
semicarbazone itself seems to contribute to convulsions (Yamashita, 1976). The effect of
SMC can be inhibited by application of the PLP-precursor pyridoxine (Yamashita, 1976;
Yamashita & Hirata, 1977, 1979) and PLP itself (Killam & Bain, 1957).

In 2003 concern emerged, as traces of SMC were found in food packed in glass jars
with metal lids sealed with the blowing agent azodicarbonamide (ADC) (Stadler et al.,
2004) as for some hydrazides carcinogenic properties have been described (Mori et al.,
1960; Parodi et al., 1981). SMC is thought to be a thermal decomposition product of ADC,
which migrates into the packed food (Stadler et al., 2004). The SMC concentrations found
in glass jar-packed food (e.g. jam, mustard, vegetables, sauces, baby food etc.) ranged
up to 25 ppb (parts per billion =̂ 1 μg per kg). Baby food contained the highest levels,
because of a higher ratio of gasket area to food mass due to small pack sizes and because
of the used heat treatment conditions. The daily intake of SMC by infants around the
age of three to twelve months was estimated to about 0.6 μg/day (Nestmann et al., 2005).
Although the intake of SMC via contaminated food was believed to be of minor risk for
health problems compared to the benefits (e.g. lack of microbial contamination due to
the heating process) (Nestmann et al., 2005), the use of ADC as blowing agent is now
banned in the European Union (EU).

Relatively high concentrations of SMC (10 to 1200 ppb) are also found in bread as ADC
is added to flour owing to its dough-improving properties (Noonan et al., 2005, 2008), a
procedure forbidden in the EU, but still used in the USA, Canada, and Brazil. In Brazil,
ADC containing flour was regarded as source of SMC contamination in chicken coated
with flour, salt, and spices (Pereira et al., 2004). SMC was also detected in food treated
with hypochloride for disinfection and bleaching (Hoenicke et al., 2004). Furthermore,
SMC is a protein-bound side-chain marker metabolite for nitrofurazone abuse, an antibi-
otic banned in the EU (Cooper et al., 2005a,b). SMC may also form naturally, e.g. in wild
crayfish (Saari & Peltonen, 2004), red seaweed, shrimps, and eggs (Hoenicke et al., 2004),
or derives from natural substances like arginine and creatine (Hoenicke et al., 2004).

Most SMC in the body is present in protein-bound form, which is stable for several
weeks (Cooper et al., 2005a,b). The half-life of protein-bound SMC is about 15 days in
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1 Introduction

muscle and seven days in liver or kidney. Until now, no information about toxicokinetics
or in vivo metabolism is available. In vitro, SMC is metabolized to formaldehyde and N2

(Kroeger-Koepke et al., 1981).
The impact of SMC on human health is still under debate. SMC exhibits a mild car-

cinogenic effect in vitro (Hayatsu et al., 1966; Hayatsu & Ukita, 1966; Parodi et al., 1981),
but in vivo data are inconsistent (Toth et al., 1975; Abramsson-Zetterberg & Svensson,
2005; Vlastos et al., 2009). In animals, SMC impairs cross-linking of collagen and elastin
inducing osteochondral and vascular lesions (Ramamurti & Taylor, 1959; Langford et al.,
1999; Dawson et al., 2002; Mercier et al., 2007; Takahashi et al., 2009). Moreover, terato-
genic effects such as induction of cleft palate and aortic aneurysms have been reported
(Steffek et al., 1972; de la Fuente & del Rey, 1986; Gong et al., 2006). SMC application to
rats causes an alteration of spontaneous motor and exploration behavior indicating an
enhanced arousal and an ineffective modulation of response to novelty (Maranghi et al.,
2009). Furthermore, SMC acts as an endocrine disruptor altering the homeostasis of the
endocrine system (Maranghi et al., 2010).

1.4 Anti-GAD Autoantibodies (Anti-GAD AAbs)

Autoantibodies (AAbs) are antibodies (Abs) that are directed to one or more of the
body’s own proteins. AAbs directed against GAD are associated with several diseases.
These include ataxia, a general term spanning different forms of movement disorders
with limited control of target-oriented movements (Abele et al., 1999; Honnorat et al.,
2001; Vianello et al., 2003; Vulliemoz et al., 2007) and polyendocrine autoimmune syn-
drome, a heterogeneous group of diseases characterized by autoimmune activity against
endocrine organs (Tuomi et al., 1996). Anti-GAD AAbs are also found in some epilep-
tic patients (McKnight et al., 2005; Vulliemoz et al., 2007) and in patients suffering from
Batten disease, in which a loss of GABAergic neurons is observed (Chattopadhyay et al.,
2002a,b; Ramirez-Montealegre et al., 2005). Most investigations have been done on Anti-
GAD AAbs found in patients with insulin-dependent (type 1) diabetes mellitus (IDDM)
(Baekkeskov et al., 1990; De Aizpurua et al., 1992; Kaufman et al., 1992; Seissler et al., 1993;
Velloso et al., 1993; Solimena et al., 1994) and stiff-person syndrome (SPS) (Solimena et al.,
1988, 1990, 1994; Walikonis & Lennon, 1998; Meinck et al., 2001).

IDDM symptoms are caused by an autoimmune destruction of the insulin-producing
β cells with onset in childhood (Dobersen & Chase, 1983; Gerich, 1986). The autoim-
mune response is thought to be mediated by autoreactive T cells and AAbs (Dobersen
& Chase, 1983; Powers & Eisenbarth, 1985; Kukreja & Maclaren, 1999), among others
also Anti-GAD AAbs (Baekkeskov et al., 1990; De Aizpurua et al., 1992). GAD is not
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only expressed in the brain but also in β cells, kidneys, pituitary gland, thyroid, ovaries,
testes, adrenals, and liver (Christie et al., 1992). The specific role of GABA in β cells
is still discussed, but GABA seems to be involved in paracrine signaling between β

cells and their adjacent α and δ cells (Rorsman et al., 1989; Reetz et al., 1991; Franklin &
Wollheim, 2004) as well as in energy metabolism of β cells (Sorenson et al., 1991). As
human islets of Langerhans only express GAD65 (Kim et al., 1993), in 70 to 83% of IDDM
patients autoimmune response is directed against GAD65, even though AAbs against
GAD67 were found in 9 to 26% of the patients (Kaufman et al., 1992; Atkinson et al.,
1993; Hagopian et al., 1993; Seissler et al., 1993; Velloso et al., 1993; Ujihara et al., 1994).
Anti-GAD AAbs in IDDM patients mainly recognize conformational epitopes (Daw &
Powers, 1995). In some patients, however, Anti-GAD AAbs directed against linear epi-
topes were identified (Rharbaoui et al., 1998). Sera with GAD inhibitory properties were
only detected in few IDDM patients (2.7%) (Seissler et al., 1993). During the first years
after onset of disease, the amount of circulating Anti-GAD AAbs decreases. This is pos-
sibly linked to a parallel loss of GAD-expressing β cells, which may serve as antigenic
stimulus (De Aizpurua et al., 1992; Kaufman et al., 1992; Seissler et al., 1993). Moreover,
a strong T cell response was observed, which is regarded as the major cause for the de-
struction of β cells in humans and non-obese diabetic (NOD)-mice, an animal model of
IDDM (Kaufman et al., 1993; Tisch et al., 1993; Boyton et al., 1998).

SPS was first described by Moersch and Woltman (1956), who collected data of 14
patients observed over 32 years. These authors observed their first case of SPS in 1924.
The patient suffered from muscle weakness, awkward gait and sometimes fell like "a
wooden man". Hence, the syndrome was termed "Stiff-man syndrome". However, as it
became evident that women are affected more frequently (Lockman & Burns, 2007), the
term was changed to "Stiff-person syndrome". The average age of onset is between the
forth and six decade (Dalakas et al., 2000; Meinck & Thompson, 2002; Murinson, 2004).
SPS is characterized by progressive, usually symmetric muscle stiffness, predominantly
in axial and proximal limb muscles (Meinck et al., 1994; Kissel & Elble, 1998; Dalakas
et al., 2000; Meinck & Thompson, 2002; Lockman & Burns, 2007). During the progress
of disease, limb rigidity may cause full stretching of the legs, which hampers walking.
Painful spasms are superimposed on rigidity and can be abrupt so that patients fall
over. These spasms occur spontaneously or are triggered by external as well as internal
stimuli (e.g. light and noise). The disease follows a slow progression over years until
the condition stabilizes and thereafter remains stable for several years or even decades.
Stiffness and spasms disappear during sleep or narcosis, which indicates an involvement
of the CNS. Acute autonomic failure, a malfunction of the autonomic nervous system,
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has been suggested as a possible cause of sudden death in few SPS patients (Mitsumoto
et al., 1991).

Apart from motor symptoms, SPS patients also exhibit non-motor features. About
44% of SPS patients develop task-specific phobia, which includes fear and avoidance of
situations difficult to master because of motor symptoms (e.g. walking unaided in open
space, crossing a street) (Henningsen & Meinck, 2003). In most cases, this phobia de-
velops after the onset of motor symptoms. Two case reports further point to a possible
correlation of SPS and mood disorders. The first describes a patient with post-traumatic
stress disorder (PTSD) (Dinnerstein et al., 2007) and the second a patient suffering from
anxious depression (Culav-Sumić et al., 2008). Both patients, however, developed SPS
after the onset of psychiatric symptoms. A similar prevalence for task-specific phobia
was observed among patients with or without a history of falls or fractures (Henningsen
& Meinck, 2003). These findings suggest that at least in some patients psychiatric symp-
toms may develop independently of motor symptoms and are not just a psychological
reaction to the motor symptoms.

However, it is important to mention that SPS is a rare neurological condition. Over
a period of ten years, Meinck diagnosed SPS in 20 patients in the area of Heidelberg,
Germany, and surroundings with a population of about two to three millions (Meinck
& Thompson, 2002). Diagnosis of SPS is primarily based on clinical symptoms (Lorish
et al., 1989; Meinck et al., 1994; Murinson, 2004). Due to its rare occurrence, however, SPS
is quite often misdiagnosed, e.g. as hysterical paralysis (Fleischman et al., 2009). Drugs
enhancing the strength of GABAergic transmission, e.g. benzodiazepines, valproate, vi-
gabatrin, tiagabine, baclofen, and gabapentin, reduce symptoms (Howard, 1963; Lorish
et al., 1989; Meinck, 2001; Vasconcelos & Dalakas, 2003; Dalakas, 2009). Plasmaphere-
sis and intravenous immunoglobulin (Ig) infusions (Dalakas et al., 2001; Vasconcelos &
Dalakas, 2003; Dalakas, 2006, 2009; Rossi et al., 2009), which are classical methods for the
treatment of autoimmune diseases, provide an additional benefit.

Reduced GABA levels are found in the sensorimotor and posterior occipital cortex
(Levy et al., 2005) and in the CSF (Dalakas et al., 2001) of SPS patients. Further studies
showed a hyperexcitability of the motor cortex (Sandbrink et al., 2000; Koerner et al.,
2004) and the brainstem (Molloy et al., 2002). This possibly explains electromyographic
findings, a technique for recording electrical activity produced by skeletal muscles. Elec-
tromyography shows that continuous background firing of motor units, which consist
of single α-motor neurons and all of the corresponding muscle fibers they innervate,
occurs despite the patient’s attempt of muscle relaxation (Levy et al., 1999). Further-
more, if patients attempt to contract a muscle in one direction, muscles that pull in the
opposite direction are involuntarily activated. However, loss of GABAergic neurons in
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the cerebellar cortex (Warich-Kirches et al., 1997), degeneration of neurons in the spinal
cord (Ishizawa et al., 1999; Saiz et al., 1999b; Warren et al., 2002), and striatal lesions
(Guardado Santervas et al., 2007) were only described in few patients. An immunogenic
background of SPS is suggested as the frequency of certain alleles, e.g. HLA-DRβ1 0301,
encoding for subunits of major histocompatibility complex (MHC) class II molecules are
elevated in SPS patients compared to the healthy population (Dalakas et al., 2000).

An autoimmune origin of SPS is also suspected, since Solimena et al. (1988) detected
AAbs directed against GAD. In other studies, Anti-GAD AAbs were found in about
60 to 98% of SPS patients (Solimena et al., 1990; Walikonis & Lennon, 1998; Meinck et al.,
2001), mainly directed against GAD65. Anti-GAD AAbs titers of SPS patients range from
7.0 to 125 μg/ml in serum and from 92 to 2500 ng/ml in CSF. In IDDM patients, the titer
is much lower (200 to 1760 ng/ml in serum) and Anti-GAD AAbs are absent in the CSF
(Dalakas et al., 2001). Anti-GAD AAbs levels in SPS patients correlate with motor cortex
excitability (Koerner et al., 2004), but no correlation was found with disease duration and
severity (Murinson et al., 2004) as well as CSF GABA concentration (Dalakas et al., 2001).
Serum and CSF of SPS patients strongly immunoreact with GAD65 on Western Blots and
with GABAergic neurons, while IDDM sera show no reactivity (Solimena & De Camilli,
1991; Tuomi et al., 1994; Giometto et al., 1996; Dalakas et al., 2001; Vianello et al., 2005,
2006). This immunoreaction persists, even if sera of SPS patients are diluted to match
the Anti-GAD AAbs concentration of IDDM sera (Dalakas et al., 2001). SPS patient sera
and CSF as well as purified immunoglobulin G (IgG) fractions inhibit GAD activity in
vitro (Dinkel et al., 1998; Raju et al., 2005), while Anti-GAD AAbs-positive sera of most
IDDM patients do not (Seissler et al., 1993; Björk et al., 1994). This inhibition by SPS
patient sera has been shown to be dose-dependent (Dinkel et al., 1998) and could not be
compensated by high concentrations of glutamate or the cofactor PLP, thus indicating a
noncompetitive inhibitory mechanism (Raju et al., 2005). Intracerebellar administration
of IgG derived from SPS patients, but not IDDM-IgG, has been shown to induce SPS-like
symptoms in rats (Manto et al., 2007).

The different properties of Anti-GAD AAbs derived from either SPS or IDDM pa-
tients are partially explained by their difference in epitope recognition (Tuomi et al.,
1994; Raju et al., 2005). Anti-GAD AAbs of SPS patients are mainly directed against
a linear N-terminal epitope verified by Western Blots (Tuomi et al., 1994), and against
two conformation-dependent epitopes in the middle and close to the C-terminus (Butler
et al., 1993; Kim et al., 1994; Daw et al., 1996; Raju et al., 2005; Burbelo et al., 2008). In SPS
patients, Anti-GAD AAbs directed against the C-terminus are supposed to be responsi-
ble for GAD inhibition (Ohta et al., 1996; Raju et al., 2005). Anti-GAD AAbs of IDDM pa-
tients mainly recognize conformational epitopes, which explains why Anti-GAD AAbs
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of IDDM patients do not immunoreact with GAD under denaturating conditions pre-
vailing during the Western Blotting procedure (Daw & Powers, 1995). This difference in
epitope recognition possibly also explains why only about 30% of SPS patients develop
IDDM despite of the presence of Anti-GAD AAbs in their blood (Solimena et al., 1988;
Walikonis & Lennon, 1998; Meinck & Thompson, 2002).

In the majority of SPS patients, an intrathecal Ab synthesis, a term describing Ab
synthesis within the CSF and a prominent feature of neurological infections and inflam-
matory diseases, was observed (Solimena et al., 1988; Levy et al., 1999; Dalakas et al.,
2001; Meinck & Thompson, 2002; Skorstad et al., 2008). Such an intrathecal Ab synthe-
sis is mediated by a stable population of affinity-matured B cell clones within the CNS
(Skorstad et al., 2008). In contrast to the strong T cell response in IDDM (Kaufman et al.,
1993; Tisch et al., 1993; Boyton et al., 1998), T cell reactivity has only been reported in
few SPS patients (Hummel et al., 1998; Lohmann et al., 2000, 2003; Holmøy et al., 2009).
Therefore, a significant effector role for T cells in SPS is denied (Ellis & Atkinson, 1996;
Schloot et al., 1999; Costa et al., 2002; Raju & Hampe, 2008).

Although there is strong evidence for an autoimmune response in SPS patients, it is
still a matter of debate whether Anti-GAD AAbs cause SPS or whether Anti-GAD AAbs
are just a marker for the disease.

1.5 Introduction to the Technique of Intrinsic Optical
Signal (IOS) Recording

IOSs originate from the interaction between light and brain tissue. Neuronal activity
alters the optical properties of brain tissue compared to non-active states. Changes in
optical properties of active nerves were first described by Hill and Keynes (1949). In the
following decades, IOSs were also found in acute brain slices (Lipton, 1973; MacVicar &
Hochman, 1991; Andrew & MacVicar, 1994; Holthoff et al., 1994; Dodt et al., 1996; Aitken
et al., 1999), in isolated whole brain preparations (Federico et al., 1994), and in vivo in
both animals (Grinvald et al., 1986; Frostig et al., 1990; Grinvald et al., 1991) and humans
(Haglund et al., 1992a; Toga et al., 1995; Pouratian et al., 2003).

In vivo, the IOS bases on changes in light absorption caused by activity-dependent
changes in blood volume and oxygenation levels (Jöbsis, 1977; Frostig et al., 1990, 1995)
as well as alterations in the amount of scattered light. The changes in light scattering
are referred to cell swelling (MacVicar & Hochman, 1991; Andrew & MacVicar, 1994;
Holthoff & Witte, 1996, 1998; Andrew et al., 1999; Witte et al., 2001; Fayuk et al., 2002) and
are thought to be the only cause for the IOS in vitro.
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Light transmittance through brain tissue is affected by light reflection, refraction, ab-
sorption, and scattering (Jöbsis, 1977; MacVicar, 1984; Aitken et al., 1999; Jarvis et al.,
1999). When brain slices become illuminated by light in the red and near infrared
(IR) spectrum, light scattering represents the dominant light-tissue interaction and is
inversely correlated to light transmittance. The amount of light transmittance is max-
imal in the red and near IR spectrum (650 to 800 nm) (Frostig et al., 1990; MacVicar &
Hochman, 1991; Frostig et al., 1995), presumably because longer wavelengths penetrate
brain tissue more easily than shorter ones (Svaasand & Ellingsen, 1983; MacVicar, 1984;
Dodt & Zieglgänsberger, 1994, 1998). Hence, IOS recordings in brain slices require trans-
mitted light microscopy with an IR filter.

A correlation between changes in cell volume and light transmittance was first de-
scribed by Lipton (1973). The assumption that changes in cell volume cause the IOSs in
vitro is further supported by a high spatial and temporal correlation between alterations
in extracellular space (ECS) and the IOS (Holthoff & Witte, 1996, 1998; Witte et al., 2001).
Furthermore, a blockade in ECS volume changes (e.g. by means of a solution containing
furosemide or low concentration of Cl− ions) diminishes the IOS (MacVicar & Hochman,
1991; Holthoff & Witte, 1996). In addition, fast changes in osmolarity of the bath solution
are also capable of triggering IOSs in brain slices (Andrew & MacVicar, 1994; Andrew
et al., 1999; Fayuk et al., 2002). It is assumed that the uptake of electrolytes by cells and
the concomitant water influx cause the dilution of macromolecules in the cytosol and,
therefore, increase the distance between light scattering particles (Aitken et al., 1999).
As a consequence, more light is transmitted and brightness (light intensity) of the brain
tissue increases.

As decrease in ECS volume is also induced by electrically evoked synaptic activity
(Dietzel et al., 1980, 1982), IOSs are capable of measuring neuronal activity via activity-
dependent cell swelling. Additionally, IOSs have been shown to correlate with ampli-
tude and spread of field potentials (Holthoff et al., 1994; Dodt et al., 1996; Holthoff &
Witte, 1997; Cerne & Haglund, 2002) and to be reduced after blocking excitatory synap-
tic transmission (MacVicar & Hochman, 1991; Dodt et al., 1996; Holthoff & Witte, 1996).
As neurons are less susceptible to cell swelling compared to astrocytes (Hertz, 1981;
Østby et al., 2009), IOSs presumably predominately originate from swelling of these glial
cells. A developmental study by Ransom et al. (1985) showed that an activity-dependent
reduction of ECS volume occurred not before maturation of glial cells. The swelling
of astrocytes is most likely caused by a net uptake of KCl mediated by a furosemide-
sensitive Na+-K+-2Cl− cotransporter, which is followed by a passive water influx into
astrocytes (Kimelberg & Frangakis, 1985; MacVicar & Hochman, 1991; Holthoff & Witte,
1996; Østby et al., 2009).
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Additionally, morphological changes associated with neurosecretion (Salzberg et al.,
1985; Bicknell et al., 1989; Obaid et al., 1989) and a rapid reorientation of membrane
dipoles (Stepnoski et al., 1991) may also contribute to IOSs. Advantages of IOS record-
ings are a good reproducibility and the absence of both pharmacological side effects and
photodynamic damage (Grinvald et al., 1986; Holthoff & Witte, 1996; Takashima et al.,
2001).

1.6 Goals of this PhD Thesis

As GAD is the rate-limiting enzyme for GABA synthesis, GAD inhibition will doubtlessly
change neuronal network dynamics caused by impaired GABAergic inhibition. Due to
the enormous complexity of neuronal networks, including disinhibition circuits, meth-
ods that display neuronal network activity are required to unveil the effects of GAD
inhibitors at the network level. The two approaches used in this PhD study, IOS record-
ings and whole-cell patch-clamp measurements of GABAA receptor-mediated miniature
postsynaptic currents (GABAA Minis) and spontaneous excitatory postsynaptic currents
(sEPSCs) in acute brain slices, are able to do so. The cortical column, which represents
the functional entity of the cortex, constitutes a suitable neuronal network model. As
GAD inhibition is associated with movement abnormalities in vivo, primary motor cor-
tical areas should be an appropriate brain region to study GAD inhibition.

IOSs can be used to investigate spread and strength of stimulus-evoked neuronal net-
work activity, as these signals represent activity-dependent changes in the optical prop-
erties of brain tissue. IOS recording provides a direct approach to monitor changes in
the activity of neuronal networks as it allows to survey whole cortical columns and their
surrounding area. The patch-clamp technique serves to record miniature and sponta-
neous postsynaptic currents from neurons, which depend on transmitter release from
the network of presynaptic neurons. Dependent on the kind of postsynaptic current
modulation, drug action can be ascribed to pre- or postsynaptic mechanisms. Recording
GABAA Minis, which can be attributed to spontaneous action potential-independent
presynaptic GABA release, shall help to investigate the effects of GAD inhibitors on
GABAergic neurotransmission. Alterations in brain slice excitability due to reduced
GABAergic inhibition may be displayed by changes in sEPSCs, which can be attributed
to both spontaneous action potential-dependent and -independent excitatory presynap-
tic release of excitatory neurotransmitters.

To influence GABA synthesis itself, intracellular uptake of drugs inhibiting GAD ac-
tivity has to be achieved. As this uptake and the depletion of the preexisting GABA
pool is possibly slow, the effects of GAD inhibitors may take long to develop. In this
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regard, the first project of this PhD thesis was to test the IOS technique for its capability
of monitoring neuronal network activity over several hours. Additionally, a new soft-
ware for the analysis of IOS data should be developed, which facilitates and significantly
accelerates data analysis.

The present study next aimed to prove the ability of IOSs to sense changes in GABAer-
gic inhibition. Therefore, experiments should be performed, in which the GABAA recep-
tor antagonist (−)bicuculline methiodide (BIM) was applied at a relatively low concen-
tration to brain slices. Moreover, another series of experiments should examine whether
the IOS technique is capable of displaying changes in neuronal network activity after
impairing GAD activity with the well-known GAD inhibitor SMC. Comparing the ef-
fects of BIM and SMC should further reveal possible differences in changes in network
activity after reducing postsynaptic receptor activity or inhibiting GABA synthesis.

In this work, SMC, due to the following reasons, should not only serve as a drug for
method validation. SMC is found in several food products and causes several patholog-
ical symptoms in animals including alterations of the endocrine system and movement
abnormalities. How SMC alters neuronal network dynamics is, however, nearly un-
known. Therefore, a further goal was to assess concentration-dependent effects of SMC
on neuronal network activity within the motor cortex. It was also planned to compare
SMC effects in mice strains differing in their GAD activity. Complementary, recordings
of GABAA Minis and sEPSCs should elucidate putative changes in network activity de-
tected by IOS recordings.

Beside exogenous GAD inhibitors, such as SMC, there exist also Anti-GAD AAbs that
are endogenously produced under certain pathological conditions and, at least in vitro,
can act as GAD inhibitors. A prominent neurological disorder with elevated Anti-GAD
AAbs levels and alterations in motor behavior is SPS. Up to now, however, it is not
assured, whether Anti-GAD AAbs contribute to the development and/or appearance of
SPS symptoms or are merely a marker for disease. Therefore, the final aim of this study
was to investigate potential effects of IgG derived from SPS patients on motor cortical
neuronal network activity. This investigation was intended to be also conducted by a
combination of IOS recordings and patch-clamp measurements in the motor cortex of
brain slices.
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2 Materials and Methods

2.1 Solutions and Drugs

Extracellular Artificial Cerebrospinal Fluid (ACSF) The ACSF, which provides the
ingredients that allow neurons to survive for several hours in vitro, contained (in mM)
125 NaCl (VWR, Darmstadt, Germany), 2.5 KCl (Merck, Darmstadt, Germany), 1.25
NaH2PO4*H2O (Merck), 25 D(+)glucose-monohydrate (Merck), 25 NaHCO3 (Merck),
1 MgCl2*6H2O (Merck), and 2 CaCl2*2H2O (Merck) dissolved in dH2O (Aqua ad iniecta-
bilia; Braun, Melsungen, Germany). The osmolarity of the ACSF was 320 mOsm. The
ACSF was bubbled with carbogen (5% CO2/95% O2) to adjust the pH to 7.4 and to sat-
urate the ACSF with oxygen.

Intracellular Solutions for Patch-Clamp Recordings For the patch-clamp recordings,
the pipettes were filled with an intracellular solution, which mimics the osmolarity of
the cytoplasm. For the recording of GABAA Minis, the solution contained (in mM) 100
CsCH3SO3 (Sigma-Aldrich, Munich, Germany), 60 CsCl (Merck), 5 lidocaine N-ethyl
chloride (Sigma-Aldrich), 10 HEPES (Biomol, Hamburg, Germany), 0.2 EGTA (Sigma-
Aldrich), 1 MgCl2*6H2O, 1 MgATP (Sigma-Aldrich), and 0.3 Na3GTP (Sigma-Aldrich),
dissolved in dH2O (Wilson & Nicoll, 2001). The pH was adjusted to 7.3 with CsOH
(Sigma-Aldrich).

For recording of sEPSCs, the solution contained (in mM) 130 CsCH3SO3, 5 CsCl, 0.5
EGTA, 2 MgATP, 10 HEPES, and 5 D(+)glucose-monohydrate dissolved in dH2O. The
pH was adjusted to 7.3 with CsOH.

Both intracellular solutions were stored at −20◦C. Before usage, the intracellular so-
lutions were filtered with a syringe filter (pore size 0.22 μm; Roth, Karlsruhe, Germany)
and kept cool at 10 to 12◦C.

Buffers for Affinity Chromatography For purification of the IgG with affinity chro-
matography, the buffers were either included in the MAbTrap

TM
Kit (GE Healthcare

Bio-Sciences, Uppsala, Sweden) or self-made. The self-made binding buffer represented
a phosphate buffer. The phosphate buffer was made by titration of 20 mM NaH2PO4

and 20 mM Na2HPO4 (Merck) to a pH of 7.0. The self-made elution buffer contained
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0.1 M glycine (Sigma-Aldrich) [pH 2.7, adjusted with HCl (VWR)]. The self-made neu-
tralization buffer contained Tris buffer (Simga-Aldrich; pH 9.0, adjusted with HCl). The
ACD-A solution contained 22 g/l sodium citrate, 24.5 g/l glucose-monohydrate, and 7.3
g/l citric acid. The ACD-A solution was obtained from the pharmacy of the Klinikum
Schwabing (Munich, Germany).

RIPA Buffer and Extraction Buffer for Protein Extraction For protein extraction, a
RIPA buffer was prepared including 50 mM Tris buffer (pH 7.4, adjusted with HCl),
150 mM NaCl, 1 mM EDTA (Sigma-Aldrich), 1% Triton R©-X 100 (Sigma-Aldrich), and
0.1% SDS (Bio-Rad Laboratories Ltd., Hercules, CA, USA). The stock solution was frozen
at −80◦C. Before usage, proteinase inhibitors were added to the stock solution [970 μl
RIPA buffer, 20 μl complete

TM
(Roche Diagnostics, Indianapolis, IN, USA), 10 μl 100x

PMSF (Sigma-Aldrich), and 1 μl Pepstatin A (1 mg/ml) (Sigma-Aldrich)]. RIPA buffer
including proteinase inhibitors constituted the extraction buffer.

Buffers for Western Blots For Western Blots, a 10% acrylamid gel (≈ 20 ml) was pre-
pared, including 6.65 ml 30% acrylamide/Bis (Bio-Rad Laboratories Ltd.), 5 ml Tris
buffer (1.5 M, pH 8.8, adjusted with HCl), 200 μl 10% SDS, 10 μl TEMED (Serva, Hei-
delberg, Germany), 175 μl 10% APS (Serva), and 8.15 ml dH2O. The running buffer
contained (in mM) 25 Tris, 192 glycine (Sigma-Aldrich), and 3.47 SDS (Serva). The
transfer buffer contained 25 mM Tris, 192 mM glycine, and 20% methanol (neoLab
Migge Laborbedarf-Vertriebs GmbH, Heidelberg, Germany). TBS-T contained 100 mM
Tris buffer (pH 7.5, adjusted with HCl), 154 mM NaCl, and 0.1% Tween R© 20 (Sigma-
Aldrich). For the blocking buffer, 5% skimmed milk powder (Roth) was added to TBS-T.

Drugs BIM (Sigma-Aldrich), a competitive antagonist of GABAA receptors, was used
at a concentration of 5 μM.

SMC hydrochloride, an inhibitor of the enzyme GAD, was used at a concentration
of 0.5 or 2 mM and obtained from Sigma-Aldrich. Addition of SMC markedly lowered
the pH level of ACSF if it was not saturated with carbogen. This effect, however, was
buffered in carbogen-saturated ACSF so that the pH level remained stable at 7.4 during
the course of experiments.

To isolate GABAA Minis, the following drugs were used at the given final concen-
trations (in μM): 50 D-(-)-2-amino-5-phosphonopentanoic acid (D-AP5) [N-methyl-D-
aspartat (NMDA) receptor antagonist], 5 1,2,3,4-tetrahydro-6-nitro-2,3-dioxo-benzo[f]-
quinoxaline-7-sulfonamide (NBQX) disodium salt [α-amino-3-hydroxy-5-methyl-4-isox-
azolepropionic acid (AMPA) receptor antagonist], and 1 tetrodotoxin (TTX) citrate (volt-
age-gated sodium channel antagonist). D-AP5, NBQX disodium salt and TTX were ob-
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tained from Ascent Scientific (Avonmouth, Bristol, UK). The activity of these antagonists
was tested for every new batch.

IgG Plasma filtrates of two SPS patients were a generous gift from Prof. Meinck (Hei-
delberg University Hospital, Heidelberg, Germany). Both patients were diagnosed ac-
cording to their clinical symptoms following diagnostic guidelines (Lorish et al., 1989)
and showed high titers of Anti-GAD AAbs. The IgG fraction of both patients (SPS-IgG
of patient 1 and 2) were purified with affinity chromatography and dissolved in ACSF
after buffer exchange.

The commercially available Sandoglobulin R© is pooled IgG of more than 1000 healthy
donors and was obtained from CSL Behring (Bern, Switzerland). Even though Sando-
globulin R© already contains the purified IgG fraction, it was again purified with affin-
ity chromatography to achieve a better comparability to SPS-IgG. The IgG fraction of
Sandoglobulin R© was dissolved in ACSF after buffer exchange and used as control IgG.

For the experiments, all IgG fractions were used at a concentration of 40 mg/l, which
represents the maximal IgG concentration in the CSF of healthy persons (Bouloukos
et al., 1980).

2.2 Purification of SPS-IgG and Control IgG

2.2.1 Purification of IgG with Affinity Chromatography

Plasma filtrate of two SPS patients was collected during therapeutic plasmapheresis.
Plasmapheresis is a therapeutic approach used in treatment of autoimmune diseases,
during which blood plasma including Abs is removed from the blood. As an autoim-
mune origin of SPS is supposed, plasma filtrate of SPS patients should also include spe-
cific AAbs. As the obtained plasma filtrates contained suspended solids, the plasma
filtrate was filtered through a filter paper (595 1/2 folded filter; Schleicher & Schuell,
Dassel, Germany). The filtered plasma filtrate was treated with ACD-A solution in a ra-
tio of 1:3 to prevent coagulation. After 30 min, the plasma filtrate was centrifuged. The
supernatant was filtered with a syringe filter (pore size 0.45 μm; Sarstedt, Nuernberg,
Germany) and diluted in binding buffer (1:1).

SPS-IgG of patient 1 and 2 was purified from the supernatant using affinity chro-
matography. Affinity chromatography was performed with the MAbTrap

TM
Kit or the

HiTrap
TM

Protein G HP (GE Healthcare Bio-Sciences). Both kits use the same columns
packed with Protein G Sepharose

TM
High Performance, except that the MAbTrap

TM
Kit

contained all buffers ready to use. Protein G trapped the IgG by binding to its FC region
in a non-immune mechanism. The bound SPS-IgG was released from the entrapment
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during elution. The purified IgG fraction of both SPS patients was dissolved in elution
buffer and neutralization buffer, which neutralizes the pH level. The single steps of
purification of the SPS-IgG followed the protocol enclosed by the manufacturer.

Sandoglobulin R© was dissolved in binding buffer for affinity chromatography and
treated in the same way as plasma filtrates. The obtained IgG fraction served as control
IgG.

2.2.2 Buffer Exchange

The elution buffer, in which SPS-IgG and control IgG were dissolved after affinity chro-
matography, contained 0.1 mM glycine. As glycine acts as an inhibitory neurotransmit-
ter, the elution buffer had to be replaced with ACSF. Therefore, the Vivaspin ultrafiltra-
tion spin columns (Vivaspin 6, 5,000 MWCO; Sartorius Stedim Biotech GmbH, Goettin-
gen, Germany) were used, which contained a membrane only permeable for molecules
smaller than 5 kDa. As the molecular mass of IgG is about 144 kDa, IgG could not pass
the membrane.

The IgG solution was filled in Vivaspin columns and centrifuged (4500 U/min) at
room temperature (RT; 23 to 25◦C). The elution buffer including glycine, which was
small enough to pass the membrane, was removed. The IgG, however, was retained and
concentrated. Afterwards, the concentrated IgG solution was diluted with ACSF and
again centrifuged. This procedure was repeated four times. In the first two cycles, about
50% of the fluid was exchanged. In the subsequent two cycles, about 66% of the fluid
was replaced. In the end, about 97% of the elution buffer was exchanged with ACSF. For
experiments, the IgG was further diluted to about 1:100. Therefore, it is unlikely that the
remaining glycine influenced experiments.

2.2.3 Quantification of IgG Concentration

After buffer exchange, the concentration of the purified IgG was quantified in the de-
partment of clinical chemistry at the Max Planck Institute of Psychiatry. The IgG concen-
tration was measured using nephelometry (BN-ProSpec R© System; Siemens, Frankfurt
am Main, Germany). This method measures the intensity of scattered light, which de-
pends upon number, size, and surface characteristics of the particles. The concentration
of the purified and buffer-exchanged IgG fractions ranged from about 2.5 g/l to 6 g/l.
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2.3 Detection of Anti-GAD AAbs in Purified SPS-IgG

2.3.1 Purification of Mouse Brain Proteins

Brains of male C57Bl/6J mice obtained from Charles River Laboratories (Sulzfeld, Ger-
many) were quick-freezed in liquid nitrogen immediately after preparation and stored
at −80◦C until usage. Next, brain proteins were purified using the Sample Grinding
Kit (GE Healthcare Bio-Sciences) in combination with RIPA buffer. Briefly, 100 mg tis-
sue were homogenized with 300 μl extraction buffer. The homogenized tissue was cen-
trifuged for 30 min at 4◦C (13000 U/min) and the supernatant including dissolved brain
proteins was collected in a new tube.

Next, the protein concentration of the supernatant was determined using the DC
TM

Protein Assay (Bio-Rad Laboratories Ltd.) according to the Lowry assay (Lowry et al.,
1951). A standard curve for protein concentration determination was made using the
Protein Assay Standard II (Bio-Rad Laboratories Ltd.). The protein concentration of
our samples was determined by means of this standard curve (Dynatech MR7000 Plate
Reader; Dynatech Laboratories, VA, USA).

2.3.2 Western Blots

To investigate whether Anti-GAD AAbs were present in purified SPS-IgG of patient 1
or 2, a special kind of Western Blotting using the Surf Blot approach was performed.
The Surf Blot approach allows to test simultaneously several Abs on a single sheet of
nitrocellulose paper by clamping liquid channels onto the surface of the blot. The Surf
Blot system was obtained from Idea Scientific Company (Minneapolis, MN, USA).

A 10% acrylamide gel was poured into a Criterion
TM

Cassette (Bio-Rad Laboratories
Ltd.). 300 μg of the extracted brain proteins were filled up to 150 μl with Laemmli Sam-
ple Buffer (Bio-Rad Laboratories Ltd.). Additionally, 15 μl NuPAGE R© Sample Reducing
Agent (10X) (invitrogen, Carlsbad, CA, USA) was added. Proteins were denaturated at
85◦C for 5 min. The denaturated proteins were loaded on the gel. The left lane was
loaded with 5.5 μl Precision Plus Protein All Blue Standards (10 to 250 kDa; Bio-Rad
Laboratories Ltd.), which served as marker. To separate the brain proteins, the gel was
run at 200 V for about 1 h in running buffer. Afterwards proteins were blotted to a ni-
trocellulose membrane (pore size 0.45 μm; GE Healthcare Bio-Sciences) at 100 V for 1 h
in cooled transfer buffer. Afterwards, the membrane was washed with TBS-T and in-
cubated in blocking buffer on a shaker over night at 4◦C. Next day, the membrane was
again washed three times with TBS-T and clamped into the Surf Blot system.
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SPS-IgG of patient 1 and 2 as well as control IgG were diluted 1:30 and 1:60 in blocking
buffer. The polyclonal GAD65 and GAD65 + GAD67 Abs (ab49830 and ab11070; abcam,
Cambridge, UK) were diluted 1:200 and 1:400 in blocking buffer. The diluted primary
Abs/AAbs were added to the single channels of the Surf Blot system and incubated for
2 h at RT and 30 min at 4◦C under continuous shaking. Afterwards, the membrane was
washed three times with TBS-T for 10 min. Peroxidase-conjugated goat anti-human IgG
Ab (1:10000 diluted in TBS-T; Sigma-Aldrich) was used as secondary Ab for SPS-IgG and
control IgG. Peroxidase-conjugated donkey anti-rabbit IgG Ab (1:8000 diluted in TBS-T;
GE Healthcare Bio-Sciences) was used as secondary Ab for the polyclonal GAD65 and
GAD65+ GAD67 Abs. The secondary Abs were incubated for 1.5 h at RT under contin-
uous shaking. The membrane was washed three times with TBS-T and one time with
dH2O. Afterwards, ECL

TM
solution (GE Healthcare Bio-Sciences) was added for 2 min.

A film (Fuji medical x-ray film; Fujifilm Europe GmbH, Duesseldorf, Germany) was put
onto the membrane and developed in the darkroom.

2.3.3 GAD-Dot

To distinguish whether the purified SPS-IgG contained both GAD isoforms, GAD65 and
GAD67, a GAD Dot (GA GENERIC ASSAYS GmbH, Dahlewitz, Germany) was per-
formed, which followed the same principle as an enzyme-linked immunosorbent assay
(ELISA). A color reaction indicated the presence of GAD65 or GAD67 AAbs in SPS-IgG.
The single steps of the GAD Dot followed the protocol enclosed by the manufacturer.

2.4 Preparation of Mouse Brain Slices

2.4.1 Animals

Adult male C57Bl/6J mice and adult male Balb/cOlaHsd mice (Harlan Winkelmann
GmbH; Borchen, Germany) were used for experiments. For IOS recordings, the age of
animals ranged from five to nine weeks. For patch-clamp recordings, the age of animals
ranged from five to eight weeks. Adult animals were chosen for several reasons. Dur-
ing adolescence, neuronal networks run through maturation processes refining GABA
synthesis and function. A significant contribution of GAD65 to total GABA content in
several brain areas has been shown during early postnatal development (Hensch et al.,
1998), whereas in adult animals basal GABA concentration is provided by GAD67 rather
than GAD65 (Erlander & Tobin, 1991; Esclapez et al., 1994; Hensch et al., 1998; Patel et al.,
2006). Moreover, during embryogenesis and the first week of postnatal life GABA act-
ing via GABAA receptors serves as an excitatory neurotransmitter due to an inverted
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Cl− gradient in neurons (Ben-Ari et al., 1997). The animals of different experimental
groups were matched according to their age to exclude the age of animals as a source of
error.

2.4.2 Preparation of Coronal Brain Slices

Mice were anesthetized with isoflurane (Abbott Deutschland, Wiesbaden, Germany) be-
fore decapitation with an animal guillotine. The skull was removed by cutting from the
foramen magnum to the forehead on both sides of the skull at the hight of the basal surface
of the brain with fine scissors. An additional cut between both hemispheres was made.
Now the skull was carefully removed with a forceps and put aside. Using this method,
the cortex of both hemispheres remained unharmed. The cleared brain was detached
with a spatula and immediately cooled in chilled ACSF (4 to 6◦C) saturated with carbo-
gen. Cooling down the brain tissue reduced the metabolic rate of cells and, hence, their
energy consumption, which allowed cells to survive the hypoxic period during brain
slice preparation.

The brain was now put on a plexiglas dish with a filter paper (Whatman, Maidstone,
Kent, UK) soaked with cooled ACSF. The filter paper prevented the brain tissue from
sliding during the following dissection. With the brain lying on its basal surface, the
cerebellum was removed with a razor blade (Dreaming Men; Goldhand Vertriebsge-
sellschaft, Duesseldorf, Germany) in an angle of 90◦ to obtain a plain surface. The brain
was then turned by 90◦ so that it came to lie on the cutting plane. In this orientation, the
brain was glued to the slicing stage with Histoacryl R© (Braun). To additionally stabilize
the tissue, the basal surface of the brain was leaned on an agar block (5% Agar-Agar;
Roth; 0.9% NaCl), which was also glued on the slicing stage with Histoacryl R©.

The slicing stage was now mounted to the dish of the vibratome (HM 650 V; Mi-
crom international GmbH, Walldorf, Germany). The dish was filled with chilled and
carbogenated ACSF, in which the brain was submerged and further cooled. Brain slices
of a thickness of 300 μm (for IOS recordings) or 450 μm (for patch-clamp recordings)
were made in the coronal plane with a razor blade, which was previously cleaned with
ethanol and aceton to remove its oily film. Brain Slices, which included the motor cor-
tex according to a mouse brain atlas (Paxinos & Franklin, 2001) were transferred with a
Pasteur pipette into a storage beaker. The storage beaker was filled with carbogenated
ACSF placed in a heating bath (GFL - Gesellschaft fuer Labortechnik mbH, Burgwedel,
Germany) at a temperature of 34◦C. The brain slices were carefully mounted onto a net,
which was positioned halfway into the beaker and allowed both sides of the brain slices
to be supplied with ACSF. This improved the support of brain slices with oxygen and
nutrients and prevented the brain slices to adhere to the glass wall.
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Such an incubation is known to help brain slices to recover from the preparation pro-
cedure. For recording of IOSs, the brain slices were kept for 30 min in the heating bath
and additionally stored for 30 min at RT. For patch-clamp recordings, the brain slices
were kept for 120 min in the heating bath and subsequently for 30 min at RT. As the
patch-clamp recordings required preincubation of the brain slices with the accordant
substances, these substances (2 mM SMC; 40 mg/ml SPS-IgG of patient 1 or 2; 40 mg/ml
control IgG) were added to the ACSF in the storage beaker directly after brain slice
preparation. Control brain slices were equally treated, but no IgG or drug was added.

2.5 IOS Recordings

IOSs were recorded using an upright microscope (Zeiss Axioskop 2 FS; Zeiss, Oberko-
chen, Germany) with a 2.5x Neofluar objective (N.A. 0.075). A dipping cone with a
transparent cover slip was mounted on the objective and placed in the bath solution to
avoid disturbing reflections at the water-air interface. The brain tissue was illuminated
with a 20 W halogen lamp (Xenophot R©; Osram, Augsburg, Germany). The light source
was stabilized by the power supply (NAG stab.; Zeiss), which buffered voltage peaks of
the mains supply. An optical band-pass filter (λmax 780±50 nm) was inserted into the
light beam to illuminate the brain slice in the near IR spectrum. A second light filter
with an identical cut-off frequency was placed in the light path below the tube lens to
block stray light owing to ambient illumination. The brain slice was put in the record-
ing chamber and continuously superfused (flow rate 2 to 3 ml/min) with carbogenated
ACSF by means of a peristaltic pump (Ismatec Reglo; ISMATEC SA, Labortechnik - An-
alytik, Glattbrugg, Switzerland). The brain slices were fixed with a grid, a platinum
frame stringed with nylon thread. The ACSF was heated to 34◦C with a temperature
controller (TC01; Multi Channel Systems MCS GmbH, Reutlingen, Germany). Two sets
of micromanipulators (Luigs & Neumann GmbH, Ratingen, Germany) allowed to move
the stimulation electrode and the microscope independently from each other in all three
spatial directions. Fig. 2.1 shows the main components of the IOS setup.

For electrical stimulations, a stimulator (Isolated Pulse Stimulator, Model 2100;
A-M Systems, Inc., Carlsborg, WA, USA) and a monopolar tungsten electrode (Catalog#
UEWLEFSEANNE; FHC, Bowdoin, ME, USA) were used. The electrode was placed
at the border between white matter and cortical layer VI. Two stimulus protocols were
used (100 square pulse stimuli at 50 Hz and 20 square pulse stimuli at 100 Hz). The width
of stimuli was 0.2 ms. The stimulation current, which varied between 75 and 200 μA,
was adjusted in a way to trigger IOSs of about 500 to 700 μm width and non-saturated
signal intensities. IOSs were visualized using a self-made program written with Igor
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Microscope Perfusion pump
StimulatorCCD cameraMonopolar electrode Temperature controller

Power supply stabilizerRecording chamberMicromanipulators
Video monitor

Figure 2.1: Labeled picture with the major components of the IOS setup.

programming language (Igor Pro, version 5.0; WaveMetrics, Inc., Lake Oswego, OR,
USA).

The imaging system consisted of a scientific grade 12-bit charge-coupled device (CCD)
camera (CoolSnap

TM
cf; Photometrics, Tucson, AZ, USA). Images were recorded with

a 2x2 binning, which reduced the number of pixels from 1392 x 1040 pixels to 696 x
520 pixels. Just before electrical stimulation, ten images were recorded to define the
baseline light intensity under resting conditions. After onset of stimulation, images were
recorded at 4 Hz for 60 s. The images were stored as uncompressed 16-bit TIFF-files on
a PC for further analysis.

Prior to IOS recordings, the brain slices were put in the recording chamber and equi-
librated for about 30 min. The recirculation volume was 88 ml, including the volume of
tubing. Brain slices were stimulated every 5 min until a stable baseline of six IOSs was
achieved. Afterwards, the recirculation was changed to ACSF containing either drug-
free ACSF for control experiments (sham-drug application) or 0.5 mM or 2 mM SMC,
40 mg/l SPS-IgG of patient 2 or 40 mg/l control IgG. For the application of IgG, all so-
lutions were filtered with a syringe filter (pore size 0.45 μm). An additional filter (595
1/2 folded filter) was inserted in the perfusion system to catch aggregations of Abs and
cell waste, as these particles disturbed IOS recordings. A change from ACSF recircula-
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tion to open ACSF superfusion was not possible as the amount of SPS-IgG was limited.
Stimulation of brain slices (every 5 min) was continued for additional 30 min for control
experiments and SMC application and for 70 min for application of SPS-IgG and control
IgG. Afterwards, the stimulation protocol was changed. From now on, brain slices were
stimulated three times at every full hour after the beginning of drug application with
an interstimulus interval of 5 min. As a strong stimulus was necessary to trigger IOSs,
this lower number of stimuli presumably helped to maintain the vitality of the brain
slice and to reduce a possible run-down of IOSs during long-term measurements. For
wash-out, brain slices were superfused with fresh, drug-free ACSF in an open system
and stimulated 30, 40, 50, and 60 min after wash-out started.

2.6 Analysis of IOSs

For data analysis, a program was developed in cooperation with Max Sperling (Max
Planck Institute of Neurobiology, Martinsried) using the software MATLAB R© (The Math-
Works, Natick, MA, USA). The data analysis software is described in more detail in
chapter 3.1 "Analyzing IOSs and Long-term IOS Recording", page 31.

Briefly, a 2x2 binning of images was performed, which reduced the number of pixels
from 696 x 520 to 348 x 260 pixels. After the binning process, the size of one pixel was
14 x 14 μm. Subsequently, images were filtered with a moving spatial average filter
(filter window size 10). The ten images taken before stimulation were averaged after the
binning and filtering process. The resulting single image represented the baseline light
intensity of the brain slice under resting conditions. Now ΔF/F calculation [(F - F0)/F0]
was applied with F representing the light intensity of one pixel after stimulation and
F0 the baseline light intensity of the same pixel under resting conditions. The resulting
values were multiplied by 100 to obtain the percent change in light intensity.

A region of interest (ROI), in which the IOS was supposed, was automatically de-
tected. For that purpose, a maximum intensity projection of all 240 ΔF/F-processed
images was computed, in which the value of every pixel was set to its maximal change
in light intensity observed after stimulation by scanning all 240 images. Now, the max-
imum intensity projection was binary-coded by setting pixels with changes in light in-
tensity above the threshold of 0.75% to 1 and pixels with changes in light intensity equal
or below the threshold to 0. On this binary image, a morphological opening with a struc-
turing element in the form of a disk (radius ten pixels) was applied, which smoothed the
borders of the signals. For objects larger than 300 pixels the center of mass was assigned.
The object with its center of mass closest to the center of the image was defined as ROI.
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Data sets, in which the automatic ROI detection failed, were excluded from further anal-
ysis.

To examine the time course of the IOS, the ROI was applied to every single ΔF/F-
processed image. Within the ROI, all pixels above threshold level were detected. The
number of detected pixels displayed the area of the IOS (= signal area). The values of
the changes in light intensity of the detected pixels were averaged. The mean percental
change in light intensity displayed the intensity of the IOS (= signal intensity). To exam-
ine changes in signal intensity and signal area, the maximum of both parameters were
determined. To analyze the time course of the signal intensity, the rise time and decay
time were calculated. The rise time was defined by the time period, during which the
signal intensity reached its maximal amplitude after onset of stimulation. To compare
the speed of signal intensity decay, the time period, during which the signal amplitude
decreased from its maximum value to 80% of its maximum, was calculated. IOSs, which
showed a clear upward trend in their signal traces, were discarded.

2.7 Patch-Clamp Recordings

Patch-clamp recordings were performed from layer II/III pyramidal neurons of the
mouse motor cortex. Suitable neurons (tight cells with smooth membranes) were identi-
fied using an IR microscope (Zeiss Axioskop; Zeiss). The brain slices were placed into a
submerged chamber and fixed with a grid. The chamber was superfused (flow rate 2 to 3
ml/min) with carbogenated ACSF using a perfusion pump (Ismatec Reglo). Recordings
were conducted at RT. A total volume of 20 ml ACSF was recirculated.

A set of micromanipulators (Luigs & Neumann GmbH) allowed the recording cham-
ber, the microscope, and the patch pipette to be independently moved in all three spatial
directions to obtain maximal flexibility during the patch-clamp process. For patch-clamp
recordings, borosilicate glass pipettes (Harvard apparatus, Edenbridge, Kent, UK) with
an inner diameter (I.D.) of 0.86 mm and an outer diameter (O.D.) of 1.5 mm were used.
Patch pipettes (open tip resistance 2 to 5 MΩ) were pulled and heat-polished with a
horizontal puller (DMZ Puller; Zeitz, Martinsried, Germany), filled with intracellular
solution, and electrically connected to an intracellular amplifier (SEC 10L; npi electronic
GmbH, Tamm, Germany) via a silver chloride (AgCl)-coated silver electrode. The ampli-
fier worked according to the principle of discontinuous single-electrode voltage-clamp
(dSEVC), which means that the amplifier periodically switches between voltage meter-
ing and injection of compensatory current. An Ag/AgCl pellet within the bath served
as reference electrode. The electrical signals were low-pass filtered at 1 kHz, digitized
with an analog/digital digital/analog (AD/DA) converter (ITC 16; HEKA Elektronik
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Dr. Schulze GmbH, Lambrecht/Pfalz, Germany) and stored with the software Pulse
(version 8.5, HEKA Elektronik Dr. Schulze GmbH) running on a Macintosh computer.

After establishing a seal (in the range of 1 GΩ) between the tip of the pipette and the
cytoplasmic membrane of the neuron, electrical access to the neuron was achieved by
rupturing the cell membrane. This whole-cell configuration was used to measure the
electrical activity of the neurons. Recordings of the resting membrane potential (RMP)
were performed in bridge mode, all other recordings were conducted in voltage-clamp
mode (holding potential −60 mV). After establishing the whole-cell configuration, 15
min elapsed before postsynaptic currents were recorded to allow a complete equilibra-
tion of the cytoplasma with the intracellular solution in the pipette. From every neuron
under investigation, GABAA Minis were recorded for 5 min and sEPSCs, due to their
lower frequency, were recorded for 10 min.

To record GABAA Minis, the NMDA receptor antagonist D-AP5 (50 μM), the AMPA
receptor antagonist NBQX (5 μM), and the voltage-gated sodium channel blocker TTX
(1 μM) were added to the bath solution at the concentrations quoted in brackets. The re-
maining postsynaptic currents could be ascribed to be GABAA receptor mediated. Con-
trol experiments showed that the remaining postsynaptic currents could completely be
abolished by the addition of the GABAA receptor antagonist BIM (10 μM) to the bath
solution. To warrant that the drugs unfolded their full potential, brain slices were incu-
bated in the recording chamber for at least 15 min before recordings were started. As
a "high-chloride" intracellular solution was used for recording GABAA Minis, activa-
tion of the GABAA receptor mediated negative currents, which are defined as inward
currents. For recording sEPSCs, which could be attributed to both spontaneous action
potential-dependent and -independent presynaptic release of excitatory neurotransmit-
ters, no blockers were added to the ACSF. As physiological intracellular solution was
used in these experiments, sEPSCs also appeared as inward currents. Depending on the
experimental setting, 2 mM SMC, 40 mg/l control IgG or 40 mg/l SPS-IgG of patient 1
or 2 were additionally added to the recirculated ACSF. As GABAA Minis and sEPSCs
were compared between different groups of treatment, the age of animals and the "age
of cells" (= time period between the end of the brain slice preparation and the beginning
of a given whole-cell recording) were matched.

2.8 Analysis of Patch-Clamp Experiments

For data analysis, only neurons, whose RMP was between −40 and −75 mV, were in-
cluded. As the serial resistance quantifies the quality of the electrical access to the cell
and, hence, influences the recording of postsynaptic currents, neurons, in which the se-
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rial resistance changed by more than 15% during the recording, were discarded. The
serial resistance was specified by means of voltage steps (−10 mV, 100 ms). The ampli-
tude of the fast transient was measured as an approximation of serial resistance. During
recording of sEPSCs, paroxysmal depolarization shifts (PDSs), which are inward cur-
rents in the range of a few nA, or action potentials were observed in few cells. As the
recorded sEPSCs were in the range of a few pA, including PDSs and action potentials
would falsify the mean amplitude. Therefore, cells, which showed PDSs or action po-
tentials during the recording time, were discarded. Moreover, cells with noisy current
traces, in which GABAA Minis or sEPSCs could not be distinguished from noise, were
not included in further analysis.

The software Mini Analysis (version 6.0.9; Synaptosoft Inc., Fort Lee, NJ, USA) was
used for data analysis. The sEPSC traces were filtered with a low-pass Butterworth filter
(cut-off frequency 200 Hz). The GABA Mini traces were not filtered. To separate signals
from noise, a threshold had to be defined. The threshold was set to five times of the root
mean square (RMS) noise (calculation of the RMS noise is described on page 41). The
RMS noise of GABA Mini traces was 1.04±0.06 pA and, therefore, the threshold was set
to 5 pA. The RMS noise of sEPSC traces was 0.8±0.05 pA and the threshold was set to
4 pA. To quantify GABAA Minis and sEPSCs, their mean amplitude and frequency was
calculated.

2.9 Statistics

Statistical analysis was performed using SigmaStat (version 3.5; Systat Software, Inc.,
Point Richmond, CA, USA). The data were tested for normal distribution. If the data
were normally distributed, a paired Student’s t-test or unpaired Student’s t-test was
used. Otherwise a Mann-Whitney rank sum test or a Wilcoxon signed rank test was
performed. Statistical significance was achieved, if the p value was equal or less than
0.05. Mean values are given with the corresponding standard error of the mean (SEM).

2.10 Index

Animals

Balb/cOlaHsd mice Harlan Winkelmann GmbH, Borchen, Germany
C57Bl/6J mice Charles River Laboratories, Sulzfeld, Germany
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Chemicals

10% APS Serva, Heidelberg, Germany
10% SDS Bio-Rad Laboratories Ltd., Hercules, CA, USA
30% acrylamide/Bis Bio-Rad Laboratories Ltd., Hercules, CA, USA
50x complete Roche Diagnostics, Indianapolis, IN, USA
100x PMSF Sigma-Aldrich, Munich, Germany
ACD-A solution Klinikum Schwabing, Munich, Germany
Agar-Agar Roth, Karlsruhe, Germany
BIM Sigma-Aldrich, Munich, Germany
CsCH3SO3 Sigma-Aldrich, Munich, Germany
CaCl2*2H2O Merck, Darmstadt, Germany
CsCl Merck, Darmstadt, Germany
CsOH Sigma-Aldrich, Munich, Germany
D-AP5 Ascent Scientific, Avonmouth, Bristol, UK

DC
TM

Protein Assay Bio-Rad Laboratories Ltd., Hercules, CA, USA
D(+)glucose-monohydrate Merck, Darmstadt, Germany
dH2O/Aqua ad iniectabilia Braun, Melsungen, Germany

ECL
TM

solution GE Healthcare Bio-Sciences, Uppsala, Sweden
EDTA Sigma-Aldrich, Munich, Germany
EGTA Sigma-Aldrich, Munich, Germany
GAD65 Ab (ab49830) abcam, Cambridge, UK
GAD65 + GAD67 Abs (ab11070) abcam, Cambridge, UK
GAD Dot GA GENERIC ASSAYS GmbH, Dahlewitz, Germany
Glycine Sigma-Aldrich, Munich, Germany
HCl VWR, Darmstadt, Germany
HEPES Biomol, Hamburg, Germany
Histoacryl R© Braun, Melsungen, Germany
Isoflurane Abbott Deutschland, Wiesbaden, Germany
KCl Merck, Darmstadt, Germany
Laemmli Sample Buffer Bio-Rad Laboratories Ltd., Hercules, CA, USA
Lidocaine N-ethyl chloride Sigma-Aldrich, Munich, Germany

MAbTrap
TM

Kit GE Healthcare Bio-Sciences, Uppsala, Sweden
Methanol neoLab Migge Laborbedarf-Vertriebs GmbH,

Heidelberg, Germany
MgATP Sigma-Aldrich, Munich, Germany
MgCl2*6H2O Merck, Darmstadt, Germany
NaCl VWR, Darmstadt, Germany
Na3GTP Sigma-Aldrich, Munich, Germany
NaHCO3 Merck, Darmstadt, Germany
NaH2PO4*H2O Merck, Darmstadt, Germany
Na2HPO4*H2O Merck, Darmstadt, Germany
NBQX disodium salt Ascent Scientific, Avonmouth, Bristol, UK
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NuPAGE R© Sample Reducing Agent (10X) invitrogen, Carlsbad, CA, USA
Pepstatin A Sigma-Aldrich, Munich, Germany
Peroxidase-conjugated donkey GE Healthcare Bio-Sciences, Uppsala, Sweden

anti-rabbit IgG Ab
Peroxidase-conjugated goat Sigma-Aldrich, Munich, Germany

anti-human IgG Ab
Plasma filtrate of SPS patients Prof. Meinck, Heidelberg University Hospital,

Heidelberg, Germany
Precision Plus Protein All Blue Standards Bio-Rad Laboratories Ltd., Hercules, CA, USA
Protein Assay Standard II Bio-Rad Laboratories Ltd., Hercules, CA, USA
Sample Grinding Kit GE Healthcare Bio-Sciences, Uppsala, Sweden
Sandoglobulin R© CSL Behring, Bern, Switzerland
SDS Serva, Heidelberg, Germany
Skimmed milk powder Roth, Karlsruhe, Germany
Sodium phosphate Merck, Darmstadt, Germany
SMC hydrochloride Sigma-Aldrich, Munich, Germany
TEMED Serva, Heidelberg, Germany
Tris Sigma-Aldrich, Munich, Germany
Triton R© -X 100 Sigma-Aldrich, Munich, Germany
TTX citrate Ascent Scientific, Avonmouth, Bristol, UK
Tween R© 20 Sigma-Aldrich, Munich, Germany

Consumable Supplies

595 1/2 folded filter Schleicher & Schuell, Dassel, Germany
Borosilicate glass pipettes Harvard apparatus, Edenbridge,Kent, UK

(0.86 mm I.D., 1.5 mm O.D.)

Criterion
TM

Cassette Bio-Rad Laboratories Ltd., Hercules, CA, USA
Dreaming Men razor blade Goldhand Vertriebsgesellschaft, Duesseldorf, Germany
Filter paper Whatman, Maidstone, Kent, UK
Fuji medical x-ray film Fujifilm Europe GmbH, Duesseldorf, Germany

HiTrap
TM

Protein G HP GE Healthcare Bio-Sciences, Uppsala, Sweden
Monopolar tungsten electrode FHC, Bowdoin, ME, USA

(Catalog# UEWLEFSEANNE)
Nitrocellulose membrane GE Healthcare Bio-Sciences, Uppsala, Sweden

(pore size 0.45 μm)
Surf Blot System Idea Scientific Company, Minneapolis, MN, USA
Syringe filter (pore size 0.22 μm) Roth, Karlsruhe, Germany
Syringe filter (pore size 0.45 μm) Sarstedt, Nuernberg, Germany
Vivaspin ultrafiltration spin columns Sartorius Stedim Biotech GmbH, Goettingen, Germany

(Vivaspin 6, 5,000 MWCO)
Xenophot R© halogen lamp (20 W) Osram, Augsburg, Germany
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Equipment

BN-ProSpec R© System Siemens, Frankfurt am Main, Germany

CoolSnap
TM

cf CCD camera Photometrics, Tucson, AZ, USA
DMZ puller Zeitz, Martinsried, Gemany
Dynatech MR7000 Plate Reader Dynatech Laboratories, Chantilly, VA, USA
Heating bath GFL - Gesellschaft fuer Labortechnik mbH,

Burgwedel, Germany
Ismatec Reglo ISMATEC SA, Labortechnik - Analytik, Glattbrugg,

Switzerland
Isolated Pulse Stimulator, Model 2100 A-M Systems, Inc., Carlsborg, WA, USA
ITC 16 AD/DA-converter HEKA Elektronik Dr. Schulze GmbH, Lambrecht/Pfalz,

Germany
Micromanipulators Luigs & Neumann GmbH, Ratingen, Germany
NAG stab. power supply Zeiss, Oberkochen, Germany
SEC 10L intracellular amplifier npi electronic GmbH, Tamm, Germany
TC01 temperature controller Multi-Channel Systems MCS GmbH, Reutlingen,

Germany
Vibratome (HM 650 V) Microm international GmbH, Walldorf, Germany
Zeiss Axioskop Zeiss, Oberkochen, Germany
Zeiss Axioskop 2 FS Zeiss, Oberkochen, Germany
with 2.5x Neofluar objective (N.A. 0.075)

Software

Igor Pro, version 5.0 WaveMetrics, Inc., Lake Oswego, OR, USA
MATLAB R© The MathWorks, Natick, MA, USA
Mini Analysis, version 6.0.9 Synaptosoft Inc., Fort Lee, NJ, USA
Pulse, version 8.5 HEKA Elektronik Dr. Schulze GmbH, Lambrecht/Pfalz,

Germany
SigmaStat, version 3.5 Systat Software, Inc., Point Richmond, CA, USA

30



3 Results

3.1 Analyzing IOSs and Long-term IOS Recording

3.1.1 Data Acquisition

One goal of the present work was to study the spread of stimulus-evoked neuronal net-
work activity within the mouse motor cortex. To monitor network activity, IOS record-
ings, which represents an optical method to measure neuronal activity via altered light
transmission based on activity-dependent cell volume changes, were performed. To
elicit IOSs in cortical columns of mouse motor cortex, a monopolar tungsten stimula-
tion electrode was placed at the border of layer VI/white matter in coronal mouse brain
slices for extracellular stimulation (fig. 3.1).

Electrical stimulation triggered neuronal activity in a cortical column, which resulted
in an increased light transmittance of the activated tissue. As a consequence, the light
intensity of the activated cortical column rose and the column appeared brighter com-
pared to its resting conditions. Such changes in light intensity represent IOSs. To detect
IOSs, the light intensity after stimulation has to be related to baseline levels before stim-
ulation (see page 34). For this purpose, ten images were taken before stimulation and
defined as the baseline light intensity of the brain slice under resting conditions. With
the onset of stimulation, 240 images were acquired at a frequency of 4 Hz.

During data acquisition, a 2x2 binning was performed for every image by the CCD
camera. This means that the charge of four adjacent potential wells, which was propor-
tional to the light intensity at this location, was summed up. This step resulted in one
larger and brighter pixel. This calculation reduced the resolution from 1392 x 1040 pix-
els to 696 x 520 pixels. One advantage of binning is an improved signal-to-noise ratio.
This was important as high noise levels disturbed the analysis of IOSs (see fig. 3.3, page
35). Additionally, binning reduces data size, which allows faster readout speeds and,
therefore, higher frame rates. The reduced data size also accelerated the subsequent
computer-based analysis of the IOSs. These benefits, however, come at the expense of
spatial resolution. As IOSs were investigated in a whole cortical column, resolving small
structures was of minor importance and this reduction in resolution was acceptable.
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Figure 3.1: Labeled transmission image of a coronal mouse brain slice. The image shows a trans-
mission image of a coronal mouse brain slice with an extracellular stimulation electrode positioned
at the border of layer VI/white matter and the estimated area of the primary motor cortex. A color-
coded image of an IOS was overlaid to show the typical spatial extent of IOSs. The grid served to
fix the brain slice in the recording chamber.

3.1.2 Development of a Data Analysis Program for IOSs

For analyzing IOSs, a new data analysis program was developed in cooperation with
Max Sperling (Max Planck Institute of Neurobiology, Martinsried). The program code
was written in MATLAB R©, a software using the matrix laboratory programming lan-
guage.

3.1.2.1 Binning and Filtering

The light intensity after brain slice stimulation rose just a few percent above baseline
levels (fig. 3.2, fig. 3.3, A). Thus, noise, which is generated by random spatial and
temporal fluctuations in pixel light intensity, independent of external stimuli, strongly
impaired the analysis of stimulus-induced IOSs. The following data processing caused
the spatial noise of single pixels in one image to be averaged out.
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Figure 3.2: Temporal changes in light intensity after stimulation. The trace shows the temporal
changes in light intensity of one pixel after stimulation. Light intensity rose just a few percent
above baseline levels. To show the small changes in light intensity, a magnification of the trace was
inserted. The arrows mark the onset of stimulation.

Binning of adjacent pixels done by the CCD camera during data acquisition was the
first step to reduce noise level (see page 31). To further improve the signal-to-noise ratio,
a second 2x2 binning of images was performed by the data analysis program (fig. 3.3,
B). The binning procedure of the analysis program, however, differed from the binning
done by the CCD camera. Compared to the binning of the camera, where the light
intensity of four pixels was just summed up, the data analysis program performed an
average binning. Here, the light intensity of four adjacent pixels was summed up and
thereafter divided by four, resulting in one larger pixel with the average light intensity
of the previous ones. This step reduced the resolution from 696 x 520 to 348 x 260 pixels.
In principle, it would be possible to perform a 4x4 binning of the recorded images solely
with the CCD camera during data acquisition, which would result in the same reduction
in spatial resolution and noise. The summation of the light intensity of too many pixels,
however, bears the risk to reach saturation levels of the camera. To avoid this, the data
binning process was split between CCD camera and data analysis program.

Afterwards, a moving spatial average filter with a filter window size of ten pixels was
applied to reduce noise and to smooth the signal (fig. 3.3, C). The later was important

33



3 Results

for the automatic detection of IOSs (see page 43). For this filtering procedure, the data
analysis program computed the sum of all pixels within the filter window, divided the
sum by the number of summed pixels, and wrote the calculated value in the center pixel
of the filter window. Afterwards, the filter window was shifted by one pixel and the
computation was repeated step by step for every pixel in the image. Compared to a
Gaussian filter, the moving spatial average filter has a slightly worse performance, but a
markedly decreased computation time.

As it was of particular importance to keep the noise level of the baseline light intensity
as low as possible (see table 3.2, page 38), the ten images taken before stimulation were
additionally averaged after the binning and filtering process to reduce temporal noise,
too. The resulting single image represented the baseline light intensity of the brain slice
under resting conditions.

3.1.2.2 ΔF/F Calculation

During enhanced neuronal activity, more light was transmitted through the brain tissue,
which caused an increase in light intensity of the corresponding pixels in the recorded
images. Therefore, active regions after stimulation appeared brighter compared to their
baseline levels before stimulation. To calculate changes in light intensity, which repre-
sented IOSs, the ΔF/F calculation was applied:

ΔF/F =
F − F0

F0

(3.1)

F represents the light intensity of one pixel after stimulation and F0 the baseline light
intensity of the same pixel under resting conditions. The ΔF/F calculation was applied
to every pixel of the image. As during neuronal activity the light transmittance of brain
tissue rose and, thus, the light intensity of the recorded pixels, in active areas the result
of F - F0 was bigger than zero. To illustrate the time course of changes in light intensity
elicited by a stimulus, the ΔF/F calculation was repeated for each image taken after
stimulation (figs. 3.4, 3.5). The resulting values were multiplied by 100 to obtain the
percent change in light intensity relative to baseline light intensity.

F0 in the denominator served to normalize data with regard to their baseline light
intensity. This step was crucial, as the absolute changes in light intensity (F - F0) cor-
relate with the baseline light intensity, whereas the relative changes after dividing by
F0 are independent of baseline light intensity (table 3.1). In experiments lasting several
hours, a decline of baseline light intensity of brain slices was observed. Therefore, it was
important to normalize the data with regard to their baseline light intensity to achieve
comparability of IOSs in long-term experiments (fig. 3.6).
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Figure 3.3: Reduction of noise after binning and filtering. Changes in light intensity of raw data
along a line segment (red line) are shown in (A). As noise in form of random fluctuations in light
intensity hampered the analysis of IOSs, a 2x2 binning of the recorded images was performed (B).
The images were subsequently filtered with a moving spatial average filter by the data analysis
program (C). This procedure caused the spatial noise of single pixels in one image to be averaged
out; (A: before binning and filtering; B: after binning; C: after binning and filtering; Left: color-
coded images of absolute changes in light intensity in a cortical column 4.75 s after stimulation, red
line: position of the line segment for data plotting; Right: spatial changes in light intensity along
the line segment).
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Figure 3.4: Time course of the IOS. The ΔF/F-processed images show the IOS time course after
extracellular stimulation (onset of stimulation: 0 s). The images illustrate that the IOS peaked few
seconds after stimulation and slowly declined to baseline level within tens of seconds.
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Figure 3.5: Relative changes in light intensity after ΔF/F calculation. ΔF/F calculation of the
light intensity of one pixel allows to display its percent changes in light intensity after stimulation
relative to baseline light intensity before stimulation. The arrow marks the onset of stimulation.

light intensity of one pixel F - F0 ΔF/F
before stimulation after stimulation (absolute change) (relative change)

1000 1100 100 10%

2000 2200 200 10%

Table 3.1: Comparing F - F0 and ΔF/F calculation. The absolute changes in light intensity corre-
late with baseline light intensity, whereas the relative changes are independent from baseline light
intensity.

However, the disadvantage of the ΔF/F calculation is that the resulting values can
become strongly distorted by noise of the baseline light intensity as F0 stands in the
denominator (table 3.2). Hence, the noise level in the image, which represents baseline
light intensity, has to be as low as possible. To reduce spatial noise, binning and filtering
of the ten images recorded before stimulation were performed. Afterwards, the images
were averaged to reduce temporal noise. The resulting single image represented the
noise-reduced baseline light intensity of the brain slice (see page 34).
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Figure 3.6: Comparing F - F0 and ΔF/F calculation after changes in baseline light intensity. The
right transmission image (B) indicates decreased baseline light intensity after 5 h of IOS recordings
compared to baseline conditions on the left (A). After calculating relative changes in light intensity
of one pixel, signal run-down of 20% was observed after 5 h (D). After calculating the absolute
changes in light intensity, however, the signal decreased to 30% of baseline values (C). The differ-
ence of 10% between these two methods illustrates the error, which arises if no normalization to
the baseline light intensity is done. Onset of stimulation was at 0 s.

light intensity of one pixel F - F0 ΔF/F
before after (absolute change) (relative change)

stimulation stimulation

2000 2200 200 0.1

higher baseline noise 2100 2200 100 0.048

reduction: 50% 52%

Table 3.2: Susceptibility of ΔF/F calculation to noise of baseline light intensity. As F0 stands in
the denominator, normalization of changes in light intensity increases the susceptibility of ΔF/F
calculation to noise of baseline light intensity.
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3.1.2.3 Automatic Detection of a ROI and Calculation of Signal Traces

The binning and filtering procedure (see page 32) and the subsequent calculation of
ΔF/F (see page 34) revealed changes in light intensity after extracellular stimulation,
which represented IOSs. Each patch of pixels with increased light intensity, however,
cannot be regarded as a stimulus-evoked IOS as noise may cause random, stimulus-
independent increases in light intensity. Data binning and filtering are capable of reduc-
ing spatial noise of single pixels (see page 32), but fail to do so if several adjacent pixels
show the same behavior. This can be due to vibrations of the electrode and the grid.
These vibrations enhance the noise level of several adjacent pixels and, therefore, may
be mistaken for an IOS. To exclude those sources of interference in further data analysis,
a ROI was selected, in which the stimulus-induced IOSs were supposed. Only within
this ROI, the changes in light intensity were further analyzed. In the data analysis pro-
gram an automatic ROI detection was performed, which simplified the time-consuming
analysis of optical imaging data.

Defining a Threshold One challenging step in analyzing optical data sets was the sep-
aration of signal and noise as the transition from noise to signal was smooth. Therefore,
a threshold had to be defined. Changes of light intensity above the threshold were re-
garded as IOSs, changes beyond as noise. To define a threshold, three approaches are
possible:

• fraction of signal maximum

• a multiple of noise level

• fixed threshold

Defining the threshold as a fraction of the signal maximum was sometimes used for
analyzing the area of IOSs (Holthoff et al., 1994; Dodt et al., 1996; D’Arcangelo et al., 1997;
Becker et al., 2005). In most cases, a maximally activated area was chosen by eye. The
changes in light intensity of the pixels within this area were defined as signal maximum
and the threshold was set to 50% of this maximum. The area of IOSs was constituted
by the number of pixels with changes in light intensity above threshold. With this ap-
proach, however, the threshold rises if changes in light intensity increase (fig. 3.8). In this
case, a different range of percent changes in light intensity is included in signal analysis.
Consequently, signal area may be distorted as only pixels with higher changes in light
intensity are included. This approach is also unsuitable for analyzing the amplitude of
changes in light intensity. As pixels with lower light intensity changes are neglected,
the average changes in light intensity of the included pixels could rise. The opposite
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Figure 3.7: Noise extraction. The position of one line segment (continuous red line) in a color-
coded image after ΔF/F calculation is shown in (A). Along this line segment the intensity profile
was plotted (B). A Gaussian curve fit was applied (C) and subtracted from the intensity profile.
The resulting trace was regarded as noise (D). Per IOS recording noise extraction was repeated for
another two line segments (dashed red lines).

effect is observed with decreased changes in light intensity. As this approach bears the
risk to distort signal area and to boost signal intensity of stimulus-induced IOSs, it was
rejected.

For the other approaches, defining the noise level is necessary. Therefore, an intensity
profile along a line segment including the center of signal was plotted after ΔF/F calcu-
lation (fig. 3.7). Towards the center of the signal, light intensity increased with a profile
resembling a Gaussian distribution. A Gaussian curve fit was applied, which showed a
good approach to data distribution [R2 = 0.9684±0.0034; n = 15 intensity profiles (five
brain slices with three line segments per slice)]. The fitted Gaussian curve was sub-
tracted from the intensity profile of the line segment. The resulting trace was regarded
as noise. The intensity profiles were determined in images recorded 4.75 s after stim-
ulation. At that time point, the signal approximately reached its maximum amplitude,
which facilitated the Gaussian fit.
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IOS recording 1 2 3 4 5 6

intensity profile 1 0.0773 0.0746 0.1300 0.0958 0.1200 0.0875

intensity profile 2 0.0988 0.0948 0.1200 0.1100 0.1400 0.1100

intensity profile 3 0.0866 0.0858 0.1100 0.0953 0.1200 0.0879

Table 3.3: RMS noise of one brain slice. To figure out temporal and spatial differences of noise
levels within a brain slice, the RMS noise was calculated in six different IOSs recordings and along
three different line segments per IOS recording. The table shows a high variance of temporal and
spatial RMS noise even within a single brain slice.

Noise is assumed to be distributed equally in the direction of increased and decreased
light intensities. Therefore, calculating the mean of the random fluctuations in light
intensity would cause them to cancel each other out. To avoid this problem, the RMS
noise was calculated, which squares the values before summing them up.

RMS noise =

√
x2

1 + x2
2 + ... + x2

n

n
(3.2)

The RMS noise was determined in five brain slices. To investigate if the temporal and
spatial noise levels differ within the same brain slice, the RMS noise was calculated in
six different IOS recordings per slice and along three different line segments per IOS
recording. This resulted in 18 RMS noise values per brain slice. Averaging all RMS noise
values of five brain slices gave a mean RMS noise of 0.1078±0.0029% (n = 90 RMS noise
values). The RMS noise of one brain slice is displayed in table 3.3.

As shown in table 3.3, the RMS noise varied between different IOS recordings and
between different locations in the brain slice. Therefore, defining the threshold of every
single stimulation time point as a multiple of its RMS noise would cause high variations
of threshold levels even within a single experiment. This approach bears the same risk
of distorting IOS area and IOS intensity as setting the threshold to 50% of the maximum
signal (see page 39).

Taken together, a fixed threshold was assumed as the best method to separate signal
from noise. The value of the threshold is often set to five times of the RMS value. A
threshold of 0.5%, however, failed to separate signal from noise in some experiments
with higher noise levels. If the threshold was increased to 0.75%, it excluded noise more
reliably and resulted in a ROI with the expected form and size of cortical columns (fig.
3.8). Therefore, the threshold was set to 0.75% and changes in light intensity above this
level were regared as stimulus-induced IOSs.
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Figure 3.8: Different approaches for defining a threshold. Color-coded images after ΔF/F cal-
culation are shown in (A). The upper line of images was recorded during baseline conditions, the
images underneath after application of a drug, which increased IOSs. The images approximately
show the maximum magnitude of the signal, which was detected 2.75 s (baseline condition) and
3.5 s (drug application) after onset of stimulation. The red lines illustrate the threshold level and
enclose pixels above threshold. The enclosed areas represent IOSs. First, the threshold was defined
as a fraction of the signal maximum. The threshold was set to 50% of signal maximum, which is
1.14% for baseline condition and 1.53% after drug application. Next, two fixed thresholds of 0.5%
and 0.75% were applied. Underneath, line plots of the intensity profile during baseline conditions
(B) and after drug application (C) were plotted. The red lines illustrate the different threshold lev-
els (TH = threshold). The areas above the lines represent the signal. The plots illustrate the risk
of distorting IOS area and intensity if setting the threshold to 50% of the signal maximum, as a
different range of percent changes in light intensity is included. Defining a fixed value as threshold
level avoids this risk.
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Automatic Detection of a ROI So far, the program calculated the relative changes in
light intensity for every pixel in an image and for all 240 images recorded after stim-
ulation (see page 34). For the automatic detection of the ROI, in which the IOS was
assumed, a maximum intensity projection of all 240 ΔF/F-processed images was com-
puted (fig. 3.10, A). In this maximum intensity projection the value of every pixel was
set to its maximum change in light intensity observed after stimulation by scanning all
240 images. Therefore, in the maximum intensity projection all pixels, which reached
changes in light intensity above threshold level at any time after stimulation, could be
detected.

As the amplitude of changes in light intensity was negligible for the ROI detection,
the changes in light intensity were divided in two subsets: changes above threshold (1)
and changes below threshold (0). In the maximum intensity projection, pixels with a
value of changes in light intensity greater than the threshold were set to 1, while pixels
with a value equal or below the threshold were set to 0. This resulted in a binary im-
age, in which each pixel was restricted to a value of either 0 or 1 (fig. 3.10, B). Areas
filled up with 1’s included the stimulus-induced IOSs and were further regarded for the
automatic detection of the ROI.

Next, the morphological opening, a technique for analysis and processing of geomet-
ric binary images, was applied on the binary image (figs. 3.9; 3.10, C). A disk with a
radius of ten pixels was chosen as a structuring element. All pixels with 1’s, which could
be covered by the entire structuring element, were preserved. However, all pixels with
the value of 1, which could not be covered by the structuring element without parts of
the element also covering 0’s, were set to 0 and not further regarded. Hence, boundaries
of large objects were smoothed by removing small appendices while preserving shape
and size of the objects.

As IOSs were assumed to be large, only objects with a minimum size of 300 pixels
were further included in the automatic ROI detection. Afterwards, the center of mass
was assigned for the remaining objects. The center of mass describes the point of an
object where all of its mass can be considered to be concentrated. When an object is
supported at its center of mass, it is balanced as there is no net torque acting on the
body. Brain slices were positioned in the recording chamber in a way that the stimulated
cortical columns were largely centered in the field of view, the object with its center of
mass nearest to the center of the image was defined as ROI, which enclosed the IOS (fig.
3.10, D).

Data sets, in which the automatic ROI detection failed, were excluded from further
analysis. Failure of automatic ROI detection occurred if stimulation did not trigger a
signal above noise level. In this case, no ROI could be detected. Furthermore, the auto-
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Figure 3.9: Morphological opening. During morphological opening, small objects and small ap-
pendices of large objects are removed. This results in smoothed boundaries of large objects, while
preserving shape and size of the objects. The upper images illustrate the principle of morphological
opening with the help of an example. Both images are binary images (white = 0, black = 1) before
(A) and after morphological opening (B) with a structuring element of a square of 3 x 3 pixels. The
red squares in (A) symbolize the structuring element, which moved along the borders of the object.
All black pixels, which could be covered by the entire structuring element, were preserved. Black
pixels, which could not be covered by the structuring element without parts of the elements also
covering white pixels, were deleted as seen in the lower right square. The images underneath show
the binary images of the maximum intensity projection (white = 0, black = 1) after ΔF/F calculation
of a brain slice with high noise level and a vibrating electrode. As the IOSs were expected to exhibit
round boundaries, a structuring element in form of a disk (radius ten pixels) was applied. Before
the morphological opening (C), it is impossible to clearly detect the boundaries of the IOS. After
morphological opening (D), the noise caused by the vibrating electrode as well as other small noisy
regions were removed and the boundaries of the IOS became clearly visible.
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Figure 3.10: Automatic ROI detection. After ΔF/F calculation of all 240 images recorded after
stimulation, a maximum intensity projection of the ΔF/F-processed images was computed (A).
In the maximum intensity projection, every pixel value was set to its maximal change in light
intensity observed after stimulation by scanning all 240 processed images. This process enabled
the detection of all pixels, which reached changes in light intensity above threshold level at any
time after stimulation. The maximum intensity projection illustrates that especially dark structures,
e.g. the grid on top of the image, are susceptible to noise. As the baseline light intensity is very
low in dark structures, even small fluctuations in light intensity cause high relative changes in
light intensity after ΔF/F calculation and can be misinterpreted as IOSs. The maximum intensity
projection was afterwards binary-coded (B). Therefore, pixels with changes in light intensity above
threshold were set to 1 (black), pixels with changes equal or below threshold were set to 0 (white).
Black areas might represent IOSs. In this binary image, the morphological opening was applied
(fig. 3.9) to smooth the boundaries of the signal (C). Afterwards, only objects larger than 300 pixels
were further included in the automatic ROI detection. The object with its center of mass nearest the
center of the image was defined as ROI (red line), which enclosed the IOS.
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Figure 3.11: Time course of signal intensity and signal area. Within the ROI, pixels above thresh-
old level were regarded as IOS. To illustrate the time course of IOSs, pixels within the ROI and
above threshold level were detected in every ΔF/F-processed image recorded after stimulation.
The number of detected pixels displays the area of the IOS (= signal area, B). The changes in light
intensity of detected pixels were averaged. The mean percent change in light intensity displays the
intensity of the IOS (= signal intensity, A). As for the signal intensity, changes in light intensity of
many pixels were averaged, the trace of signal intensity was smoother compared to the trace of the
signal area. Onset of stimulation was at 0 s.

matic ROI detection failed in data sets with extreme high noise levels. In these data sets,
a much too large ROI was detected as the border of the ROI could not be set reliably.

Calculating Signal Traces The ROI included all pixels, which displayed changes in
light intensity above threshold in at least one of the 240 ΔF/F-processed images recorded
after stimulation. Pixels within the ROI and with changes in light intensity above thresh-
old level were now regarded as IOS. As the ROI illustrated the maximum possible size
of the signal, it was now possible to restrict further data analysis to the area enclosed
by the ROI. To examine the time course of the IOS, the ROI was applied on every single
ΔF/F-processed image. Within the ROI, all pixels above threshold level were detected.
The number of detected pixels display the area of the IOS (= signal area) and specify the
size of the stimulus-activated area. Changes in signal area were most likely caused by
changes in the lateral extension of IOSs as the vertical extension of IOSs nearly spanned
the full height of cortical columns under control conditions. The values of changes in
light intensity of the detected pixels were averaged. The mean percent change in light
intensity display the intensity of the IOS (= signal intensity) and mirror the strength of
neuronal activation (fig. 3.11).

Up to now, most published data restricted the analysis of IOSs to changes in signal
intensity. With the new data analysis program developed here, it was possible to extend
the data analysis to changes in area and time course of IOSs. To examine changes in
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Figure 3.12: Changes in time course of signal intensity. To detect changes in time course of IOSs,
time periods, during which the signal intensity reached certain levels of its maximum amplitude,
were assigned. The speed of signal decay was investigated by calculating the time period, during
which the signal amplitude decreased from its maximum value to 80% of its maximum (green
lines). Signal trace 2 was produced by dividing signal trace 1 by two. Even if both signal traces
differ in their maximal amplitude, they follow the same time course and decay from their maximum
amplitudes to 80% within about 18 s. The onset of stimulation was at 0 s.

signal intensity and signal area, the maximum amplitudes of these two parameters were
determined. As the signal intensity displays mean changes in light intensity of many
pixels, it is less susceptible to temporal noise compared to the signal area, which is the
total number of pixels above threshold at a certain time point (fig. 3.11). Therefore,
the time course of IOSs was only regarded on the basis of the time course of stimulus-
induced changes in signal intensity. To analyze the time course, the time periods, during
which the signal reached certain levels of its maximum amplitude, were assigned. The
rise time was defined by the time period, during which the signal intensity reached its
maximum amplitude after onset of stimulation. To compare the speed of signal intensity
decay, the time period, during which the signal amplitude decreased from its maximum
value to 80% of its maximum, was calculated. This approach allows to compare the time
course of signal traces even if their maximum amplitudes vary (fig 3.12).

In few cases, a biphasic decay of IOSs could be observed (fig. 3.13, A). As this pat-
tern was also described in other publications (Holthoff et al., 1994), a biphasic decay
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Figure 3.13: Abnormalities in signal decay. In some cases, a biphasic decay of the signal could be
observed (A). This pattern, however, was regarded as a natural variant of signal decay. Data sets
were excluded, however, if signal traces exhibited a clear upward trend, because this may influence
the value and temporal position of the maximum signal intensity (B). Onset of stimulation was at
0 s.

of the signal was regarded as a natural variant. Sometimes, signal traces exhibited a
clear upward trend (fig. 3.13, B). As such a time course influenced value and tempo-
ral appearance of the maximum amplitude, these data sets were excluded from further
analysis.

3.1.3 Long-term IOS Recording

In contrast to optical signals generated by fluorescence dyes (voltage- and Ca2+-sensitive
dyes), IOSs are not impaired by bleaching or wash-out effects during long-term exper-
iments. Furthermore, during IOS recordings no pharmacological side effects or pho-
todynamic damages occur (Grinvald et al., 1986; Holthoff & Witte, 1996; Takashima
et al., 2001). These advantages of IOS recordings suggests that intrinsic optical imaging
possibly constitutes a technique for long-term recordings of neuronal network activity.
Therefore, the next goal was to test whether IOS recordings are capable of monitoring
neuronal network activity for several hours. This was of particular importance, as the
uptake of drugs inhibiting GAD activity and the depletion of preexisting GABA pools
was thought to be slow.

A typical stimulation protocol for eliciting IOSs consists of 100 square pulse stimuli
applied at 50 Hz and a stimulus duration of 0.2 ms (Holthoff et al., 1994; Dodt et al., 1996;
D’Arcangelo et al., 1997; Holthoff & Witte, 1997, 1998; Witte et al., 2001; Becker et al., 2005;
Holthoff et al., 2007). This stimulation protocol, however, is close to protocols, which can
induce synaptic plasticity, even in cat or rat motor cortex (Keller et al., 1991; Aroniadou
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typical stimulation protocol adapted stimulation protocol

mean max. signal intensity 1.92±0.09% 1.10±0.05%

mean max. signal area 3775.80±251.22 pixels 1668.30±245.64 pixels

mean rise time 6.65±1.02 s 6.31±0.78 s

mean decay time 24.55±1.72 s 35.50±4.30 s

Table 3.4: Comparison of stimulation protocols. Different parameters of the IOS were compared
with respect to different stimulation protocols (typical stimulation protocol: 100 square pulse stim-
uli, 50 Hz, stimulus duration 0.2 ms, stimulation current 100 μA; adapted protocol: 20 square pulse
stimuli, 100 Hz, stimulus duration 0.2 ms, stimulation current 100 μA; typical stimulation protocol:
n = 5 brain slices, adapted stimulation protocol n = 4 brain slices).

& Keller, 1995). Moreover, repeated strong stimulation is supposed to impair brain slice
physiology during long-term experiments. Due to these reasons, it was hypothesized
that reduced stimulation strength facilitates long-term IOS recordings. Pilot experiments
indicated that, at higher stimulation frequencies, less stimulation pulses were necessary
to trigger IOSs. Therefore, brain slice stimulation was reduced to 20 square pulse stimuli
at 100 Hz and a stimulus duration of 0.2 ms. A lower stimulation frequency (20 square
pulse stimuli at 10 Hz and a stimulus duration of 0.2 ms) failed to induce IOSs at a
moderate stimulation strength.

Compared to the typical stimulation protocol described above (100 square pulse stim-
uli, 50 Hz, stimulus duration 0.2 ms), the adapted protocol (20 square pulse stimuli, 100
Hz, stimulus duration 0.2 ms) triggered IOSs which were roughly half in size, but with
similar kinetics (table 3.4). When a stimulation current of 100 μA was used, the changes
in light intensity were 1.1±0.05% (n = 4 brain slices). In relation to the mean RMS noise
of 0.1078% (see page 41), the signal-to-noise ratio was still about 1:10 with the new more
gentle stimulation protocol.

3.1.3.1 Reproducibility of IOSs

The maximum signal intensity and signal area showed a high reproducibility during
repetitive stimulation performed at an interstimulus interval of 5 min (fig. 3.14, A, B).
This was important as high fluctuations would have made it impossible to accurately
determine changes of these parameters. The time course of the signal intensity, however,
showed a higher variability (fig. 3.14, C, D).
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Figure 3.14: Reproducibility of IOSs. The reproducibility of signal parameters was investigated
with repetitive stimulations (interval between stimulations: 5 min). The maximal signal intensity
and signal area as well as the rise time and the decay time were normalized to the first signal,
which was set to 100%. The maximal signal intensity (A) showed the highest reproducibility over
time. Compared to the signal intensity, the size of the signal area (B) was less stable. The degree of
reproducibility of IOS time course (C, D) differed between single brain slices; (n = 5 brain slices).

3.1.3.2 Correlation of IOSs with Stimulation Strength

With increasing stimulation currents, both signal intensity and signal area increased in a
linear manner as shown by a linear fit of the data (fig. 3.15). Compared to the signal in-
tensity, the signal area was more sensitive to an increase in stimulation current as shown
by the higher slope of the linear fit. As higher stimulation currents cause stronger acti-
vation of the neuronal network, these results demonstrate that it is possible to display
changes in neuronal network activity by means of IOSs.
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Figure 3.15: Correlation of IOSs with stimulation strength. With increasing stimulation currents,
the maximum of both signal intensity (A) and signal area (B) increased in a linear manner as shown
by a linear fit of the data of five brain slices. Compared to the signal intensity, the signal area
was more sensitive to an increase in stimulation current as shown by the higher slope of the linear
fit. As higher stimulation currents cause stronger activation of the neuronal network, these results
demonstrate that IOSs are capable of displaying changes in network activity; [n = 5 brain slices;
normalized to signal size after stimulation with 150 μA (100%)].

3.1.3.3 Long-term Measurements

To investigate a possible run-down of IOSs during long-term experiments, long-term
measurements of about 7 h were performed. Long-term measurements with drug-free
ACSF followed the same protocol, which was later applied for long-term drug applica-
tion (see page 23).

During long-term measurements, a run-down in both signal intensity and signal area
was observed (fig. 3.16). The signal intensity declined to about 85% of its starting value
after about 6 h (fig. 3.16, A; n = 6 brain slices). The decrease of the signal area to about
70% of its starting size indicates that this parameter was more susceptible to run-down
(fig. 3.16, B; n = 6 brain slices). Both signal parameters did not recover to baseline lev-
els even after applying fresh ACSF during wash-out. The good reproducibility shown
above (see page 49) worsened during the course of exeriments. The maximum signal
area and signal intensity during sham-drug application were of higher variability as
during baseline conditions at the beginning of the experiments. Therefore, the results
of the six IOS recordings performed during baseline conditions and the results of the
three IOS recordings done every full hour during sham-drug application were aver-
aged for statistical analysis. Statistical analysis revealed that both mean signal inten-
sity and mean signal area significantly declined to 91.93±1.27% (p = 0.001, paired Stu-
dent’s t-test, n = 6 brain slices) and 83.38±1.13% (p < 0.001, paired Student’s t-test, n =
6 brain slices) of baseline levels after 60 min of sham-drug application and remained at
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Figure 3.16: Changes in signal intensity and signal area during long-term measurements. Run-
down of both signal area and signal intensity could be observed during long-term measurements
under drug-free ACSF recirculation. The signal intensity declined to about 85% of its starting size.
The signal area was even more susceptible to run-down as it was reduced to 70% of its starting
size. Both parameters did not recover after simulated wash-out with fresh ACSF; [n = 6 brain
slices; normalized to first baseline recording (100%); a = sham-drug application].

a significantly lower level during the further course of exeriments [signal intensity after
300 min of sham-drug application: 86.55±2.00% (p = 0.001, paired Student’s t-test, n =
6 brain slices); signal area after 300 min of sham-drug application: 71.89±3.18% (p <
0.001, paired Student’s t-test, n = 6 brain slices); signal intensity after 60 min wash-out:
89.24±2.76% (p = 0.011, paired Student’s t-test, n = 6 brain slices); signal area after 60
min wash-out: 74.93±2.81% (p < 0.001, paired Student’s t-test, n = 6 brain slices)] (fig.
3.17).

Examining the time course of IOSs, a change in rise time and decay time could be
observed. Both rise time and decay time nearly doubled after 5 h of sham-drug appli-
cation, but returned to baseline levels after wash-out with fresh ACSF (fig. 3.18). The
high SEM values, however, indicate a high variability between single experiments. Ad-
ditionally, the time period, after which first signals could be detected, increased from
0.31±0.02 s (baseline conditions) to 0.50±0.06 s (300 min of sham-drug application) after
onset of stimulation and decreased to 0.42±0.05 s after wash-out with fresh ACSF (n = 6
brain slices). Altogether these results imply that neuronal network physiology changes
during long-term measurements, presumably caused by ACSF recirculation (e.g. under-
supply with nutrients and ions, accumulation of degradation products etc.). Together
with the observation that the reproducibility of IOSs time course was poor in some brain
slices under baseline conditions (see page 49), changes in time course of IOSs were not
regarded as a suitable parameter to describe IOSs during long-term experiments. Addi-
tionally, these findings show that it is important to detect the maximum signal intensity
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Figure 3.17: Run-down during long-term measurements. For statistical analysis, the results of
six IOS recordings under baseline conditions and the results of the three IOS recordings at every
full hour of sham-drug application were averaged. This reveals that both signal intensity and
signal area were significantly reduced after 60 min of sham-drug application. Both signal intensity
and signal area remained at significantly low levels during the further course of experiments even
after applying fresh ACSF during wash-out (360 min = after 60 min wash-out); [n = 6 brain slices;
normalized to baseline conditions (100%); a = sham-drug application; ∗p < 0.05].
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Figure 3.18: Changes in rise and decay time of signal intensity during long-term measurements.
Both rise time and decay time were prolonged during long-term IOS measurements, but returned
to baseline levels after applying fresh ACSF during wash-out (360 min = after 60 min wash-out).
The high SEM values indicate a high variability between single experiments; [n = 6 brain slices;
normalized to baseline conditions (100%); a = sham-drug application; ∗p < 0.05].

and signal area independent of the time course of the signal. If the IOSs are examined
after a fixed time point (e.g. 3 s after stimulation), which was often done in previous
studies (Dodt et al., 1996; D’Arcangelo et al., 1997; Becker et al., 2005), the maximum
signal intensity or area might not be correctly determined.
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The significant decrease in signal area and signal intensity over time during long-term
measurements may require to correct IOSs by run-down to reveal changes after appli-
cation of slow-acting drugs. Most likely, run-down could be reduced by an open ACSF
superfusion of brain slices. Nevertheless, for good comparability of data, all experi-
ments in the present study were done with ACSF recirculation, which was necessary
due to the small amounts of available SPS-IgG.

3.1.4 Effects of BIM on IOSs

BIM is a competitive antagonist of GABAA receptors and is known to enhance IOSs in
brain slices (Dodt et al., 1996; Kohn et al., 2000). Experiments with application of 5 μM
BIM to mouse brain slices were carried out to examine the effect of an impaired GABAer-
gic system on IOSs as it was intended to block GABA synthesis in further experiments.

Application of 5 μM BIM increased the signal area, but had no effect on the signal
intensity (fig. 3.19). The signal area started to increase about 10 min after beginning
of BIM application, reached its maximal size after about 30 min and remained constant
until wash-out (fig. 3.19, B). The results of the six stimulations under baseline conditions
were averaged and set to 100%. The mean signal area after 60 min of BIM application
was significantly increased to 176.83±7.58% of baseline conditions (p < 0.001, paired
Student’s t-test, n = 5 brain slices) and decreased to baseline levels after 60 min of wash-
out (102.69±3.92%; p = 0.583, paired Student’s t-test, n = 4 brain slices) (fig. 3.19, D). The
signal intensity, however, was not statistically significantly affected after 60 min of BIM
application (94.15±4.94%; p = 0.302, paired Student’s t-test, n = 5 brain slices) (fig. 3.19,
A, C).

3.2 Effects of SMC on Motor Cortical Neuronal Network
Activity

Up to now, the influence of the GAD inhibitor SMC on neuronal network activity has
not been investigated. To close this gap, IOS recordings and patch-clamp experiments
were performed in motor cortical brain slices in the absence and presence of SMC.

3.2.1 Effects of SMC on IOSs

3.2.1.1 Effects of Different SMC Concentrations on IOSs

To investigate effects of SMC on neuronal network activity within the motor cortex,
SMC was first applied via the bath solution at two concentrations (0.5 and 2 mM) to
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Figure 3.19: Changes in signal intensity and signal area during BIM application. About 10 min
after beginning of BIM application, the signal area started to increase, reached its maximum size
after about 30 min and remained constant until wash-out (B). After 60 min of BIM application, this
increase was significant compared to baseline conditions (D). During wash-out, the signal area de-
creased to baseline levels (B, D). The signal intensity, however, was not affected by BIM application
(A, C); [baseline/BIM application: n = 5 brain slices; wash-out: n = 4 brain slices; normalized to
baseline conditions (100%); a = 5 μM BIM application; ∗p < 0.05].

brain slices obtained from Bl/6 mice. For control, sham-drug application with drug-free
ACSF was performed following the same protocol as for SMC application. Statistical
analysis was performed by comparing the values of sham-drug application with those
of SMC treatment. SMC, applied at a concentration of 0.5 mM, showed no effect on
signal intensity and signal area during an application period of 5 h (fig. 3.20).

In contrast to 0.5 mM SMC, long-term application of 2 mM SMC increased both sig-
nal intensity and signal area. During the first 30 min of SMC application, however, a
decrease rather than an increase in signal intensity and signal area was observed [signal
intensity: 96.80±2.16%; signal area: 95.93±3.47% (n = 6 brain slices)]. A stable increase
in both signal intensity and signal area was not apparent before an application time of
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Figure 3.20: Comparison of IOSs during sham-drug application and during 0.5 mM SMC appli-
cation in Bl/6 mouse brain slices. Application of 0.5 mM SMC was not sufficient to increase signal
intensity and signal area compared to sham-drug application (control); [sham-drug application
(control): n = 6 brain slices; 0.5 mM SMC application: n = 6 brain slices; normalized to mean signal
intensity and mean signal area of first six IOS recordings (100%); a = sham-drug application/0.5
mM SMC application].

2 h [signal intensity after 120 min of application: sham-drug 88.94±1.54% (n = 6 brain
slices); 2 mM SMC 101.31±4.58% (n = 6 brain slices); p = 0.028, unpaired Student’s t-test;
signal area after 120 min of application: sham-drug 75.63±3.90% (n = 6 brain slices);
2 mM SMC 99.36±4.89% (n = 6 brain slices); p = 0.004, unpaired Student’s t-test; signal
intensity after 300 min of application: sham-drug 86.55±2.00% (n = 6 brain slices); 2 mM
SMC 118.25±7.22% (n = 6 brain slices); p = 0.004, Mann-Whitney rank sum test; signal
area after 300 min of application: sham-drug 71.89±3.18% (n = 6 brain slices); 2 mM
SMC 129.08±11.38% (n = 6 brain slices); p < 0.001, unpaired Student’s t-test] (fig. 3.21).
These results show that the long latent period of SMC could not be shortened by apply-
ing SMC directly on the brain slice. After a subsequent open ACSF superfusion of slices
(wash-out), signal intensity and signal area were statistically no more different com-
pared to control conditions [signal intensity after wash-out: sham-drug 89.24±2.76%
(n = 6 brain slices); 2 mM SMC 106.00±8.93% (n = 4 brain slices); p = 0.110, unpaired
Student’s t-test; signal area after wash-out: sham-drug 74.93±2.81% (n = 6 brain slices);
2 mM SMC 91.12±16.71% (n = 4 brain slices); p = 0.257, Mann-Whitney rank sum test].

3.2.1.2 Effects of SMC in Different Mouse Strains

As mentioned before, one project of the present study was to test whether SPS-IgG con-
taining Anti-GAD AAbs is capable of affecting neuronal network activity within the
motor cortex. As it was considered that effects of SPS-IgG on IOSs might be small, an ut-
most sensitive assay was aimed for. One possibility to reach this goal was to investigate
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Figure 3.21: Comparison of IOSs during sham-drug application and during application of 2 mM
SMC in Bl/6 mouse brain slices. The temporal changes in signal intensity and signal area were
compared between sham-drug application (control) and application of 2 mM SMC. This compari-
son indicates that application of 2 mM SMC counteracted run-down of signal intensity and signal
area observed during sham-drug application. After 120 min of 2 mM SMC application, both signal
intensity and signal area were significantly increased compared to control conditions. These effects
lasted over the whole time period of SMC application and were abolished by wash-out of SMC
(360 min = after 60 min wash-out); [sham-drug application (control): n = 6 brain slices; 2 mM SMC
application: n = 6 brain slices/ wash-out 2 mM SMC: n = 4 brain slices; normalized to mean signal
intensity and mean signal area of first six IOS recordings (100%); a = sham-drug application/2 mM
SMC application; ∗p < 0.05].

different mouse strains regarding their sensitivity to display SMC effects on IOSs. This
idea is based on findings by Tunnicliff and colleagues, who observed differences in the
GAD activity between different mouse strains (Tunnicliff et al., 1973). The lowest GAD
activity was observed in Bl/6 mice, whereas Balb/c mice showed the highest GAD ac-
tivity of all mouse strains investigated. It was therefore hypothesized that in brain slices
from Balb/c mice GAD inhibition would be compensated to a higher extent compared
to Bl/6 mice. To possibly provide physiological evidence for this scenario and, if so, to
show that brain slices from Bl/6 mice were more suitable for the SPS-IgG experiments,
effects of 2 mM SMC on neuronal network activity were additionally examined in brain
slices from Balb/c mice.

Indeed, compared to brain slices obtained from Bl/6 mice, statistically significant ef-
fects of SMC on signal intensity and signal area occurred after a longer application of
SMC, i.e. after 4h of SMC application [signal intensity after 240 min of application:
sham-drug 88.63±1.45% (n = 3 brain slices); 2 mM SMC 105.97±1.57% (n = 5 brain
slices); p = 0.036, Mann-Whitney rank sum test; signal area after 240 min of applica-
tion: sham-drug 89.19±2.23% (n = 3 brain slices); 2 mM SMC 108.67±3.05% (n = 5 brain
slices); p = 0.004, unpaired Student’s t-test] (fig. 3.22). These findings suggest that brain
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Figure 3.22: Comparison of IOSs during sham-drug application and during application of 2 mM
SMC in Balb/c mouse brain slices. The temporal changes in signal intensity and signal area were
compared between sham-drug application (control) and SMC application (2 mM). This comparison
indicates that application of 2 mM SMC counteracted run-down of signal intensity and signal area
observed during sham-drug application. After 240 min of 2 mM SMC application, both signal
intensity and signal area were significantly increased compared to control conditions. These effects
lasted over the whole time period of SMC application and were abolished by wash-out of SMC
(360 min = after 60 min wash-out); [sham-drug application (control): n = 3 brain slices; 2 mM SMC
application: n = 5 brain slices; normalized to mean signal intensity and mean signal area of first six
IOS recordings (100%); a = sham-drug application/2 mM SMC application; ∗p < 0.05].

slices from Bl/6 mice were more sensitive to GAD inhibition. Therefore, all further ex-
periments were conducted in brain slices from Bl/6 mice.

3.2.2 Effects of SMC on Synaptic Transmission

As shown above, SMC increased signal intensity and signal area of evoked motor cor-
tical IOSs and, thus, enhanced neuronal network excitability. To detail the mechanisms
by which SMC exerted this effect, whole-cell patch-clamp recordings from motor cor-
tical layer II/III pyramidal neurons were performed to investigate actions of SMC on
synaptic transmission. Layer II/III pyramidal neurons were chosen as these cells re-
ceive high GABAergic synaptic inputs via various inter- and intralaminar connections
(Helmstaedter et al., 2008, 2009) and, therefore, are appropriate to examine SMC effects
on GABAA receptor-mediated neurotransmission.

IOS recordings, however, revealed a long latent period of at least 2 h until first SMC-
induced changes could be observed (see page 55). As it is difficult to achieve stable
whole-cell recordings for more than 2 h, brain slices were preincubated with 2 mM SMC
for 2 h before postsynaptic currents of layer II/III pyramidal neurons were recorded,
while brain slices preincubated in drug-free ACSF served as control. Afterwards, whole-
cell recordings were established and spontaneous postsynaptic currents were recorded.
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Generated by spontaneous neurotransmitter release, these currents served to investigate
SMC effects on synaptic transmission. Moreover, the investigated spontaneous post-
synaptic currents in a neuron typically result from synaptic transmission at numerous
synapses innervating this neuron and, consequently, mirror the activity of the presynap-
tic network.

3.2.2.1 Effects of SMC on GABAA Minis

GABAA Minis are the result of action potential-independent GABA release at GABAer-
gic synapses and can be used to unravel pre- vs. postsynaptic effects of a particular drug
on these synapses (Nusser et al., 1997; Zhou et al., 2000; Kilman et al., 2002). As it was
suggested that SMC reduces the presynaptic GABA content in the brain slice prepara-
tion used and, in this way, led to the increased motor cortical network excitability as
observed in IOS recordings (see page 55), it was hypothesized that SMC would reduce
the amplitude of GABAA Minis in layer II/III pyramidal neurons. These postsynaptic
currents were pharmacologically isolated by the addition of NBQX, D-AP5, and TTX to
the ACSF to block AMPA and NMDA receptors as well as voltage-gated sodium chan-
nels. GABAB receptor-mediated Minis were blocked by the cesium-based intracellular
solution. The remaining postsynaptic currents could be completely abolished by BIM
application (data not shown, see page 26).

Consistent with a reduced GABA content within presynaptic vesicles, the mean am-
plitude of GABAA Minis recorded over a time period of 5 min was statistically signif-
icantly decreased in SMC-treated brain slices compared to control brain slices [control
13.95±0.96 pA (n = 14 cells/7 animals); 2 mM SMC preincubation 9.39±0.64 pA (n = 13
cells/7 animals); p < 0.001, unpaired Student’s t-test] (fig. 3.23, A, B, D). In the same
experiments, 2 mM SMC diminished the frequency of GABAA Minis [control 4.12±0.37
Hz (n = 14 cells/7 animals); 2 mM SMC preincubation 1.96±0.69 Hz (n = 13 cells/7
animals); p = 0.001, Mann-Whitney ranks sum test)] (fig. 3.23, A, C, E). The reduced fre-
quency of GABAA Minis was most likely a secondary effect of the reduced GABAA Mini
amplitudes as smaller events could not be distinguished from noise.

3.2.2.2 Effects of SMC on sEPSCs

It is likely that the reduced strength of GABAergic inhibition by SMC, as evident by its
effects on GABAA Minis (see above), leads to increased neuronal network activity. Pre-
sumably in this way SMC enhanced the signal intensity and signal area of evoked IOSs
(see page 55). To possibly reveal consistent effects at the level of spontaneous neuronal
activity, the action of SMC on sEPSCs, which represent action potential-dependent and
-independent excitatory postsynaptic currents, was investigated. These experiments
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Figure 3.23: Effects of SMC preincubation of brain slices on amplitude and frequency of
GABAA Minis. Representative current traces recorded under control conditions and after SMC
preincubation are shown in (A). Preincubation of brain slices with 2 mM SMC significantly re-
duced the mean GABAA Minis amplitude and mean GABAA Minis frequency (B, C). This is also
evident from the shift of the cumulative probability distribution of GABAA Minis amplitudes to the
left and of inter-event intervals (= time interval between GABAA Minis detected) to the right after
SMC preincubation. This indicates that the probability of smaller GABAA Minis amplitudes and
of longer time intervals between single events was increased (D, E); (control: 14 cells/7 animals; 2
mM SMC preincubation n = 13 cells/7 animals; ∗p < 0.05)
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were performed without any additional pharmacological treatment of brain slices. How-
ever, neither the amplitude nor the frequency of sEPSCs differed between control and
SMC-preincubated brain slices [mean amplitude of sEPSCs: control 6.57±0.25 pA (n =
15 cells/6 animals); 2 mM SMC preincubation 6.43±0.22 pA (n = 13 cells/7 animals);
mean frequency of sEPSCs: control 3.47±0.58 Hz (n = 15 cells/6 animals); 2 mM SMC
preincubation 3.00±0.50 Hz (n = 13 cells/7 animals)] (fig. 3.24).

3.3 Effects of SPS-IgG on Motor Cortical Neuronal
Network Activity

SPS represents a neurological disorder characterized by alterations in motor behavior
and elevated Anti-GAD AAbs levels. Up to now, however, it is still a matter of de-
bate, whether Anti-GAD AAbs contribute to the development and/or appearance of
SPS symptoms or are merely a marker for disease. Therefore, the final aim of this study
was to investigate potential effects of IgG derived from SPS patients on motor corti-
cal neuronal network activity. This investigation was intended to be also conducted by
a combination of IOS recordings and patch-clamp measurements in the motor cortex.
Subsequent comparison of the results with those obtained by application of the well-
known GAD inhibitor SMC may help to reveal an effect of SPS-IgG on GAD activity
and to suggest a possible mechanism of SPS-IgG action on neuronal network activity.

3.3.1 Detection of Anti-GAD AAbs in Purified SPS-IgG

Plasma filtrates of two SPS patients were collected during therapeutic plasmapheresis.
As an autoimmune origin of SPS is supposed, the plasma filtrates obtained should in-
clude potentially pathogenic AAbs. The IgG fraction (SPS-IgG) was purified from SPS
patients’ plasma filtrates by affinity chromatography (see page 17). Sandoglobulin R©,
pooled IgG of over 1000 healthy donors, was treated in the same way as the plasma
filtrates. The obtained IgG fraction served as control IgG.

First, Western Blots were used to prove whether both patients’ SPS-IgG included
AAbs directed against GAD. As shown in fig. 3.25 (A), SPS-IgG of both patients con-
tained AAbs directed against a protein in the range of 65 kDa (patient 1: band 4; pa-
tient 2: band 5). Similar bands were found with polyclonal Abs against GAD65 (band
1) and polyclonal Abs against both GAD65 and GAD67 (band 2). With control IgG no
immunoreactivity against GAD65 and/or GAD67 could be observed (band 3). These re-
sults show that SPS-IgG of both patients contained Anti-GAD AAbs, which were not
present in control IgG. As during immunoblotting proteins are denaturated, the results
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Figure 3.24: Effects of SMC preincubation of brain slices on amplitude and frequency of
sEPSCs. Representative current traces recorded under control conditions and after SMC preincu-
bation are shown in (A). Preincubation with 2 mM SMC did not alter mean sEPSC amplitude (B).
A smaller mean sEPSC frequency could be observed in SMC-preincubated brain slices compared
to control brain slices, but this difference was statistically not significant (C). The cumulative prob-
ability distribution of sEPSC amplitudes and inter-event intervals was similar in control and SMC-
preincubated brain slices (D, E); (control: 15 cells/6 animals; SMC preincubation n = 13 cells/7
animals)
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further indicate that at least a subset of the Anti-GAD AAbs of both patients were di-
rected against a linear GAD epitope. The double band of the polyclonal Abs against
GAD65 and GAD67 showed that both GAD isoforms lie close together. Therefore, it was
not possible to clearly discern against which isoform the patients’ Anti-GAD AAbs were
directed.

To answer this question, an immunodot (GAD Dot) was used (fig. 3.25, B). One test
stripe contained two control fields (negative and positive control) and two test fields
with fixed antigens (GAD65 and GAD67). A violet staining of the test field, which had
to be stronger than the staining of the negative control field, indicated the presence of
AAbs against the according isoform. The GAD Dot revealed that both patients’ SPS-
IgG contained only AAbs against GAD65 (patient 1: stripe 2; patient 2: stripe 3). No
immunoreactivity of SPS-IgG with GAD67 could be observed. As expected, the control
IgG showed no immunoreactivity neither against GAD65 nor against GAD67 (stripe 1).

3.3.2 Effects of SPS-IgG on IOSs

To investigate effects of SPS-IgG on neuronal network activity within the mouse motor
cortex, SPS-IgG of patient 2 and control IgG were applied via the bath solution at a
concentration of 40 mg/l to brain slices obtained from Bl/6 mice. This concentration
equals the maximal IgG concentration in the CSF of healthy persons (Bouloukos et al.,
1980). As additional control experiment, sham-drug application with IgG-free ACSF
was performed following the same protocol as for IgG application. Statistical analysis
was done by comparing the results of control IgG application with those of SPS-IgG
application as well as the results of sham-drug application with those of control IgG and
SPS-IgG application.

SPS-IgG caused no statistically significant effect on signal intensity or signal area com-
pared to control IgG during an application time of 5 h (fig. 3.26).

When comparing the IOSs recorded every full hour during sham-drug application
with those recorded during SPS-IgG and control IgG application, the run-down of sig-
nal intensity and signal area was significantly decelerated for 1 and 2 h, respectively
[signal intensity after 60 min of application: sham-drug 91.93±1.27% (n = 6 brain slices);
SPS-IgG 100.52±1.96% (n = 5 brain slices); p = 0.004, unpaired Student’s t-test; signal
intensity after 120 min of application: sham-drug 88.94±1.54% (n = 6 brain slices); con-
trol IgG 93.90±1.14% (n = 5 brain slices); p = 0.034, unpaired Student’s t-test; signal area
after 120 min of application: sham-drug 75.63±3.90% (n = 6 brain slices); control IgG
93.23±3.15% (n = 5 brain slices); SPS-IgG 99.43±6.55% (n = 5 brain slices); sham-drug
vs. control IgG: p = 0.008, unpaired Student’s t-test; sham-drug vs. SPS-IgG: p = 0.010,
unpaired Student’s t-test] (fig. 3.27). After 2 h of both control IgG and SPS-IgG appli-
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Figure 3.25: Detection of Anti-GAD AAbs in purified IgG of SPS patients. Western Blots (A)
revealed that SPS-IgG of both patients contained AAbs directed against a protein in the range of
65 kDa (patient 1: band 4, dilution 1:30 and 1:60; patient 2: band 5, dilution 1:30 and 1:60). Similar
bands were found with polyclonal Abs against GAD65 (band 1, dilution 1:200 and 1:400) and poly-
clonal Abs against GAD65 and GAD67 (band 2, dilution 1:200 and 1:400). No immunoreactivity
could be observed with control IgG (band 3). The immunodot (GAD Dot) (B) showed that Anti-
GAD AAbs of both patients were only directed against the GAD65 isoform as no reactivity with
GAD67 was detected (patient 1: stripe 2; patient 2: stripe 3). The control IgG reacted with neither
GAD65 nor GAD67 (stripe 1).
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Figure 3.26: Comparison of IOSs during application of 40 mg/l control IgG and 40 mg/l SPS-IgG
of patient 2 in Bl/6 mouse brain slices. The temporal changes in signal intensity and signal area
were compared between application of 40 mg/l control IgG and 40 mg/l of SPS-IgG of patient
2. SPS-IgG did not significantly alter IOSs compared to control IgG. However, after 240 and 300
min of application, signal area was slightly bigger in SPS-IgG treated brain slices. Both signal area
and signal intensity did not recover after wash-out (360 min = after 60 min wash-out); [control
IgG application: n = 5 brain slices; application of SPS-IgG patient 2: n = 5 brain slices; normalized
to mean signal intensity and mean signal area of first six IOS recordings (100%); a = control IgG
application/application of 40 mg/l SPS-IgG patient 2].

cation, however, the run-down of IOSs accelerated in IgG-treated brain slices. After 3 h
of IgG application, no significant difference to sham-drug application was found. More-
over, no recovery of signal intensity and signal area was observed in any group after 60
min wash-out.

3.3.3 Effects of SPS-IgG on Synaptic Transmission

As IOS recordings did not reveal different effects of control IgG and SPS-IgG on neuronal
network activity (see page 63), whole-cell patch-clamp recordings, which might be more
sensitive to detect SPS-IgG effects than IOS recordings, were performed on motor corti-
cal layer II/III pyramidal neurons. As done with SMC (see page 58), brain slices were
preincubated for 2 h in IgG-free ACSF or ACSF containing either 40 mg/l SPS-IgG of
patient 1 or 2 or 40 mg/l control IgG. Using the same preincubation protocol allowed to
compare potential effects of SPS-IgG with those exerted by SMC. This may help to reveal
possible mechanisms of SPS-IgG action and the role of Anti-GAD AAbs in alterations of
neuronal network activity.
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Figure 3.27: Comparison of IOSs during sham-drug application, during application of 40 mg/l
control IgG and during application of 40 mg/l SPS-IgG. The temporal changes in signal intensity
and signal area were compared between sham-drug application with IgG-free ACSF and applica-
tion of 40 mg/l control IgG or application of 40 mg/l SPS-IgG. This comparison showed that both
control IgG and SPS-IgG significantly decelerated the run-down for 60 and 120 min, respectively.
Subsequently, the run-down of IOSs accelerated in IgG-treated brain slices. After 180 min of IgG
application, no significant difference to sham-drug application was found. Moreover, no recovery
of signal intensity and signal area was observed after wash-out (360 min = after 60 min wash-out);
[sham-drug application: n = 6 brain slices; control IgG application: n = 5 brain slices; application of
SPS-IgG patient 2: n = 5 brain slices; normalized to mean signal intensity and mean signal area of
first six IOS recordings (100%); ∗p < 0.05].

3.3.3.1 Effects of SPS-IgG on GABAA Minis

Recording of GABAA Minis after preincubation of brain slices with SPS-IgG and control
IgG as well as IgG-free ACSF followed the same protocol as for SMC preincubation (see
page 59).

To possibly reveal unspecific effects of IgG preincubation, the mean amplitude and
frequency of GABAA Minis recorded in brain slices preincubated either in IgG-free ACSF
or ACSF containing control IgG were compared. The mean GABAA Mini amplitude
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was slightly smaller in brain slices preincubated with control IgG [12.40±0.77 pA (n =
16 cells/6 animals)] compared to brain slices preincubated in IgG-free ACSF [13.95±0.96
pA (n = 14 cells/7 animals)], but this difference was not significant (fig. 3.28, A, B, D). The
mean GABAA Mini frequency, too, did not differ between brain slices preincubated with
IgG-free ACSF [4.12±0.37 Hz (n = 14 cells/7 animals)] and with control IgG [4.59±0.46
Hz (n = 16 cells/6 animals)] (fig. 3.28, A, C, E).

Similar to SMC (see page 59), SPS-IgG attenuated GABAA Mini amplitude even though
this effect was not significant for all settings. GABAA Mini amplitude in brain slices
preincubated with SPS-IgG [SPS-IgG patient 1: 11.06±0.57 pA (n = 15 cells/7 animals);
SPS-IgG patient 2: 11.62±0.89 pA (n = 13 cells/7 animals)] tended to be slightly smaller
compared to those recorded in brain slices preincubated with control IgG [12.40±0.77
pA (n = 16 cells/6 animals)] (fig. 3.29, A, B, D). This effect, however, was not statistically
significant. Compared to mean GABAA Mini amplitude recorded in brain slices prein-
cubated with IgG-free ACSF [13.95±0.96 pA (n = 14 cells/7 animals)], a significantly de-
creased mean GABAA Mini amplitude was only observed in brain slices preincubated
with SPS-IgG of patient 1 (p = 0.014, unpaired Student’s t-test) but not in brain slices
preincubated with SPS-IgG of patient 2 (fig. 3.30, A, B).

The mean frequency of GABAA Minis was significantly reduced in brain slices prein-
cubated with SPS-IgG [SPS-IgG patient 1: 2.58±0.30 Hz (n = 15 cells/7 animals); SPS-IgG
patient 2: 2.52±0.35 Hz (n = 13 cells/7 animals)] compared to brain slices preincubated
with control IgG [4.59±0.46 Hz (n = 16 cells/6 animals); control IgG vs. SPS-IgG patient
1: p < 0.001, Mann-Whitney rank sum test; control IgG vs. SPS-IgG patient 2: p = 0.002,
Mann-Whitney rank sum test] (fig. 3.29, A, C, E) as well as compared to brain slices
preincubated with IgG-free ACSF [4.12±0.37 Hz (n = 14 cells/7 animals); IgG-free ACSF
vs. patient 1: p = 0.002, Mann-Whitney rank sum test; IgG-free ACSF vs. patient 2: p =
0.004, Mann-Whitney rank sum test] (fig. 3.30, A, C).

3.3.3.2 Effects of SPS-IgG on sEPSCs

Even though the results of IOS recordings did not corroborate an effect of SPS-IgG on
evoked neuronal network activity (see page 63), whole-cell patch-clamp recordings of
GABAA Minis revealed a reduction in GABAergic inhibition (see above). As this ef-
fect potentially increases neuronal network activity at the level of spontaneous neuronal
activity, the action of SPS-IgG on sEPSCs was investigated.

As done for the recordings of GABAA Minis, sEPSCs recorded in brain slices prein-
cubated with control IgG or in IgG-free ACSF were analyzed with respect to unspecific
IgG effects. The mean amplitude of sEPSCs did not differ between both groups [IgG-free
ACSF: 6.57±0.25 pA (n = 15 cells/6 animals); control IgG: 6.79±0.27 pA (n = 14 cells/7
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Figure 3.28: Effects of control IgG preincubation of brain slices on amplitude and frequency of
GABAA Minis. Representative current traces recorded under control conditions (preincubation
in IgG-free ACSF) and after control IgG preincubation are shown in (A). Preincubation with 40
mg/l control IgG did not alter mean GABAA Mini amplitude and mean GABAA Mini frequency
(B, C), excluding a possible unspecific IgG effect on GABAA Minis. Consistent with these results,
the cumulative probability distribution of GABAA Mini amplitudes and GABAA Mini inter-event
intervals (= time interval between GABAA Minis detected) did not differ between brain slices prein-
cubated in control IgG or preincubated in IgG-free ACSF (D, E); (IgG-free ACSF: 14 cells/7 animals;
control IgG: n = 16 cells/6 animals).
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Figure 3.29: Effects of SPS-IgG preincubation of brain slices on amplitude and frequency of
GABAA Minis compared to control IgG. Representative current traces recorded after control IgG
preincubation and after preincubation with SPS-IgG of patient 1 and patient 2 are shown in (A).
Mean GABAA Mini amplitude tended to be slightly smaller in brain slices preincubated with
40 mg/l SPS-IgG of both patients (B). Mean GABAA Mini frequency (C), however, was signifi-
cantly decreased in SPS-IgG-preincubated brain slices. The cumulative probability distribution
of GABAA Mini amplitudes did not differ between control IgG- and SPS-IgG-preincubated brain
slices (D). The cumulative probability distribution of the inter-event intervals (= time interval be-
tween GABAA Minis detected) was shifted to the right after SPS-IgG preincubation indicating a
longer time interval between single events and, hence, a reduced frequency of GABAA Minis (E);
(control IgG: 16 cells/6 animals; SPS-IgG patient 1: n = 15 cells/7 animals; SPS-IgG patient 2: n =
13 cells/7 animals; ∗p < 0.05).
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Figure 3.30: Effects of SPS-IgG preincubation of brain slices on amplitude and frequency of
GABAA Minis compared to brain slices preincubated in IgG-free ACSF. Representative current
traces recorded after preincubation of brain slices in IgG-free ACSF and in SPS-IgG of patient 1
and patient 2 are shown in (A). Preincubation of brain slices in ACSF containing 40 mg/l SPS-IgG
reduced mean GABAA Mini amplitude, but this effect was only significant for SPS-IgG of patient
1 (B). Mean GABAA Mini frequency was significantly decreased after preincubation of brain slices
with SPS-IgG of patient 1 and patient 2 (C); (IgG-free ACSF: 14 cells/7 animals; SPS-IgG patient 1:
n = 15 cells/7 animals; SPS-IgG patient 2: n = 13 cells/7 animals; ∗p < 0.05).

animals)] (fig. 3.31, A, B, D). The mean frequency of sEPSCs, however, was significantly
reduced in brain slices preincubated with control IgG [IgG-free ACSF: 3.47±0.58 Hz (n =
15 cells/6 animals); control IgG: 1.92±0.31 Hz (n = 14 cells/7 animals); p = 0.031, Mann-
Whitney rank sum test] suggesting an unspecific effect of control IgG on the release of
excitatory neurotransmitters (fig. 3.31, A, C, E).

SPS-IgG preincubation did not affect the mean sEPSC amplitude [IgG-free ACSF:
6.57±0.25 pA (n = 15 cells/6 animals); control IgG: 6.79±0.27 pA (n = 14 cells/7 animals);
SPS-IgG patient 1: 6.36±0.14 pA (n = 14 cells/7 animals); SPS-IgG patient 2: 6.68±0.24
pA (n = 14 cells/7 animals)], thus contradicting postsynaptic effects of SPS-IgG (figs.
3.32, A, B, D; 3.33, A, B).

When the mean frequency of sEPSCs was compared between brain slices preincu-
bated with control IgG and SPS-IgG, mean frequency was significantly increased in SPS-
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Figure 3.31: Effects of control IgG preincubation of brain slices on amplitude and frequency of
sEPSCs. Representative current traces recorded under control conditions (preincubation in IgG-
free ACSF) and after control IgG preincubation are shown in (A). Preincubation with 40 mg/l
control IgG did not alter mean sEPSC amplitude (B). The mean frequency of sEPSCs, however,
was significantly reduced in control IgG-preincubated brain slices (C). The cumulative probabil-
ity distribution of sEPSC amplitude was similar in IgG-free ACSF- and control IgG-preincubated
brain slices (D). The cumulative probability distribution of sEPSC inter-event intervals, however,
was shifted to the right after control IgG preincubation as the probability of longer time intervals
between single events was increased (E); (IgG-free ACSF: 15 cells/6 animals; control IgG: n = 14
cells/7 animals; ∗p < 0.05).
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IgG-preincubated brain slices [control IgG: 1.92±0.31 Hz (n = 14 cells/7 animals), SPS-
IgG patient 1: 4.41±0.63 Hz (n = 14 cells/7 animals); SPS-IgG patient 2: 4.17±0.59 Hz (n
= 14 cells/7 animals); control IgG vs. SPS-IgG patient 1: p = 0.001, Mann-Whitney rank
sum test; control IgG vs. SPS-IgG patient 2: p = 0.002, Mann-Whitney rank sum test]
(fig. 3.32, A, C, E). This increase in mean sEPSC frequency, however, was not significant
if compared to the mean frequency of sEPSCs recorded in brain slices preincubated in
IgG-free ACSF [IgG-free ACSF: 3.47±0.58 Hz (n = 15 cells/6 animals)] (fig. 3.33, A, C).
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Figure 3.32: Effects of SPS-IgG preincubation of brain slices on amplitude and frequency
of sEPSCs compared to control IgG. Representative current traces recorded after control IgG and
SPS-IgG preincubation are shown in (A). Preincubation with 40 mg/l SPS-IgG did not alter mean
sEPSC amplitude in brain slices compared to control IgG preincubation (B). The recorded frequency
of sEPSCs, however, was significantly increased in SPS-IgG-preincubated brain slices (C). The cu-
mulative probability distribution of sEPSC amplitudes was similar in control IgG- and SPS-IgG-
preincubated brain slices (D). The cumulative probability distribution of sEPSC inter-event inter-
vals, however, was shifted to the left for SPS-IgG-preincubated brain slices, indicating an increased
sEPSC frequency (E); (control IgG: n = 14 cells/7 animals; SPS-IgG patient 1: n = 14 cells/7 animals;
SPS-IgG patient 1: n = 14 cells/7 animals; ∗p < 0.05).
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Figure 3.33: Effects of SPS-IgG preincubation of brain slices on amplitude and frequency of
sEPSCs compared to brain slices preincubated in IgG-free ACSF. Representative current traces
recorded after preincubation of brain slices in IgG-free ACSF and with SPS-IgG of patient 1 and pa-
tient 2 are shown in (A). Preincubation with 40 mg/l SPS-IgG did not alter mean sEPSC amplitude
(B). The frequency of sEPSCs, however, was slightly increased in SPS-IgG-preincubated brain slices
(C), but this increase was not significant; (IgG-free ACSF: n = 15 cells/6 animals; SPS-IgG patient 1:
n = 14 cells/7 animals; SPS-IgG patient 1: n = 14 cells/7 animals).
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4 Discussion

4.1 IOS Recordings

4.1.1 Physiological Interpretations of IOSs

IOSs can be used to investigate spread and strength of stimulus-evoked neuronal net-
work activity as these signals represent activity-dependent changes in the optical prop-
erties of brain tissue. In particular, IOSs evoked within the cerebral cortex nearly span
the whole area of cortical columns and, thus, are suitable to study cortical network ac-
tivity. One question, however, that arises concerns the physiological interpretation of
changes in IOSs as observed in this PhD study within the murine primary motor cortex.

The cerebral cortex consists of cortical columns, which are made up of six histologi-
cally discernible layers of different cell types (Rockel et al., 1980; Rakic, 2008). The dif-
ferent layers are numbered consecutively from the outside pial surface (layer I) to the
inside white matter (layer VI). A columnar pattern of the cortex was previously shown
using the [14C]deoxyglucose technique. The concentration of this compound in tissue
closely reflects that tissue’s rate of glucose utilization or energy metabolism (Kennedy
et al., 1975; Sokoloff, 1981). The pattern of [14C]deoxyglucose incorporation observed in
the rat barrel cortex after stroking the C3 vibrissa is similar to the pattern of IOSs (Kossut
& Hand, 1984a,b). Placing the stimulation electrode in different cortical layers or corti-
cal areas causes changes in the spatial characteristics of IOSs indicating that IOSs reflect
functional properties of interlaminar connectivity of the cortex and allow to determine
activation patterns (Grinvald et al., 1986; Haglund et al., 1992a; Kohn et al., 2000; Holthoff
et al., 2007).

A study by Holthoff et al. (2007), mapping IOSs in different cortical areas, showed
the strongest IOS intensities in layer II/III and layer V of the motor cortex. No signal
could be detected in layer I (Holthoff et al., 1994; Holthoff & Witte, 1996, 1997; Holthoff
et al., 2007). The shape of IOSs observed in this PhD study matched these previous
findings (see fig. 3.4, page 36). Small variations in signal shape may be attributed to
small differences in the plane of cutting during brain slice preparation.

IOSs show a weak correlation with strength, spatial distribution, and time course of
changes in extracellular K+ concentrations, which can serve as a marker for neuronal
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activity (Holthoff & Witte, 1996, 1998; Witte et al., 2001). Moreover, inhibiting synaptic
transmission blocks IOSs (MacVicar & Hochman, 1991; Dodt et al., 1996) and IOSs corre-
late with the amplitude as well as spatial distribution of field potentials (Federico et al.,
1994; Holthoff et al., 1994; Dodt et al., 1996; Holthoff & Witte, 1997; Kohn et al., 1997;
Cerne & Haglund, 2002). A more detailed analysis, however, showed that the lateral
distribution of field potentials is narrower than the lateral distribution of IOSs (Cerne
& Haglund, 2002). A strong correlation between the amplitudes of field potentials and
IOSs can be observed in the center of the IOS column, but such a correlation is missing
at the edge of the IOSs (Holthoff & Witte, 1997; Cerne & Haglund, 2002). The edge of the
evoked column seems to reflect primarily the sub-threshold excitatory synaptic activity
(Das & Gilbert, 1995; Toth et al., 1996; Cerne & Haglund, 2002). These findings show
that, although occurring with a certain delay and slow kinetics, IOSs nicely reflect neu-
ronal activity, but cannot be used to discern between action potentials and sub-threshold
depolarizations.

In this PhD study, a new program for the analysis of IOSs has been developed. This
program allowed to monitor changes in the signal intensity (see fig. 3.11, A, page 46),
which represented the strength of stimulus-induced activation, and in the signal area
(see fig. 3.11, B, page 46), which represented the lateral extent of the signal. With in-
creasing stimulation currents, both signal intensity and signal area increased (see fig.
3.15, page 51). As higher stimulation currents cause stronger activation of the neuronal
network, these results demonstrate that it is possible to display changes in neuronal
network activity by means of IOSs.

Compared to the signal intensity, however, the signal area was more sensitive to an
increase in stimulation current, reached its almost maximum size at intermediate stim-
ulation intensities, and was only weakly affected by a further increase in stimulation
strength (see fig. 3.15, B, page 51). Previous studies came to similar results, showing
that the lateral extent of IOSs is independent of stimulation intensities if brain slices are
stimulated with intermediate stimulation intensities (Holthoff et al., 1994; Kohn et al.,
1997, 2000), whereas signal intensity exhibits a linear relationship to stimulation strength
(Holthoff et al., 1994). These observations imply that the lateral spread of IOSs within
the cortex is restricted by anatomical borders and that the borders of IOSs roughly match
the borders of functional columns.

4.1.2 Long-term IOS Recording

Recording of IOSs is not hampered by bleaching, wash-out, pharmacological side ef-
fects, and photodynamic damage as frequently observed with voltage and ion-sensitive
dyes (Grinvald et al., 1986; Holthoff & Witte, 1996; Takashima et al., 2001). As these ad-
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vantages of IOS recording suggest that intrinsic optical imaging presumably constitutes
a technique for long-term recordings of neuronal network activity, one goal of this PhD
thesis was to test whether IOS recordings are capable of monitoring neuronal network
activity for several hours. This was of particular importance as the uptake of drugs in-
hibiting GAD activity and the depletion of preexisting GABA pools was thought to be
slow and as the high variability of IOSs between different brain slices made it necessary
to measure relative changes within one brain slice.

To facilitate long-term IOS recordings, the stimulation strength was reduced as it was
hypothesized that repeated strong stimulations impair brain slice physiology (see page
48). Moreover, a typical stimulation protocol for triggering IOSs (Holthoff et al., 1994;
Dodt et al., 1996; D’Arcangelo et al., 1997; Holthoff & Witte, 1997, 1998; Witte et al., 2001;
Becker et al., 2005; Holthoff et al., 2007) is close to protocols, which can induce synaptic
plasticity in cat or rat motor cortex (Keller et al., 1991; Aroniadou & Keller, 1995). The
adapted stimulation protocol was capable of eliciting IOSs with a sufficient signal-to-
noise ratio of about 1:10 and with a good reproducibility of signal intensity and signal
area during subsequent stimulations within the same brain slice (see fig. 3.14, page 50).

Pilot experiments indicated that, at higher stimulation frequencies, less stimulus pulses
were necessary to trigger IOSs. These results are in line with previous studies showing
stronger IOSs at higher stimulation frequencies (MacVicar & Hochman, 1991; Federico
et al., 1994; Kohn et al., 2000). In the present study, however, much slower kinetics of
IOSs were observed (see tab. 3.4, page 49) compared to those described in previous
work (Holthoff et al., 1994; Holthoff & Witte, 1996). There are many explanations for
this difference in IOS kinetics, e.g. the use of different stimulation protocols, of different
methods of data analysis, and of animals of different age.

Long-term measurements with drug-free ACSF following the same protocol, which
was later applied for long-term drug application, were conducted over a time period
of 7 h. As a strong stimulus is typically necessary to trigger IOSs, a low number of
IOS acquisitions may help to maintain the vitality of the brain slice and to reduce run-
down of IOSs during long-term measurements. Therefore, the stimulation protocol was
changed during the course of experiment, i.e. a reduction to three IOS acquisitions at
every full hour during sham-drug/drug application (see page 23).

Nevertheless, both signal intensity and signal area significantly declined, reached a
stable plateau after about 3 h and did not recover to their baseline level during wash-out
with fresh ACSF (see fig. 3.16, page 52 and fig. 3.17, page 53). The run-down was more
pronounced for the signal area (≈30%) compared to the signal intensity (≈15%). This
effect can best be explained by a decrease in neuronal network activity over time, which,
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as stated before (see page 76), should cause a stronger reduction in signal area than in
signal intensity.

Another observation during IOS recordings was that the reproducibility of signal in-
tensity and signal area worsened with increasing recording time (see fig. 3.16, page 52).
The differences in signal intensity between the three stimulations, however, were small,
whereas the signal area showed a higher variability in subsequent stimulations. The sig-
nal intensity declined in a more linear fashion during the three IOS recordings at every
full hour possibly because the brain slices could not recover so effectively between the
three subsequent stimulations after a certain recording time under ACSF recirculation.
To compensate for this effect, the results of the six IOS recordings performed during
baseline conditions and the results of the three IOS recordings done every full hour dur-
ing sham-drug/drug application were averaged.

The time course of IOSs also changed during long-term measurements. The rise time,
decay time, and the time period, after which first signals could be detected, were nearly
doubled after 5 h of sham-drug application, but returned to baseline levels during wash-
out with fresh ACSF (see fig. 3.18, page 53). Due to these changes in IOS kinetics and the
observation that the variability of IOS kinetics was high under baseline conditions even
in the same brain slice (see fig. 3.14, page 50), IOS kinetics were not regarded suitable to
characterize IOSs during long-term experiments. These findings show that it is essential
to accurately detect the maximum signal intensity and signal area independent of the
time course of the signal. If the IOSs are examined after a fixed time point (e.g. 3 s after
stimulation), which was often done in previous studies (Dodt et al., 1996; D’Arcangelo
et al., 1997; Becker et al., 2005), the maximum signal intensity and/or area may not be
correctly determined.

In conclusion, the results presented above show that, under certain experimental con-
ditions, long-term IOS recordings (at least up to 7 h) can be performed in the motor
cortex in brain slices. Even if such experiments have to be conducted under ACSF re-
circulation (due to small amounts of substances available to be investigated) and un-
der these conditions IOSs do not remain constant over time, pharmacological effects
on IOSs can be revealed, as shown later, by comparing the putative run-down effects
during sham-drug application on IOSs with the effects on IOSs occurring during drug
application.

4.1.3 Effects of BIM on IOSs

BIM, a competitive antagonist of the GABAA receptor, was applied to mouse brain slices
to examine the effects of an impaired GABAergic system on IOSs. Consistent with the
observations that IOSs mirror neuronal network activity, previous studies found an in-
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crease in IOS area after application of 10 μM bicuculline (Dodt et al., 1996; Kohn et al.,
2000). In the present study, a lower BIM concentration of 5 μM was used. Nevertheless,
signal area increased to approximately 200% after about 30 min of BIM application and
remained at this level until wash-out started (see fig. 3.19, page 55). After 60 min wash-
out, the signal area decreased to baseline levels. These results suggest that the tangential
extent of IOSs within the motor cortex is constrained by stimulus-triggered GABAergic
inhibition. In contrast to Kohn et al. (2000), however, no increase in signal intensity was
observed. This discrepancy may be due to different methods used for quantification of
signal intensity.

4.2 Effects of SMC on Motor Cortical Neuronal Network
Activity

The hydrazide SMC is a known GAD inhibitor. SMC blocks GAD activity by interact-
ing with the GAD cofactor PLP and, in this way, reduces brain GABA levels (Roberts &
Frankel, 1951a; Killam & Bain, 1957; Maynert & Kaji, 1962; Bell & Anderson, 1972; Banna,
1973; Yamashita, 1976; Abe & Matsuda, 1979; Hoshino et al., 1979; Yamashita & Hirata,
1979; Sakurai et al., 1981; Matsushima et al., 1986). These reduced GABA levels are be-
lieved to cause the tonic and clonic convulsions as well as the running fits observed after
a long latent period of one hour or more after systemic administration of SMC in rodents
(Jenney & Pfeiffer, 1958; Yamashita, 1976; Yamashita & Hirata, 1977, 1979). Even though
SMC is widely used to induce fear behavior in rats (Di Scala & Sandner, 1989; Nobre
et al., 2003; Borelli et al., 2005; Brandao et al., 2005) and is found in several food products
(de la Calle & Anklam, 2005), effects of SMC on neuronal network activity have not yet
been investigated. To close this gap, IOS recordings and patch-clamp experiments were
performed in the present PhD study in motor cortical brain slices in the absence and
presence of SMC.

4.2.1 Effects of SMC on IOSs

As previous studies have been shown that in the presence of 2 mM SMC GAD activity is
inhibited to almost half the normal level (Matsushima et al., 1986), IOSs recordings were
performed during the bath application of 2 mM SMC. Under these conditions, SMC
increased both signal intensity and signal area of IOSs in the mouse motor cortex. If
compared to the values of sham-drug application with drug-free ACSF, a stable increase
in both signal intensity and signal area was observed after an application time of 2 h
(see fig. 3.21, page 57). After a subsequent open ACSF superfusion of brain slices (wash-
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out), signal intensity and signal area were statistically no more different from control
conditions.

These results are partially contrary to the observed effects of the GABAA receptor
antagonist BIM, which enhanced only signal area and left signal intensity unchanged.
Previous studies have been shown that GABAergic neurons shape the flow of excitation
within the barrel cortex and that the spatial distribution of these cells is related to the
organization of the barrel field (Lin et al., 1985; Lübke & Feldmeyer, 2007). GABAergic
neurons are therefore assumed to restrict the lateral spread of the IOSs. As BIM and
most likely also SMC diminished GABAergic inhibition, IOSs broadened after applica-
tion of these drugs. The increase in signal intensity after SMC application implies that
SMC enhances the strength of neuronal network activity. As this effect is not apparent
after BIM application, the SMC-induced increase in signal intensity was presumably not
mediated by a reduced GABAergic inhibition. As SMC influences not only GAD but
also several other enzymes (see page 82), it cannot be excluded that SMC enhances the
strength of neuronal network activity via another mechanism.

SMC shows a long latent period of one to several hours if it is systemically applied
(Jenney & Pfeiffer, 1958; Yamashita, 1976; Yamashita & Hirata, 1977, 1979), possibly be-
cause hydrazides have a low oil/water partition coefficient and, therefore, are expected
to penetrate only slowly into the brain (Schanker, 1961). Consistently, other studies have
been shown a much shorter latent period of about 10 min if SMC is directly injected in
the lateral ventricle or superior colliculus in vivo (Yamashita, 1976; Yamashita & Hirata,
1977). Therefore, bath application of SMC to brain slices was thought to overcome the
long latent period of systemic administration. The effects of SMC on IOSs, however,
were apparent after an application time of 2 h (see fig. 3.21, page 57). This may be
explained by the well-known lower spontaneous neuronal activity in acute brain slices
compared to in vivo conditions and the long interval of 5 min between stimulations. The
later fits well to a study by Grafstein (1963) showing that the latent period of Thio-SMC
to cause stimulus-evoked epileptiform activity within the neocortex corresponds to the
rate of stimulations. With lower stimulation frequencies, the effects of Thio-SMC estab-
lish later, most likely as it takes longer to exhaust preexisting GABA pools.

To find an utmost sensitive assay for detecting changes in neuronal network activity
due to GAD inhibition, two mouse strains were investigated regarding their sensitiv-
ity to display SMC effects on IOSs. This idea is based on findings by Tunnicliff et al.
(1973), who observed differences in the GAD activity between different mouse strains.
The lowest GAD activity was observed in Bl/6 mice (0.415 μg/mg protein/h), whereas
Balb/c mice showed the highest GAD activity (0.477 μg/mg protein/h) of all mouse
strains investigated. SMC in a concentration of 2 mM has been shown to reduce GAD
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activity by about 50% in vitro (Matsushima et al., 1986). Therefore, a residual pool of
active GAD is still able to produce GABA during SMC application though at a lower
level. As the GAD activity is higher in Balb/c mice, these mice may compensate GAD
inhibition better than Bl/6 mice. Indeed, compared to brain slices obtained from Bl/6
mice, statistically significant effects of SMC on signal intensity and signal area occurred
after a longer application of SMC, i.e. after 4 h of SMC application (see fig. 3.22, page
58). Additionally, Yilmazer-Hanke et al. (2003) detected a high GABAA receptor density
in Balb/c mice compared to Bl/6 mice, which possibly increases the probability of the
remaining GABA to bind to and, hence, activate GABA receptors. These findings sug-
gest that brain slices from Balb/c mice are less sensitive to GAD inhibition and, hence,
less appropriate to investigate changes in GABAergic inhibition due to GAD-inhibitory
substances.

4.2.2 Effects of SMC on Synaptic Transmission

To potentially detail the mechanisms by which SMC exerted its effect on IOSs, also
whole-cell patch-clamp recordings from motor cortical layer II/III pyramidal neurons
were performed to directly investigate actions of SMC on synaptic transmission.

4.2.2.1 Effects of SMC on GABAA Minis

First, GABAA Minis were recorded, which can be attributed to spontaneous action poten-
tial-independent presynaptic GABA release. A reduction in both GABAA Mini ampli-
tude (≈35%) and GABAA Mini frequency (≈50%) in SMC preincubated brain slices was
observed (see fig. 3.23, page 60). At first glance, the reduced GABAA Mini amplitude
would suggest that SMC affects functioning of postsynaptic GABAA receptors (Nusser
et al., 1997; Kilman et al., 2002). However, the validity of this common interpretation
requires that the vesicle content remains constant. As SMC is expected to diminish
GABA vesicle content, the decreased GABAA Mini amplitude rather speaks in favor of
a presynaptic effect. Such an effect was also observed by Zhou et al. (2000), who inves-
tigated how a reduced vesicular filling influences synaptic transmission. In this study,
neurons were treated with bafilomycin A1 (Baf), which is a blocker of the vacuolar-
type (V-type) ATPase and, thus, eliminates the driving force for uptake of both gluta-
mate and GABA into synaptic vesicles. After incubation of brain slices with Baf, both
GABAA Mini amplitude and GABAA Mini frequency were reduced. Similar to SMC, Baf
affected GABAA Mini frequency stronger than GABAA Mini amplitude. Zhou et al. sug-
gested that these findings indicate a diminished vesicular GABA content, which causes
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a reduced activation of postsynaptic receptors and, hence, a reduced GABAA Mini am-
plitude.

The observed reduction in GABAA Mini frequency after Baf and SMC incubation may
arise from a lowered release probability of insufficiently filled synaptic vesicles as sug-
gested by Golan & Grossman (1996). Zhou et al., however, provided evidence against
this scenario. Therefore, the mechanisms involved in controlling the release of synap-
tic vesicles seem to be completely oblivious to the state of vesicle filling. The reduced
GABAA Mini frequency was presumably a consequence of reduced GABAA Mini am-
plitude since some events fell below threshold for detection.

It was concluded that SMC impairs GABA synthesis by blocking GAD activity and,
hence, cause a reduced GABA content in vesicles. Consequently, less GABA is released
in the synaptic cleft leading to a weaker activation of postsynaptic GABAA receptors
and, therefore, to a diminished GABAA Mini amplitude. The reduced frequency of
GABAA Minis is most likely a secondary effect of the reduced GABAA Mini amplitudes
since smaller events cannot be distinguished from noise.

4.2.2.2 Effects of SMC on sEPSCs

It is feasible to assume that a reduced strength of GABAergic inhibition by SMC, as
evident from its effects on GABAA Minis, causes an increased neuronal network ac-
tivity as observed during IOS recordings. To possibly reveal consistent effects at the
level of spontaneous neuronal activity, the action of SMC on sEPSCs, which represent
action potential-dependent and -independent excitatory postsynaptic currents, was in-
vestigated. In virtue of the fast kinetic of detected sEPSCs, most of the events could
be attributed to AMPA receptor-mediated postsynaptic currents elicited by presynap-
tic glutamate release. SMC preincubation, however, increased neither sEPSC amplitude
nor frequency (see fig. 3.24, page 62).

The absent effect of SMC on sEPSCs may be explained by other actions of SMC on
synaptic transmission. As the GAD cofactor PLP, a derivative of vitamin B6 (Roberts &
Frankel, 1951a), is the cofactor of over 100 enzyme-catalyzed reactions, including synthe-
ses or catabolism of several neurotransmitters (Dakshinamurti et al., 1990; Ebadi et al.,
1990; Clayton, 2006), SMC also influences other PLP-dependent enzymes. In vitamin
B6-deficient rats, a prolonged time course of dopamine release and decay (Tang & Wei,
2004) and reduced NMDA receptor function (Guilarte, 1989) were observed. Moreover,
abnormal brain neurotransmitter concentrations and abnormal endogenous release of
amino acids were detected in vitamin B6-deficient juvenile rats (Guilarte, 1989, 1991).
This also included reduced brain glutamate levels and reduced potassium-induced glu-
tamate release in the cortex, whereas the basal glutamate efflux remained unchanged.
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This suggests that SMC may also impair glutamate synthesis. The enzyme aspartate
aminotransferase, an enzyme localized in mitochondria, is involved in the synthesis of
glutamate (Balázs et al., 1966). As aspartate aminotransferase depends on the cofactor
PLP, this enzyme is possibly also inhibited by SMC. SMC, however, scarcely penetrates
organella suggesting that SMC does not influence the activity of PLP-dependent intra-
mitochondrial enzymes (Sakurai et al., 1981). Moreover, no reduction in glutamate con-
centration was found in brain extracts of adult SMC-treated rats (Killam & Bain, 1957)
and even a slight increase in whole brain glutamate concentration could be detected in
suckling rats from dams fed a B6-deficient diet after parturition (Kurtz et al., 1972). In
vivo, no increase in spontaneous convulsive activity was found in the dorsal and ven-
tral root after SMC application (Bell & Anderson, 1972). Similar to the slightly reduced
sEPSC frequency observed in the present study (see fig. 3.24, page 62), SMC also de-
creases frequency of spontaneous action potentials in neuronal cultures (Vlasova et al.,
1980).

Altogether, the absent increase in spontaneous neuronal activity cannot be ascribed to
reduced glutamate synthesis as this would decrease sEPSC amplitude. SMC application
more likely reduces presynaptic vesicle release in general. It is known that in vitamin
B6-deficient suckling rats cerebral sphingolipids are reduced (Kurtz et al., 1972). Sphin-
golipids are involved in vesicle exocytosis (Martin, 2000b; Salaün et al., 2004) and their
reduction possibly impairs spontaneous vesicle release. This might also contribute to
the reduced GABAA Mini frequency in SMC-preincubated brain slices.

4.2.3 Possible Effects of SMC on Human Health

SMC is assumed to have carcinogenic properties as it belongs to the chemical class of
hydrazides, a group that has been proven to have carcinogenic effects (Mori et al., 1960;
Parodi et al., 1981) and/or genotoxic properties in animals (Parodi et al., 1981). However,
whether this holds true is still a matter of debate since SMC shows mild carcinogenic
effects in vitro (Hayatsu et al., 1966; Hayatsu & Ukita, 1966; Parodi et al., 1981), but in
vivo data are inconsistent (Toth et al., 1975; Abramsson-Zetterberg & Svensson, 2005;
Vlastos et al., 2009). In animal models, high SMC concentrations induce osteochondral
and vascular lesions due to an impaired cross-linking reactions of collagen and elastin
(Ramamurti & Taylor, 1959; Langford et al., 1999; Dawson et al., 2002; Mercier et al., 2007;
Takahashi et al., 2009). In addition, teratogenic effects such as induction of cleft palate
and aortic aneurysms have been reported (Steffek et al., 1972; de la Fuente & del Rey,
1986; Gong et al., 2006). In SMC-fed rats (up to 140 mg/kg per day), a marked alteration
of motor and exploratory behavior was described, showing an increase of open rearing
and grooming during exploration of a novel environment (Maranghi et al., 2009). This
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may indicate an enhanced arousal and an ineffective modulation of response to novelty.
Moreover, SMC acts as an endocrine disruptor altering the homeostasis of the endocrine
system (Maranghi et al., 2010). As small amounts of SMC (up to 1200 ppb) can be found
in various food products (see page 5), an additional goal of this PhD thesis was to assess
if an SMC concentration under 2 mM is also capable of modulating neuronal network
activity and, therefore, potentially harmful to human health.

To do so, IOS recordings were performed during application of 0.5 mM SMC. This
SMC concentration did not increase network activity (see fig. 3.20, page 56). An SMC
concentration of 0.5 mM is equivalent to 55.77 mg/kg or 55770 ppb. This implies that
high SMC concentrations are necessary to induce a detectable harmful effect. However,
humans seem to react more sensitive to SMC as the convulsant dose is only about one
third of the convulsant dose in mice (Jenney & Pfeiffer, 1958). Additionally, SMC exhibits
a relatively high half-life of about 15 days in muscle and 7 days in liver or kidney tissue
(Cooper et al., 2005b,a). This suggests that SMC ingested by food might accumulate in
the brain to much higher concentrations as found in food products. Therefore, possible
harmful effects of SMC on humans should further be investigated and the concentration
of SMC in food products be kept as low as possible.

4.3 Effects of SPS-IgG on Motor Cortical Neuronal
Network Activity

4.3.1 SPS - an Immunopathy?

SPS is a rare movement disorder characterized by fluctuating muscle stiffness, disabling
spasms and a heightened sensitivity to external as well as internal stimuli (Moersch &
Woltman, 1956; Lorish et al., 1989; Meinck et al., 1994; Dalakas et al., 2000; Meinck &
Thompson, 2002). About 60 to 98% of SPS patients exhibit Anti-GAD AAbs (Solimena
et al., 1990; Walikonis & Lennon, 1998; Meinck et al., 2001). In vitro, sera and CSF as well
as purified IgG fractions of SPS patients are capable of inhibiting GAD activity (Dinkel
et al., 1998; Raju et al., 2005). SPS patients show decreased GABA levels in the sensorimo-
tor cortex and posterior occipital cortex (Levy et al., 2005) as well as in the CSF (Dalakas
et al., 2001), hyperexcitability of the motor cortex (Sandbrink et al., 2000; Koerner et al.,
2004) and the brainstem (Molloy et al., 2002) as well as a continuous background firing
of motor-units despite the patient’s attempt of muscle relaxation (Levy et al., 1999). Cell
loss was only described in few cases (Warich-Kirches et al., 1997; Ishizawa et al., 1999;
Saiz et al., 1999b; Warren et al., 2002; Guardado Santervas et al., 2007; Ishida et al., 2007).
Drugs enhancing the strength of GABAergic transmission, e.g. benzodiazepines, val-
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proate, vigabatrin, tiagabine, gabapentin, and baclofen, improve symptoms (Lorish et al.,
1989; Vasconcelos & Dalakas, 2003; Dalakas, 2009). Plasmapheresis and intravenous Ig
infusions, classical methods in the treatment of autoimmune diseases, provide an ad-
ditional benefit (Dalakas et al., 2001; Vasconcelos & Dalakas, 2003; Dalakas, 2006, 2009;
Rossi et al., 2009). Taken together, these results suggest an autoimmune origin of SPS
possibly mediated by Anti-GAD AAbs.

Anti-GAD AAbs are also found in several other neurological diseases, e.g. ataxia or
some forms of epilepsy (Abele et al., 1999; Honnorat et al., 2001; Vianello et al., 2003;
McKnight et al., 2005; Vulliemoz et al., 2007). It is, however, unclear until now whether
Anti-GAD AAbs are causally involved in the pathophysiology of these disorders and,
if so, why AAbs directed against the same enzyme are able to cause different symp-
toms. Moreover, Anti-GAD AAbs were detected in healthy persons even though at
much lower levels than in SPS patients (Burns et al., 2003). It is also unknown how an
autoimmune response is triggered against an intracellular enzyme and how Anti-GAD
AAbs are able to inhibit the activity of such an enzyme.

The pathogenic role of AAbs in peripheral autoimmune diseases is typically proven
by passive transfer studies, in which patient-IgG is injected in mice or rats to induce
characteristic symptoms, or by maternal passive transfer of AAbs from mother to child
during pregnancy. In a case study, an infant from a mother suffering from SPS during
pregnancy was asymptomatic after birth despite its elevated Anti-GAD AAb titer (Burns
et al., 2005). A passive transfer study in animals is still missing.

In conclusion, the origin of SPS and the role of Anti-GAD AAbs in this disease are in-
sufficiently understood. Therefore, the final aim of this study was to investigate poten-
tial effects of IgG derived from SPS patients on motor cortical neuronal network activity.

4.3.2 Detection of Anti-GAD AAbs in Purified SPS-IgG

The IgG fraction of two SPS patients (SPS-IgG), which should also include potentially
pathogenic AAbs, was purified from plasma filtrates (see page 17). The sample size of
only two IgG fractions may appear low, but SPS is a highly rare condition with about
one to two newly diagnosed SPS patients in a population of one million people per year
(Meinck & Thompson, 2002). Moreover, as SPS-IgG was applied via the bath solution,
relatively high quantities of raw material were required, which was only available from
few patients.

Sandoglobulin R©, pooled IgG of over 1000 healthy persons, was treated in the same
way as plasma filtrates and, afterwards, served as control IgG (see page 17). As this
control IgG included a huge number of different IgG molecules targeted against a broad
spectrum of antigens, it should help to unravel possible unspecific effects of human IgG
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on mouse brain slices. As SPS is a noninflammatory disease, IgG of patients with inflam-
matory diseases, e.g. multiple sclerosis (MS), would provide another possible source for
control IgG. Even though this approach is sometimes used, pooled IgG from healthy
donors was preferred in the present study, as potentially pathogenic AAbs, which pos-
sibly mimics the effect of SPS-IgG, could not be excluded in MS patients.

First, SPS-IgG was tested for the presence of Anti-GAD AAbs. Western Blots revealed
a clear reaction against a protein in the range of 65 kDa, the molecular weight of GAD
(see fig. 3.25, A, page 64). As during immunoblotting proteins are denaturated, the
results further indicate that at least a subset of the Anti-GAD AAbs of both patients
were directed against linear GAD epitopes as seen in previous studies (Solimena &
De Camilli, 1991; Giometto et al., 1996; Dalakas et al., 2001; Vianello et al., 2006). This
band was not observed for control IgG indicating that this reaction was specific for SPS-
IgG. No further bands were detected, which differed between SPS-IgG and control IgG,
even though some unspecific binding was observed for SPS-IgG, control IgG as well
as for both polyclonal Abs against GAD65 and GAD65/GAD67 used for control. As in
some SPS patients AAbs against both GAD isoforms, GAD65 and GAD67, are present
(Daw et al., 1996; Meinck et al., 2001), an immunodot (GAD Dot) was performed to eluci-
date against which isoform Anti-GAD AAbs were directed. Both patients had produced
Anti-GAD AAbs against GAD65, but not against GAD67 (see fig. 3.25, B, page 64). No
response against GAD65 or GAD67 was observed for control IgG.

To attribute a potentially pathological effect specifically to Anti-GAD AAbs, it would
have been necessary to purify Anti-GAD AAbs from the SPS-IgG fraction. However,
as it is not known if the Anti-GAD AAbs are the only potentially pathogenic AAbs in
SPS patients or if other yet undiscovered AAbs might contribute to the disease progress,
the whole SPS-IgG fraction was used to test in a first step whether SPS might have an
autoimmune origin.

4.3.3 Effects of SPS-IgG on IOSs

To investigate the effect of SPS-IgG on neuronal network activity, IOSs were recorded
during the application of SPS-IgG of patient 2. Unfortunately, during IgG application
small particles were observed in the recording camber, which impaired IOS recording
by covering the signal. The amount of particles increased during the course of exper-
iments and correlated with the applied IgG concentration. As this phenomenon was
not observed during sham-drug or SMC application, these particles were most likely
aggregations of Abs with cell waste. Such aggregations, however, imply that the con-
centration of free IgG diminished during the course of experiments. These fluctuating
particles could be removed by inserting a filter in the perfusion system (see page 23).
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This filter caught only the circulating particles, but was permeable to unbound IgG as
proven in pilot experiments (data not shown). A change from recirculation to an open
ACSF superfusion, which would have provided a higher amount of free IgG, unfortu-
nately was not possible as the available quantity of SPS-IgG was limited. Therefore, it
cannot fully be excluded that the amount of free IgG was insufficient to affect neuronal
network activity.

In contrast to the GAD inhibitor SMC, application of SPS-IgG of patient 2 did not in-
crease the signal intensity and the signal area of IOSs (see fig. 3.27, page 66). Similar to
sham-drug application, a run-down of both parameters was observed during IgG appli-
cation. Furthermore, no significant difference between IOSs during SPS-IgG and control
IgG application was found (see fig. 3.26, page 65). Both SPS-IgG and control IgG, how-
ever, significantly decelerated the run-down observed during sham-drug application for
up to 2 h (see fig. 3.27, page 66), thus indicating that, even though IgG presumably ag-
gregated with cell waste, the remaining concentration of free IgG was still sufficient to
influence IOSs in some way. IOSs did not recover during wash-out with fresh ACSF.
Unfortunately, these results could not be reevaluated with SPS-IgG of patient 1 as not
enough material was available from this patient.

The present findings are in line with other studies showing no alterations in exci-
tatory postsynaptic currents (EPSCs) in Purkinje cells after application of diluted CSF
derived from an ataxic patient positive for Anti-GAD AAbs on cerebellar brain slices
(Ishida et al., 1999). Interestingly, both SPS-IgG and control IgG significantly retarded
the run-down of IOSs. It is known that intravenously injected Ig scavenges activated
complement fragments and attenuates complement-mediated injury and neuronal cell
death in an animal model of stroke (Arumugam et al., 2007). In the present in vitro sys-
tem, however, no complement or other parts of the native immune system were present,
thus possibly pointing to another mechanism of preventing neuronal cell injury by IgG.

4.3.4 Effects of SPS-IgG on Synaptic Transmission

As IOS recordings did not reveal effects of SPS-IgG on neuronal network activity similar
to SMC, whole-cell patch-clamp recordings of GABAA Minis and sEPSCs, which might
be more sensitive than IOS recordings to detect SPS-IgG effects, were performed on mo-
tor cortical layer II/III pyramidal neurons after preincubation with SPS-IgG of patient 1
and 2, IgG-free ACSF, and control IgG.

Preincubation of brain slices with control IgG should help to reveal potentially un-
specific effects of human IgG on GABAA Minis or sEPSCs. Compared to brain slices
preincubated with IgG-free ACSF, the frequency and amplitude of GABAA Minis was
unaltered in brain slices preincubated with control IgG (see fig. 3.28, page 68). Similar
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to the recordings of GABAA Minis, sEPSC amplitude was not affected by control IgG,
while sEPSC frequency was significantly reduced under these conditions (see fig. 3.31,
page 71). Therefore, it is suggested that control IgG did influence neither postsynaptic
receptors nor vesicle content, but decreased excitatory transmitter release.

In humans, an increase in extracellular hippocampal glutamate levels was observed
during spontaneous seizures (During & Spencer, 1993; Wilson et al., 1996). A similar
increase in glutamate release was found in epileptic patients when seizures were evoked
during surgery (Ronne-Engström et al., 1992). In some studies, a beneficial effect of Ig
application in some forms of epilepsy was observed (van Engelen et al., 1994; Villani &
Avanzini, 2002). Moreover, in an animal model of epilepsy, convulsions disappeared
after Ig treatment and it has been shown that the Ig applied was taken up by neurons
and glial cells in the cerebral cortex and deep structures of the CNS (Hirayama et al.,
1986). Therefore, IgG is possibly capable of impairing glutamate release and, hence,
reduces seizures by a yet unknown mechanism, which might be linked to the reduced
sEPSC frequency observed in the present study.

Regarding the effects of SPS-IgG on GABAA Minis and sEPSCs, preincubation of brain
slices with SPS-IgG caused a significant decrease in GABAA Mini amplitude compared
to brain slices preincubated with IgG-free ACSF (see fig. 3.30, page 70). This effect,
however, was only statistically significant with the SPS-IgG of patient 1 and was not sig-
nificant if compared to control IgG preincubation (see fig. 3.29, page 69). GABAA Mini
frequency was significantly decreased by the SPS-IgG fractions from both patients if
compared to preincubation with both control IgG (see fig. 3.29, page 69) and IgG-free
ACSF (see fig. 3.30, page 70).

Overall, the effects caused by SPS-IgG preincubation mimics those caused by SMC
preincubation, even though the decrease of GABAA Mini amplitude after SPS-IgG treat-
ment was not as pronounced as after SMC treatment and, hence, not significant for all
settings. The less pronounced reduction in GABAA Mini amplitude may be explained
by a longer period needed for SPS-IgG to penetrate into cells and/or by an insufficient
amount of free SPS-IgG due to the observed aggregations with cell waste. Similar to
SMC preincubation, GABAA Mini frequency responded more sensitive and declined
significantly for all settings after SPS-IgG preincubation. These results are in line with
previous studies, showing a reduced frequency of spontaneous inhibitory postsynaptic
currents (sIPSCs) (Ishida et al., 1999, 2008) and reduced stimulus-induced GABA release
(Mitoma et al., 2000; Takenoshita et al., 2001; Mitoma et al., 2003) in cerebellar brain slices
after application of diluted CSF or IgG of ataxic patients positive for Anti-GAD AAbs.

As the whole IgG fraction of SPS patients was used in experiments performed in the
present study, the effects on GABAA Minis observed after SPS-IgG preincubation cannot
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solely be ascribed to the action of Anti-GAD AAbs impairing GAD activity. It cannot be
excluded that yet undiscovered AAbs of the IgG fraction are responsible for the alter-
ations in GABAA Minis. The reduced GABAA Mini amplitude could possibly also be me-
diated by AAbs directed against the GABAA receptor-associated protein (GABARAP)
(Raju et al., 2006). These AAbs, which inhibit the surface expression of GABAA receptors,
are found in about 70% of SPS patients. In vivo, evidence for central GABAA receptor
dysfunction in SPS patients was also provided by PET studies (Perani et al., 2007). On
Western Blots performed in the present study, however, no clear band in the range of 14
kDa, the expected size of GABARAP, was detected, but it cannot be excluded that the
observed unspecific binding was due to a weak reaction against GABARAP.

Application of SPS-IgG enhanced sEPSC frequency compared to brain slices preincu-
bated with control IgG (see fig. 3.32, page 73). Compared to brain slices preincubated
with IgG-free ACSF, this decrease was, however, not statistically significant (see fig. 3.33,
page 74). The amplitude of sEPSCs remained constant under all conditions.

These results show that the observed reduction in GABAA Mini frequency was in-
deed a specific effect caused by SPS-IgG and cannot be attributed to unspecific alter-
ations in the functioning of presynaptic terminals as this would also have decreased
sEPSC frequency. The principle that AAbs can influence spontaneous neuronal activity
was previously proven in another study by the application of IgG derived from a pa-
tient suffering from amyotrophic lateral sclerosis (ALS), which also caused an increase
in sEPSC frequency whereas control IgG did not (Andjus et al., 1997). Increased sponta-
neous activity within a network of cultured hippocampal neurons was also found after
application of serum from an Anti-GAD AAbs-positive epileptic patient (Vianello et al.,
2008). Therefore, SPS-IgG most likely enhances spontaneous excitatory transmitter re-
lease by reducing GABAergic neurotransmission.

4.3.5 Hypotheses Regarding the Induction of GAD Autoimmunity
and Mechanism of Action

4.3.5.1 Induction of GAD Autoimmunity

Even though several studies, including the present one, provide evidence that SPS-IgG
can modulate GABAergic neurotransmission, many questions remain to be answered.
First, it is unknown how an autoimmune response against an intracellular enzyme can
be triggered in the CNS. Under normal conditions, the cell surface presents fragments
of cytosolic proteins via an MHC class I peptide complex to cytotoxic T cells. Cytotoxic
T cells are able to distinguish between normal cellular proteins and proteins that are
normally not present in cells indicating a viral infection or cancer. If such a "foreign"
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peptide is presented on the cell surface, cytotoxic T cells become activated and induce
apoptosis of the infected cell. In autoimmune diseases, it is generally accepted that an
initial response to a viral peptide, which is similar to a cytosolic peptide, breaks self-
tolerance by reasons of molecular mimicry and causes cytotoxic T cells to attack healthy
cells. Antigen presenting cells, which include macrophages, dendritic cells, and B cells,
express complexes of MHC class II and peptides derived from extracellular proteins on
their surface. These MHC class II peptide complexes specifically activate T helper cells,
which in turn activate B cells. These activated B cells differentiate to plasma cells and
start to produce Abs.

Apart from SPS, AAbs against GAD can also be found in IDDM, in which an autoim-
mune-mediated destruction of pancreatic β cells occurs. In some IDDM patients, T cell
cross-reactivity between coxsackievirus and GAD was observed (Atkinson et al., 1994;
Tian et al., 1994). T cells of an SPS patient showed cross-reactivity with a peptide of the
human cytomegalovirus (Hiemstra et al., 2001). In one SPS patient, an elevated level of
Anti-Epstein-Barr virus-Abs was found while Anti-GAD AAbs were absent (Ohara et al.,
2007). In another patient, SPS and elevated Anti-GAD AAbs were diagnosed following
acute West Nile virus infection (Hassin-Baer et al., 2004). Those infections may be the ini-
tial immune response, which breaks self-tolerance. Moreover, posttranslational palmi-
toylation of GAD65 possibly enhances autoimmune response as palmitoylated influenza
peptides induce a potent T-cell response in vivo, whereas their non-palmitoylated coun-
terparts do not (Deres et al., 1989).

Previously, the CNS was regarded as an immunologically privileged organ, which is
isolated by the blood-brain barrier and, therefore, protected from the uncontrolled influ-
ence of the immune system. This is essential, as cytotoxic immune response would cause
the loss of neurons. More recently, it has been shown that the CNS itself has an innate
immune system (Xiao & Link, 1998; Carson & Sutcliffe, 1999). Activated astrocytes and
microglia are capable of expressing MHC molecules (Wong et al., 1984; Fontana et al.,
1986; Kreutzberg, 1996; Shrikant & Benveniste, 1996; Sriram & Rodriguez, 1997; Aloisi
et al., 1998; Xiao & Link, 1998; Carson & Sutcliffe, 1999) and even neurons have been
shown to express MHC class I molecules (Wong et al., 1984; Neumann et al., 1995, 1997).
The role of T cells in SPS is unclear, but in general a significant effector role of T cells
in SPS patients is denied (Ellis & Atkinson, 1996; Schloot et al., 1999; Costa et al., 2002;
Raju & Hampe, 2008) as only few cases of T cell reactivity have been reported (Hummel
et al., 1998; Lohmann et al., 2000, 2003; Holmøy et al., 2009). It is therefore concluded that
SPS is mainly caused by a humoral immune response. As astrocytes express MHC class
II molecules, presentation of GAD fragments may trigger T helper cell activation and,
hence, B cell activation. Up to now, however, it is controversially discussed whether as-
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trocytes express GAD or whether GAD expression is exclusively for neurons (Schousboe
et al., 1992; Ochi et al., 1993; Benagiano et al., 2000).

4.3.5.2 Possible Mechanisms of Action of Anti-GAD AAbs in the CNS

A synthesis of Anti-GAD AAbs within the CNS has been shown in SPS patients (Dalakas
et al., 2001; Skorstad et al., 2008). Such an intrathecal AAbs synthesis is necessary to
provide disease-causing AAbs, as the blood-brain barrier restricts the passage of Abs
and as there is no evidence for a disrupted blood-brain barrier in SPS patients (Rakocevic
et al., 2004). The weak permeability of the blood-brain barrier for serum Abs possibly
explains why no passive transfer study was successfully accomplished until now. Manto
et al. (2007), however, induced SPS-like symptoms in rats by injecting IgG of a SPS
patient directly into the rat brain. Sommer et al. (2005) induced SPS-like symptoms by
administration of Anti-amphiphysin autoantibodies (Anti-amphiphysin AAbs), another
AAb found in SPS patients with breast cancer (De Camilli et al., 1993; Folli et al., 1993;
Saiz et al., 1999a; Wessig et al., 2003; Nguyen-Huu et al., 2006), in an animal model of
autoimmune encephalomyelitis, which is known for its impaired blood-brain barrier.

Even though it seemed unlikely that a big protein like IgG is taken up by neurons,
such an uptake was shown in many studies (Borges & Busis, 1985; Fabian & Ritchie,
1986; Ritchie et al., 1986; Fabian & Petroff, 1987; Fishman et al., 1990, 1991; Fratantoni
et al., 1996; Weisbart et al., 2000; Reynolds et al., 2005). The internalization of Abs can re-
sult from endocytosis after binding to components of the cell surface or from unspecific
fluid-phase endocytosis. Indeed, Anti-Amphiphysin AAbs are believed to pass the cell
membrane and block intracellular pathways. Amphiphysin mediates vesicle endocyto-
sis via binding to the SH3 region of dynamin (Wigge & McMahon, 1998). In embryonic
motoneurons, a lower surface expression of the Na+-K+-2Cl− cotransporter NKCC1 was
observed after application of Anti-amphiphysin AAbs, possibly caused by a disturbance
of vesicle trafficking (Geis et al., 2009). As the intracellular chloride concentration in em-
bryonic motoneurons is high, which is achieved by NKCC1 (Owens & Kriegstein, 2002),
GABA depolarizes the cell and causes calcium influx. After Anti-amphiphysin AAbs ap-
plication, however, calcium influx is reduced, possibly caused by a lower chloride gradi-
ent due to reduced NKCC1 surface expression (Geis et al., 2009). This study suggests that
Anti-amphiphysin AAbs contribute to the pathogenesis of SPS due to impaired GABA
signaling most likely by disturbing intracellular vesicle trafficking.

GAD65 is associated with GABA vesicles via its N-terminal region (Christgau et al.,
1991; Shi et al., 1994) and coupled to VGAT, which is responsible for packing GABA into
synaptic vesicles (Jin et al., 2003). A tight functional coupling between GAD and VGAT
is supposed as GABA newly synthesized by membrane-associated GAD65 is taken up
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preferentially over preexisting GABA in the cytoplasma and as GAD inhibition also de-
creases VGAT activity. GAD65 knock-out mice show a higher susceptibility to seizures
(Asada et al., 1996; Kash et al., 1997). Since these mice do not show tremors, spastic-
ity or other symptoms of movement disorders, it was thought that Anti-GAD AAbs
have no pathological role. Electrophysiological experiments in GAD65 knock-out mice
showed that the quantal size and frequency of spontaneous GABA release was normal,
but the probability of GABA release in response to depolarization was reduced (Tian
et al., 1999). However, the expression of VGAT was found to be upregulated, which
may at least partially compensate for the lost functional coupling with GAD65 by taking
up enough cytosolic GABA produced by GAD67 (Wu et al., 2007). Due to this regain of
function, GAD65 knock-out mice were not used in this PhD study.

Anti-GAD AAbs directed against a linear N-terminal epitope and against two confor-
mation-dependent epitopes in the middle and near the C-terminus are prominent in SPS
patients (Butler et al., 1993; Kim et al., 1994; Daw et al., 1996; Raju et al., 2005; Burbelo et al.,
2008). Anti-GAD AAbs directed against the C-terminus have been shown to be capable
of reducing GAD activity (Ohta et al., 1996; Raju et al., 2005). Anti-GAD AAbs binding to
the N-terminus possibly inhibit the binding of GAD65 to GABA vesicle membrane and,
therefore, impair the functional coupling of GAD65 and VGAT leading to a decreased
transport of GABA into synaptic vesicles. Both mechanisms would reduce the content in
GABA vesicles and, hence, GABAA Mini amplitude. As SPS-IgG preincubation reduced
GABAA Mini frequency more pronounced than GABAA Mini amplitude, it cannot be
excluded that SPS-IgG additionally influences GABA vesicle release. Similar to Anti-
Amphiphysin AAbs, which impair intracellular vesicle trafficking, GAD AAbs binding
to the middle or C-terminal region of GAD could possibly impair vesicle fusion, e.g. by
means of sterical hindrance or IgG-mediated agglutination of vesicles.

Even though it was not possible to clarify the detailed mechanism by which SPS-IgG
exerted the effects observed, the findings in this PhD thesis show that IgG of SPS patients
is capable of altering GABAergic synaptic transmission, thereby further supporting the
hypothesis of an autoimmune origin of SPS.
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The electrical activity of the brain is the result of a complex interaction between exci-
tation and inhibition mediated by several types of neurotransmitters. As the majority
of neurons in the brain utilize either the inhibitory neurotransmitter GABA or the ex-
citatory neurotransmitter glutamate, the interplay of these two neurotransmitters prin-
cipally controls brain excitability and, hence, imbalance between these two neurotrans-
mitters may cause severe pathological conditions.

Inhibition of GAD, the rate-limiting enzyme of GABA synthesis, is believed to change
neuronal network activity caused by impaired GABAergic inhibition. IOS recordings
and whole-cell patch-clamp measurements of GABAA Minis and sEPSCs, methods ca-
pable of displaying neuronal network activity, were performed in the motor cortex in
acute brain slices to unveil the effects of GAD inhibitors at the network level.

By recording IOSs, which represent activity-dependent changes in the optical proper-
ties of brain tissue, spread and strength of stimulus-evoked neuronal network activity
can be investigated. Whole-cell patch-clamp recording from a neuron can be used to
monitor postsynaptic currents and, in this way, to measure action potential-dependent
and -independent transmitter release from presynaptic neurons. According to the type
of postsynaptic current modulation, drug action can be ascribed to pre- or postsynap-
tic mechanisms. In the present study, recording GABAA Minis helped to investigate
the effects of GAD inhibitors on GABAergic neurotransmission. Alterations in sponta-
neous excitatory neuronal network activity due to reduced GABAergic inhibition were
displayed by sEPSCs.

As the intracellular uptake of drugs inhibiting GAD activity and the depletion of the
preexisting GABA pool was expected to be slow, the first project of this PhD thesis was
to test the IOS technique for its capability of monitoring neuronal network activity over
several hours. Concurrently, a new software for the analysis of IOS data was developed,
which facilitates and significantly accelerates data analysis. The results of long-term
measurements with sham-drug application in the present study show that IOS record-
ings can be performed up to 7 h in the motor cortex in brain slices.

The present study next proved the ability of IOS recording to detect changes in GABA-
ergic inhibition by application of the GABAA receptor antagonist BIM at a concentration
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of 5 μM. Under these conditions, a significant increase in signal area but not signal in-
tensity of IOSs was observed. Another series of experiments examined whether the IOS
technique is capable of displaying changes in neuronal network activity after impair-
ing GAD activity with the well-known GAD inhibitor SMC. If compared to the values
of sham-drug application, a stable and reversible increase in both signal intensity and
signal area was observed after 2 h of 2 mM SMC application. Due to these effects, IOS
recordings are regarded as an appropriate technique to monitor changes in GABAergic
inhibition, even if such changes develop slowly.

To find an utmost sensitive assay for detecting changes in neuronal network activity
due to GAD inhibition, two mouse strains (Bl/6 and Balb/c) reported to differ in their
GAD activity were investigated regarding their sensitivity to display SMC effects on
IOSs. Compared to Bl/6 mice, SMC-induced effects on IOSs in Balb/c mice need a
markedly longer application time to establish. This difference can be explained by the
ability of Balb/c mice to more effectively compensate GAD inhibition due to their higher
GAD activity. Therefore, Balb/c mice appear less appropriate to investigate changes in
GABAergic inhibition mediated by substances inhibiting GAD.

Consistent with the present findings of IOS recordings, patch-clamp measurements
of GABAA Minis revealed an SMC-induced reduction in the strength of GABAergic
inhibition. The results are in line with the assumption that SMC impairs GABA synthe-
sis by blocking GAD activity and, hence, causes a reduced GABA content in vesicles.
Consequently, less GABA is released in the synaptic cleft leading to a weaker activation
of postsynaptic GABAA receptors and, therefore, to a diminished GABAA Mini ampli-
tude. SMC application, however, did not alter spontaneous excitatory neuronal network
activity.

The SMC-mediated effects observed were not only of interest with regard to method
validation, but also with regard to public health as SMC is found in several food prod-
ucts and causes several pathological symptoms in animals, for instance movement ab-
normalities. Therefore, a further goal was to assess whether SMC at a concentration
lower than 2 mM is also capable of modulating neuronal network activity and, thus,
potentially harmful to human health. To do so, IOS recordings were performed during
application of 0.5 mM SMC. This SMC concentration, however, was not able to alter
IOSs. Nevertheless, possible harmful actions of SMC in humans should further be in-
vestigated and the concentration of SMC in food products be kept as low as possible as
humans react more sensitive to SMC as rodents and as SMC might accumulate in the
brain.

The final aim of this study was to investigate potential effects of Anti-GAD AAbs-
containing IgG derived from SPS patients on motor cortical neuronal network activity.
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This was done because it is not assured whether these Anti-GAD AAbs contribute to
the development and/or appearance of SPS symptoms or are merely a marker for dis-
ease. IOS recordings do not reveal changes in neuronal network activity during SPS-IgG
application compared to control IgG application. Compared to sham-drug application,
however, both SPS-IgG and control IgG decelerated run-down of IOSs. These findings
corroborate the hypothesis that Ig may prevent neuronal cell death. Therefore, poten-
tially neuroprotective effects of intravenous Ig treatment in humans should be further
investigated.

As both SPS-IgG and control IgG decelerated run-down of IOSs, GABAA Mini and
sEPSC recordings after control-IgG preincubation should further reveal potentially un-
specific effects of human IgG on presynaptic transmitter release. Compared to brain
slices preincubated with IgG-free ACSF, control IgG did not affect GABAA Mini ampli-
tude and frequency as well as sEPSC amplitude. The sEPSC frequency, however, was
significantly reduced under these conditions. This decreased excitatory transmitter re-
lease might explain the beneficial effect of Ig treatment in some forms of epilepsy.

The observed effects on GABAA Minis caused by SPS-IgG preincubation mimicked
those caused by SMC preincubation, even though the decrease of GABAA Mini ampli-
tude after SPS-IgG treatment was not as pronounced as after SMC treatment. Similar
to SMC preincubation, GABAA Mini frequency responded more sensitive and declined
statistically significantly after SPS-IgG preincubation. Application of SPS-IgG enhanced
sEPSC frequency indicating that the observed reduction in GABAA Mini frequency is
indeed a specific effect caused by SPS-IgG and cannot be attributed to alterations in the
functioning of presynaptic terminals. As in the present study the whole IgG fraction of
SPS patients was used for experiments, the effects after SPS-IgG preincubation cannot
solely be ascribed to the action of Anti-GAD AAbs impairing GAD activity. It cannot
be excluded that other yet undiscovered AAbs of the IgG fraction are responsible for
the observed effects. Nevertheless, this PhD thesis shows that IgG of SPS patients is in-
deed capable of altering GABAergic synaptic transmission, thus further supporting the
hypothesis of an autoimmune origin of SPS. Therefore, the present work may help to
improve the therapy of this severe neurological disease.
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