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Zusammenfassung

Auf Klassischen Lie-Gruppen, die vermittels einer unitären Darstellung auf einem
endlich-dimensionalen Hilbert-Raum wirken, werden zwei Klassen von Tensorfeld-
Konstruktionen betrachtet: Erstens, als Pull-back Tensorfelder zweiter Stufe, aus-
gehend von modifizierten Hermiteschen Tensorfeldern auf Hilbert-Räumen, welche
mit der Eigenschaft ausgestattet sind, die vertikalen Distributionen auf dem C0-
Prinzipal-Faser Bündel H0 → P (H) über dem projektiven Hilbert-Raum P (H) im
Kern zu besitzen. Und zweitens, vermittels einer direkten Konstruktion auf Lie-
Gruppen, als links-invariante darstellungsabhängige Operator-wertige Tensorfelder
beliebiger Stufe, die anhand eines Quantenzustands ausgewertet werden können.
Im Rahmen des NP-harten Entscheidungsproblems, ob ein gegebener Zustand
in einem aus zwei Komponenten zusammengesetzten Quantensystem verschränkt
oder separabel ist (Gurvits, 2003), wird gezeigt, dass obige Konstruktionen eine
geometrische Methode liefern, welche die traditionelle Vieldeutigkeit, metrische
Strukturen auf der konvexen Menge gemischter Zustände zu definieren, umgeht.
Insbesondere bezüglich Quantenzustands-Mannigfaltigkeiten, die durch Orbits der
Schmidt-Dekomposition-induzierenden lokal unitären Gruppe U(n) × U(n) defi-
niert sind, findet man folgende Resultate: Im Fall reiner Zustände wird gezeigt,
dass Schmidt-Äquivalenz-Klassen, welche Lagrange Untermannigfaltigkeiten an-
gehören, maximal verschränkte Zustände definieren. Dies impliziert eine stärkere
Aussage, als diejenige, welche von Bengtsson formuliert wurde (2007). Zudem
findet man, dass sich Riemannsche Pull-back Tensorfelder in zwei Anteile auf
Orbits separabler Quantenzustands-Mannigfaltigkeiten zerlegen lassen und eine
quantitative Beschreibung der Verschränkung liefern, die ein von Schlienz und
Mahler vorgeschlagenes Verschränkungsmaß wiedergibt (1995). Im Fall gemischter
Zustände schließlich, wird eine Relation zwischen Operator-wertigen Tensorfel-
dern und einer Klasse praktisch ausführbarer Separabilitäts-Kriterien, die auf der
Bloch-Darstellung basieren (de Vicente, 2007), aufgezeigt.
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Abstract

On classical Lie groups, which act by means of a unitary representation on finite
dimensional Hilbert spaces H, we identify two classes of tensor field constructions.
First, as pull-back tensor fields of order two from modified Hermitian tensor fields,
constructed on Hilbert spaces by means of the property of having the vertical
distributions of the C0-principal bundle H0 → P (H) over the projective Hilbert
space P (H) in the kernel. And second, directly constructed on the Lie group, as
left-invariant representation-dependent operator-valued tensor fields (LIROVTs)
of arbitrary order being evaluated on a quantum state. Within the NP-hard prob-
lem of deciding whether a given state in a n-level bi-partite quantum system is
entangled or separable (Gurvits, 2003), we show that both tensor field construc-
tions admit a geometric approach to this problem, which evades the traditional
ambiguity on defining metrical structures on the convex set of mixed states. In
particular by considering manifolds associated to orbits passing through a selected
state when acted upon by the local unitary group U(n)× U(n) of Schmidt coeffi-
cient decomposition inducing transformations, we find the following results: In the
case of pure states we show that Schmidt-equivalence classes which are Lagrangian
submanifolds define maximal entangled states. This implies a stronger statement
as the one proposed by Bengtsson (2007). Moreover, Riemannian pull-back tensor
fields split on orbits of separable states and provide a quantitative characteriza-
tion of entanglement which recover the entanglement measure proposed by Schlienz
and Mahler (1995). In the case of mixed states we highlight a relation between
LIROVTs of order two and a class of computable separability criteria based on
the Bloch-representation (de Vicente, 2007).
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Introduction

Tensor fields have played a particular role in the formulation of classical phy-
sical theories for a long time. The most prominent examples are related to
Einstein’s theory of gravitation and Maxwell’s theory of electromagnetism.
Certainly also on the footing of Newtonian mechanics and Boltzman’s statis-
tical mechanics, the macroscopic characterization of many particle systems,
from fluids, solids and maximal coarse grained objects like the mechanical
description of rigid bodies, we encounter tensor fields to be unavoidable to
get into account the sophisticated non-linear aspects involved in the partic-
ular physical systems.
On the contrary, when we study the basic mathematical structures of a given
quantum mechanical system, we hardly get involved with such tensorial no-
tions. One of the reasons may rely on the fact that quantum theory is widely
established by means of unitary transformations on a Hilbert space, where
tensor fields would appear a priori ‘without application’.
However, as it has been emphasized by Dirac in [30],

“Classical mechanics must be a limiting case of quantum mechanics.
We should thus expect to find that important concepts in classical mechanics
correspond to important concepts in quantum mechanics and, from an under-
standing of the general nature of the analogy between classical and quantum
mechanics, we may hope to get laws and theorems in quantum mechanics
appearing as simple generalizations of well-known results in classical me-
chanics.”

Hence, one should strongly expect to encounter also tensorial structures in
quantum mechanics, whenever we deal with the problem of the quantum-
classical transition to Newtonian physics.
In the interplay with the developments and applications of unitary represen-
tation theory of classical Lie groups and associated Lie algebras, an identifi-
cation of geometric structures in quantum mechanics has been proposed by
several authors, starting with Dirac (with his introduction of quantum Pois-
son brackets [29,30]), Weyl, Segal, Mackey and Strocchi [52–55,73,76,79,80].
A strict geometrical formulation of quantum mechanics is more recent and
has been developed during the following years in [1,7,12–19,21–24,27,38,40,
41,46,59,68,70].
The notion of a manifold in quantum mechanics emerged in this regard very
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natural by means of the identification of homogeneous spaces being isomor-
phic to orbits of quantum states generated by unitary representations of some
classical Lie groups acting on a fiducial quantum state. The general frame
work on generating manifolds in this way has been commonly established as
generalized coherent states method, being most prominent in the traditional
questions of quantization and the quantum-classical limit associated to infi-
nite dimensional Hilbert spaces [5, 65, 66]. The identification of tensor fields
by means of Riemannian and symplectic structures on these manifolds has
been discussed by Klauder in several papers [48–50].
In contrast, it became increasingly evident that the non-linear features of
certain submanifolds of quantum states may encode some crucial additional
properties about the corresponding quantum system which are not neces-
sarily related to any classical limit, but nevertheless particularly useful in
questions of quantum statistics (see e.g. [69,70,82]).
In this regard, we encounter submanifolds of quantum states also associated
to finite dimensional Hilbert spaces, in particular when one deals with ques-
tions of entanglement classification in quantum information and quantum
computation [10,51,75].
Even though these submanifolds appear at the first glance very similar to the
construction of generalized coherent state manifolds in infinite dimensional
Hilbert spaces, they differ essentially by taking into account representations
which are not necessarily irreducible. In particular they involve tensor prod-
uct representations and provide therefore an action generated by a subgroup
of the full automorphism group of the given product Hilbert space. Here
one observes a particular and very interesting link between Schmidt coeffi-
cients of singular value decomposed quantum states and the homogeneous
space topology of orbits [51,75], motivating strongly the idea that a geomet-
ric characterization of the latter may come along with useful applications in
the description of quantum systems in analogy to those examples found in
the field of quantum statistics [69, 70, 82]. An explicit class of examples of
Riemannian and pre-symplectic tensor fields on orbits of a bipartite entan-
gled 2-level system has been computed in this regard in [9].
Notwithstanding these considerations, a general tensorial approach both to
n-level systems of arbitrary finite dimensions and to mixed bi-partite entan-
gled quantum states is still missing in the literature. As a matter of fact,
geometric methods used for the identification of entangled and separable
states are commonly associated in the literature with distance functions on
the whole convex space of mixed quantum states [10], rather then on the above
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mentioned orbits of quantum states. Being not a manifold, but a stratified
space with a border [40, 41], this causes ambiguities and serious technical
problems in the basic construction of tensor fields, which may be avoided
by a restriction on subsets established by homogeneous spaces, i.e. smooth
manifolds provided by orbits of quantum states.
The present work is based on two recent papers by Aniello, Marmo, Clemente-
Gallardo and Volkert [3,4], where a tensorial approach on orbits of bi-partite
pure states has been solidified with applications for arbitrary finite dimen-
sions. It is the aim of the underlying work to expose the latter approach in
detail including new, not published results within the generalized regime of
bi-partite mixed states.
In particular there will be a consideration of two distinguished methods to
identify tensor fields on Lie groups and related orbits of quantum states in
dependence whether we deal with pure or mixed states. Correspondently,
the working program will be subdivided into two parts as follows:

The first part will essentially involve

1. an identification of tensor fields on Hilbert spaces, which encode the
geometry of the space of pure quantum states,

2. the pull-back of these tensor fields to Lie groups and related orbits of
vectors in the Hilbert space, which cover orbits of pure quantum states
and

3. a classification of orbits of entangled pure quantum states by means of
pulled-back tensor fields.

The second part will focus on

4. a construction of representation-dependent operator-valued tensor fields
on Lie groups and their evaluation on quantum states, defining scalar
valued tensor fields and

5. an application of these tensor fields on the separability problem for
mixed quantum states.

These steps will be tackled in an inductive way by beginning with low-
dimensional systems and by trying to discuss their constructive generalization
to higher dimensional systems as far as possible.
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Part I

Pull-back tensor fields
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1 Tensor fields on Hilbert spaces

We will start in the Schrödinger-picture by setting the notion of a complex
Hilbert space at the first place. Let us recall for this purpose the basic notion:

Definition 1.1 (Hilbert space). A vector space V over the field K = C
of complex numbers, endowed with an Hermitian inner product, i.e. a C-
sesquilinear map

〈· | ·〉 : V × V → C, (1.1)

is called complex Hilbert space

H := (V, 〈· | ·〉) (1.2)

(in short: a Hilbert space H), if it is Cauchy-complete in respect to the norm

‖ · ‖ := 〈· | ·〉1/2 (1.3)

defined by 〈· | ·〉.

With this definition in the hand we note that Hilbert spaces may differ
topologically from each other by the notion of dimension. Two classes are
given in this regard by Hilbert spaces being finite dimensional and isomor-
phic to Cn, and infinite dimensional and isomorphic to l2(N,C).
To avoid technical demanding subtleties coming along the infinite dimen-
sional case right here at the beginning, we will keep following convention:

Remark 1.2. If not differently stated, we will restrict the following discus-
sion to finite dimensional Hilbert spaces.

In the spirit of Dirac’s program of identifying classical appearing struc-
tures in quantum mechanics [29,30], and based on a more recent survey on a
geometrization program of quantum mechanics (see [23,24]), it is the aim of
this first chapter to review in details the existence of canonically constructed
tensor fields on finite dimensional Hilbert spaces which arise as classical ten-
sors, in the sense of classical Riemannian and classical symplectic differential
geometry.
For this purpose we will consider a decomposition

〈· | ·〉 = Re 〈· | ·〉+ i Im 〈· | ·〉 . (1.4)
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of the available Hermitian inner product on a Hilbert space H ∼= Cn in a
given basis {|ej〉}j≤n, where we will find a constructive translation of the
quadruple

({|ej〉}j≤n, Re 〈· | ·〉 , Im 〈· | ·〉 , i) (1.5)

into a corresponding quadruple of tensor fields on the realification of the
Hilbert space HR ∼= R2n. The translation goes as follows.

1.1 Classical tensor fields on HR

Consider a Hilbert space H in a given basis {|ej〉}j∈J . By means of the
Hermitian inner product 〈· | ·〉, one finds then for a given vector |ψ〉 in H the
expansion

|ψ〉 =
n∑
j

〈ej |ψ〉 |ej〉 :=
n∑
j

zj |ej〉 (1.6)

with dual basis vectors 〈ej| in H∗. The Hermitian inner product 〈· | ·〉 on H
induces in this regard the bijection

H∗ ∼= Lin(H,C) ⊂ Cω(H), (1.7)

relating the dual basis vectors to linear functionals

〈ej |·〉 : H → C, (1.8)

which are in a subset of holomorphic functions on H. The n C-valued func-
tionals imply 2n real valued 0-forms on H coming along the decomposition
into a real and imaginary valued part

〈ej |·〉 := zj(·) = qj(·) + ipj(·), (1.9)

with real valued coordinate functions qj, pj ∈ C∞(HR) on the realification
HR ∼= R2n. These 0-forms yield then via the exterior derivative

d 〈ej |·〉 = dzj(·) = dqj(·) + idpj(·) (1.10)

a holonomic basis of 2n co-vector fields on HR.
On the other hand, one observes that a given Hermitian inner product on H
provides by definition a complex valued function on H∗×H. The evaluation
of

〈ψ |ψ〉 = 〈ej| z̄jzk |ek〉 =
∑
j,k

〈ej |ek〉 z̄jzk =
∑
j,k

δjkz̄
jzk =

∑
j

z̄jzj
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defines in particular a real quadratic function

〈· |·〉 |D =
∑
j

z̄j(·)zj(·) =
∑
j

(qj(·))2 + (pj(·))2, (1.11)

on the diagonal D ⊂ H∗ × H. By identifying the diagonal in H∗ × H with
D ≡ H we set

〈· |·〉 |H ≡
(∑

j

z̄jzj
)

(·). (1.12)

To this quadratic function we associate an order-2 tensor field

(d |·〉)† ⊗F d |·〉 =

(∑
j

dz̄j ⊗F dzj
)

(·) (1.13)

by considering a tensor-product ⊗F on the module F = T 1
0 (H) ⊗ T 0

1 (H) of
order 1 tensor fields on H. The relation (1.13) follows by direct evaluation
of the left hand side∑

j,k

(dzj(·) |ej〉)† ⊗F dzk(·) |ek〉 =
∑
j,k

〈ej| dz̄j(·)⊗F dzk(·) |ek〉

=
∑
j,k

〈ej |ek〉 dz̄j(·)⊗F dzk(·) =
∑
j,k

δjkdz̄
j(·)⊗F dzk(·).

Moreover, by means of the 2n 1-forms defined in (1.10), we find that a de-
composition of (1.13) into a real and an imaginary part is given by1∑

j

dqj ⊗F dqj + dpj ⊗F dpj + i(dqj ⊗F dpj − dpj ⊗F dqj)

=
∑
j

dqj �F dqj + dpj �F dpj + idqj ∧F dpj, (1.14)

1We use here and in the following the convention:

θj � θk :=
1
2

(θj ⊗ θk + θk ⊗ θj)

θj ∧ θk :=
1
2

(θj ⊗ θk − θk ⊗ θj)
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i.e. a Riemannian tensor field

G :=
∑
j

dqj �F dqj + dpj �F dpj (1.15)

and a symplectic tensor field

Ω :=
∑
j

dqj ∧F dpj. (1.16)

By setting
J := G−1 ◦ Ω (1.17)

we will find a (1,1)-tensor field [59]. The explicit evaluation of G−1 ◦Ω yields

J =
∑
j,k

(
∂

∂qj
�F

∂

∂qj
+

∂

∂pj
�F

∂

∂pj
) ◦ (dqk ⊗F dpk − dpk ⊗F dqk)

=
∑
j,k

δkj dp
k �F

∂

∂qj
− δkj dqk �F

∂

∂pj

=
∑
j,k

δjkdp
k �F

∂

∂qj
− δjkdq

k �F
∂

∂pj

=
∑
j

dpj �F
∂

∂qj
− dqj �F

∂

∂pj
. (1.18)

It follows that this (1,1)-tensor field has the property

J ◦ J = −1. (1.19)

Hence, it defines a complex structure on the realification HR ∼= R2n. The
latter property can be shown by direct computation, where we find∑

j,k

(dpj �F
∂

∂qj
− dqj �F

∂

∂pj
) ◦ (dpk �F

∂

∂qk
− dqk �F

∂

∂pk
)

=
∑
j,k

(dpj �F
∂

∂qj
− dqj �F

∂

∂pj
) ◦ (

∂

∂qk
�F dpk −

∂

∂pk
�F dqk)

=
∑
j,k

−δjk
∂

∂qj
�F dqk − δjk

∂

∂pj
�F dpk
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=
∑
j,k

−δjk(
∂

∂qj
�F dqk +

∂

∂pj
�F dpk), (1.20)

implying
(J ◦ J)kj = −δkj . (1.21)

In conclusion we have found a geometric translation of the algebraic struc-
tures coming along the quadruple

({|ej〉}j≤n, Re 〈· | ·〉 , Im 〈· | ·〉 , i) (1.22)

on a finite dimensional complex Hilbert space H ∼= Cn into a corresponding
quadruple of tensor fields on the realification HR ∼= R2n,

({dxj}j≤2n, G,Ω, J) (1.23)

given by a holonomic basis of real valued 1-forms,

{dxj}j≤2n (1.24)

a Riemannian

G =
2n∑
j=1

dxj �F dxj (1.25)

a symplectic

Ω =
n∑
j=1

dxj ∧F dxj+n (1.26)

and a complex structure

J =
n∑
j=1

dxj+n �F
∂

∂xj
− dxj �F

∂

∂xj+n
. (1.27)

Remark 1.3. The triple (G,Ω, J) induces on HR a Kähler structure [23].

1.2 Hermitian tensor fields on H
Let V be a complex vector space isomorphic to a Hilbert space H in the
category of abstract vector spaces. Then we may define a tensor field on H
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from the Hermitian inner product without using coordinates by considering
a covariant tensor field

τH(Xv, Xw)(ψ) := 〈Xv(ψ) |Xw(ψ)〉 , (1.28)

defined by a contraction with vector fields within a trivialized tangent bundle

Xv : H → TH ∼= H× V (1.29)

ψ 7→ (ψ,Xv(ψ)) := (ψ, v). (1.30)

Hence, we arrive to a constant Hermitian (0, 2)-tensor field

τH(Xv, Xw)(ψ) = 〈v |w〉 , (1.31)

i.e. it defines on each tangent space TψV over a point ψ ∈ H a Hilbert space
and therefore an isomorphism

TψV ∼= H (1.32)

in the category of Hilbert spaces.
This tensor field can now be related to the constant classical tensor fields
considered in the previous subsection by the following: According to (1.13)-
(1.16) we have

G+ iΩ =

( n∑
j=1

dz̄j ⊗F dzj
)
, (1.33)

which suggests the notation

G+ iΩ ≡ 〈dψ| ⊗F |dψ〉 , (1.34)

written compactly as

〈dψ| ⊗F |dψ〉 := 〈dψ ⊗F dψ〉 . (1.35)

Remark 1.4. Here and in the following we intend with d |ψ〉 ≡ |dψ〉 the
application of the exterior derivative on the coordinate functions zj(ψ) =
〈ej |ψ〉 by considering the Leibniz rule on point-wise products between scalar
valued functions in Lin(H) ⊂ F(H), i.e. for a given basis {|ej〉}j∈J we set

d |ψ〉 = |dψ〉 =
n∑
j=1

dzj(ψ) |ej〉 (1.36)
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with a ‘non-moving frame’

d |ej〉 = 0 for all |ej〉 ∈ {|ej〉}j∈J , (1.37)

unless the contrary is stated.

In this regard we find:

Proposition 1.5. 〈dψ| ⊗F |dψ〉 is a constant Hermitian (0, 2)-tensor field
on H, i.e.

τH = 〈dψ ⊗F dψ〉 . (1.38)

Proof. In coordinates we have

(d |·〉)† ⊗F d |·〉 =

(∑
j

dz̄j ⊗F dzj
)

(·). (1.39)

Let TH the tangent bundle over H endowed according to (1.37) with a trivial
connection. For sections H → TH, denoted by Xv : ψ 7→ (ψ, v) and Xw :
ψ 7→ (ψ,w), and their expansion

Xv =
n∑
j=1

vj
∂

∂zj
(1.40)

Xw =
n∑
j=1

wj
∂

∂zj
(1.41)

in a holonomic basis of H, we find then a contraction( n∑
j=1

(dzj)†(Xv)⊗F dzj(Xw)

)
(ψ) =

∑
j

v̄jwj, (1.42)

implying
〈dψ ⊗F dψ〉 (Xv, Xw)(ψ) = 〈v |w〉 . (1.43)
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1.3 Tensor fields on H0 having the C0-generator in the
kernel

Geometrical structures on the space of pure quantum states may be ‘viewed’
on the associated Hilbert space by a particular modification of the Hermitian
tensor field considered in the previous section in (1.38).
Let us recall for this purpose the space of pure quantum states. Motivated
by the probabilistic interpretation of quantum mechanics it is defined by the
set of equivalence classes [ψ] of vectors in the Hilbert space which differ by
a complex number according to the equivalence relation

|ψ1〉 ∼ |ψ2〉 :⇔ ∃λ ∈ C0 : |ψ1〉 = λ |ψ2〉 (1.44)

on any two vectors |ψ1〉 , |ψ2〉 ∈ H0. The set of these equivalence classes
establishes by definition the projective Hilbert space P(H), illustrated topo-
logically by the identification of all points which lie on a complex ray with
an excluded ‘initial point’ in the origin {0} ∈ H of the Hilbert space.
The projective Hilbert space may therefore be denoted also as the space
R(H) of complex rays in H0 := H − {0}. The punctured Hilbert space H0

on the other hand, becomes in this way the total space of a principal fiber
bundle

π : H0
C0−→ R(H) (1.45)

overR(H) with C0, as structure group being isomorphic to each fiber π−1([ψ])
over a given base point [ψ] ∈ R(H).
Having a fiber bundle in the hand, we may introduce a connection 1-form θ to
establish a decomposition of the tangent bundle TH0 over the total space H0

into a horizontal and a vertical sub-bundle. This decomposition is obtained
in the following way.
At each point |ψ〉 we consider the space of orthogonal vectors

{|ψ〉}⊥ ≡ {|φ〉 ∈ H| 〈φ |ψ〉 = 0}. (1.46)

These vectors define the horizontal sub-bundle in TψV ∼= H according to
(1.32). In simpler terms, the horizontal distribution at each point |ψ〉 is
defined by the Kernel of 〈ψ |dψ〉.
The connection 1-form on a principal fiber bundle is therefore defined by
requiring

θ(X) = 0⇔: X is a horizontal vector field, (1.47)
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and by the requirement to be the ‘identity’ on fundamental vector fields. For
general vector fields they take values in the Lie-algebra of the structure group.
In particular for the vertical vectors fields on H0 over R(H), generating the
vertical foliation, we set

θ(∆) = 1⇔: ∆ is a generating vector field of dilatations, (1.48)

θ(Γ) = i⇔: Γ is a generating vector field of U(1) transformations (1.49)

according to the decomposition of the structure group C0 into the real sub-
groups

C0 ≡ R+
0 × U(1) (1.50)

and its associated 1-dimensional real Lie sub-algebras. Vice versa, given the
generating vertical vector fields on the realification HR − {0} according to

∆ : ψ 7→ (ψ, ψ), (1.51)

Γ := J(∆) (1.52)

written in coordinates as

∆ = qj
∂

∂qj
+ pj

∂

∂pj
(1.53)

Γ = qj
∂

∂pj
− pj

∂

∂qj
, (1.54)

we may recover the connection 1-form by verifying that

θ =
qjdqj + pjdpj + i(qjdpj − pjdqj)

q2
j + p2

j

(1.55)

satisfies (1.48), (1.49). With these expressions in the hand, it is possible to
reformulate the connection 1-form and the generating vertical vector fields
on H0 by setting

θ ≡〈ψ |dψ〉
〈ψ |ψ〉

(1.56)

∆ + iΓ ≡
〈
ψ

∣∣∣∣ ∂∂ψ
〉
. (1.57)
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The latter follows from

z̄j
∂

∂z̄j
:= (qj − ipj)

(
∂

∂qj
+ i

∂

∂pj

)
, (1.58)

which defines a complex valued vector field acting on smooth complex valued
functions defined on a real manifold – rather then acting on holomorphic resp.
anti-holomorphic functions on a complex manifold.
Next we may find local embeddings of the base space into H0 by means of
local sections

si : Ui → Ui × C0 (1.59)

in a local bundle chart U × C0 of H0 with Ui ⊂ R(H). Note that the image
of si identifies a submanifold with vector fields which are not in the kernel
of the connection 1-form θ. To ‘see’ the geometry of the projective Hilbert
space P(H) on H0 we will need a tensor field on the total space H0 which is
degenerate along vertical vector fields on H0. The previous Hermitian tensor
field

〈dψ ⊗F dψ〉
in (1.38) is by definition non-degenerate and will therefore not be invariant
under such an action indeed. A way out yields the following modified tensor
field, which contains a conformal factor

〈dψ ⊗F dψ〉
〈ψ |ψ〉

(1.60)

and essentially ‘subtracts the vertical directions out’ by means of the con-
nection 1-form θ due to

〈dψ ⊗F dψ〉
〈ψ |ψ〉

− θ ⊗F θ†. (1.61)

In this way we find:

Proposition 1.6. The covariant tensor (0,2)-tensor field

τH0 :=
〈dψ ⊗F dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 ⊗F 〈dψ |ψ〉
〈ψ |ψ〉2

(1.62)

is invariant under C0-transformations on H0 and contains the infinitesimal
generator of C0 in its kernel.
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Proof. The invariance of (1.62) under (point-independent) C0-transformations

|ψ〉 7→ λ |ψ〉 (1.63)

follows for all λ ∈ C0 directly from the invariance of the Hermitian inner
product under unitary transformations – including U(1) – and the compen-
sation of R+

0 -dilatations within the conformal factor 〈ψ |ψ〉−1.
The generating vector field of C0-transformations on H0 on the other hand
is defined by 〈

ψ

∣∣∣∣ ∂∂ψ
〉

:= qj
∂

∂qj
+ pj

∂

∂pj
+ i

(
qj

∂

∂pj
− pj

∂

∂qj

)
. (1.64)

and implies

τH0

〈
ψ

∣∣∣∣ ∂∂ψ
〉

=
〈ψ |dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 〈ψ |ψ〉
〈ψ |ψ〉2

, (1.65)

i.e.

τH0

〈
ψ

∣∣∣∣ ∂∂ψ
〉

= 0. (1.66)

In this way we conclude that

τH0 =
〈dψ ⊗F dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 ⊗F 〈dψ |ψ〉
〈ψ |ψ〉2

is a pulled-back tensor from the projective Hilbert P(H) space toH0, induced
by the C0-fiber bundle submersion

H0 → P(H). (1.67)

Hence, with τH0 we are able to relate a structure on H0 to a corresponding
structure on the space of (pure) quantum states. Note in this regard that
while a projective Hilbert space is known to admit a Kählerian structure [61],
it is clear that τH0 is neither a Kählerian nor a Hermitian tensor field, as long
as it is defined as degenerate structure on the whole punctured Hilbert space
H0, i.e. on the total space of the C0-bundle over the projective Hilbert space.
To illustrate how the geometry of P(H) may be ‘viewed’ onH, we remark the
following: For instance, if we consider a local section from U ⊂ CP 1 ∼= S2 to
H0
∼= C2

0, the section will look like a local part of S2, say S2 without a point.
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However, as the horizontal distribution is not involutive, it is not possible to
identify S2 as an ‘integral leave’ of the horizontal distribution. The best we
can achieve is an orbit of SU(2) in H0

∼= C2
0 which covers S2, according to

the Hopf fibration

S3 S1

−→ S2. (1.68)

A geometric characterization finally, may then be achieved by a pull-back of
τH0 on SU(2) ∼= S3. We will discuss in more general terms such a pull-back
procedure in the following chapter.
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2 The pull-back on orbits in H0

2.1 The general case

As a next step we will work out a procedure how to apply the structure

τH0 =
〈dψ ⊗F dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 ⊗F 〈dψ |ψ〉
〈ψ |ψ〉2

for a tensorial characterization of manifolds being related to orbits of (pure)
quantum states. As a preliminary step we will introduce the notion of an
orbit in a Hilbert space, which we will mainly encounter in the following
chapters.

Definition 2.1 (G ·U |0〉-orbit). Let G be a finite dimensional Lie group and

U : G → U(H) (2.1)

a unitary representation U(·) of elements g ∈ G in a Hilbert space H. Then
the subset

O := {|g〉 ≡ U(g) |0〉 |g ∈ G} ⊂ H (2.2)

is called G ·U |0〉-orbit of a fiducial vector |0〉 ∈ H0.

Since quantum states are considered as points in the projective Hilbert
space, which are complex rays in the Hilbert space, it may become clear that
any G ·U |0〉-orbit is a covering of a corresponding orbit of quantum states.
More specific, we have:

Proposition 2.2 (Orbit of pure quantum states). For a given G ·U |0〉-orbit
O there is an orbit of pure quantum states in the projective Hilbert space
R(H) defined by a quotient space

Q ∼= O/U(1). (2.3)

Proof. In dependence of the fiducial vector |0〉 ∈ H0 and the chosen repre-
sentation U , one will have topological distinguished orbits, defined by the
quotient space

O ∼= G/G0 (2.4)

with isotropy group

G0 := {h ∈ G|U(h) |0〉 = |0〉}. (2.5)
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Any given G ·U |0〉-orbit is now related to an orbit of (pure) quantum states

Q ∼= G/GU(1)
0 (2.6)

whenever we consider an extended subgroup defined by

GU(1)
0 := {h ∈ G|U(h) |0〉 = eiα(h) |0〉}. (2.7)

This implies the identification of points of a G ·U |0〉-orbit which differ by
a U(1)-phase coming along the character representation of the subgroup

GU(1)
0 ⊂ G.

Remark 2.3. Note that an orbit of quantum states is not equivalent to a
system of generalized coherent states according to Perelomov [66], because we
are not requiring completeness of our orbit of quantum states, or equivalently
we are not requiring the representation to be irreducible.

The following theorem provides an identification of tensorial structures
on Lie groups G being induced by orbits of quantum states, or, more precise,
their covering given by G ·U |0〉-orbits in a Hilbert space.

Theorem 2.4. Let {θj}j∈J be a basis of left-invariant 1-forms on G and let
{Xj}j∈J be a Lie algebra basis of G with {iR(Xj)}j∈J , its representation in the
Lie-Algebra of U(H) associated to a unitary representation U : G → U(H).
For a given G ·U |0〉-orbit O in H0 there exists a pull-back of the tensor field

τH0 =
〈dψ ⊗F dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 ⊗F 〈dψ |ψ〉
〈ψ |ψ〉2

(2.8)

from H0 to G, defined by

τG :=

(
〈0|R(Xj)R(Xk) |0〉

〈0 |0〉
− 〈0|R(Xj) |0〉 〈0|R(Xk) |0〉

〈0 |0〉2

)
θj ⊗ θk. (2.9)

Proof. A G ·U |0〉-orbit O in H0 implies a family of actions defined by a
representation homomorphism, which respects the differentiability class of
the Lie group manifold, which is analytical for finite dimensional Lie groups
[60].
This family of actions on the fiducial vector |0〉 ∈ H0 implies therefore a
smooth map

fG : G →O ⊂ H0 (2.10)

g 7→U(g) |0〉 := |g〉 (2.11)
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by means of the unitary representation U . This induces a pull-back of the
coordinate functions

〈ej |ψ〉 = zj(ψ) ∈ Lin(H) ⊂ F(H) (2.12)

on the Hilbert space to functions on the Lie group G according to

〈ej |g〉 := f ∗Gz
j(ψ) ∈ F(G). (2.13)

A vector valued 0-form

|ψ〉 =
∑
j

〈ej |ψ〉 |ej〉 =
∑
j

zj(ψ) |ej〉 (2.14)

on the Hilbert space becomes in this way pulled-back to a vector valued
0-form

|g〉 =
∑
j

〈ej |g〉 |ej〉 =
∑
j

f ∗Gz
j(ψ) |ej〉 (2.15)

on G. Hence, we may set
f ∗G |ψ〉 := |g〉 , (2.16)

where the pull-back operation f ∗ acts on |ψ〉, similarly to the exterior deriva-
tive operation d |ψ〉 := |dψ〉 by acting on the coefficients 〈ej |ψ〉 of the basis
expansion. It follows then from

f ∗ ◦ d = d ◦ f ∗ (2.17)

that

f ∗GτH0 =f ∗G

(
〈dψ ⊗F dψ〉
〈ψ |ψ〉

− 〈ψ |dψ〉 ⊗F 〈dψ |ψ〉
〈ψ |ψ〉2

)
(2.18)

=
〈dg ⊗f∗F dg〉
〈g |g〉

− 〈g |dg〉 ⊗f
∗F 〈dg |g〉

〈g |g〉2
(2.19)

holds, where f ∗F denotes the pull-back of the module F := T 0
1 (H) of scalar-

valued 1-forms onH to scalar-valued 1-forms on the Lie group G. To evaluate
d |g〉 ≡ |dg〉, we identify the left invariant 1-forms

U(g)−1dU(g) ≡ iR(Xj)θ
j, (2.20)
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on the Lie group manifold G with values in the operators iR(Xj) ∈ u(H) of
the Lie algebra representation. Here one finds

d |g〉 = |dg〉 = dU(g) |0〉 = U(g)U(g)−1dU(g) |0〉 = iU(g)R(Xj)θ
j |0〉 (2.21)

and therefore a pull-back tensor on the Lie group given by

〈dg ⊗f∗F dg〉
〈g |g〉

− 〈g |dg〉 ⊗f
∗F 〈dg |g〉

〈g |g〉2

=

(
〈0|R(Xj)R(Xk) |0〉

〈0 |0〉
− 〈0|R(Xj) |0〉 〈0|R(Xk) |0〉

〈0 |0〉2

)
θj ⊗f∗F θk. (2.22)

We underline that the pull-back tensor construction which we have made
explicit here depends on the choice of two basic ‘ingredients’, namely

• the fiducial quantum state |0〉 ∈ H0, and

• the Lie algebra representations of the Lie group G.

Once these two ingredients are chosen, the theorem above implies several
immediate statements. They are listed as follows.

Corollary 2.5. τG decomposes into a symmetric and an anti-symmetric ten-
sor field

τG ≡ G+ iΩ, (2.23)

on G according to

G =

(
〈0| [R(Xj), R(Xk)]+ |0〉

〈0 |0〉
− 〈0|R(Xj) |0〉 〈0|R(Xk) |0〉

〈0 |0〉2

)
θj � θk. (2.24)

Ω =

(
〈0| [R(Xj), R(Xk)]− |0〉

〈0 |0〉

)
θj ∧ θk. (2.25)
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Proof. The identification of a real symmetric and an imaginary antisymmet-
ric part of the pulled back tensor field is provided by means of the anti-
commutators and commutators defined according to

[R(Xj), R(Xk)]+ :=
1

2
(R(Xj)R(Xk) +R(Xk)R(Xj)) (2.26)

[R(Xj), R(Xk)]− :=
1

2i
(R(Xj)R(Xk)−R(Xk)R(Xj)). (2.27)

Corollary 2.6. τG defines a pull-back tensor field on G, induced by the pro-
jection

G → G/G0
∼= O, (2.28)

from a covariant tensor field on a G ·U |0〉-orbit O.

Proof. O is a homogeneous space providing a smooth submanifold in H0.
The restriction of τH0 on this submanifold defines a covariant tensor field.
The pull-back of this restricted tensor field on G is then induced by means
of the action of the group G,

f : G →O ⊂ H0 (2.29)

g 7→U(g) |0〉 := |g〉 . (2.30)

Remark 2.7. In more general terms, we may identify for a given projection
G → G/G0, the pull-back of the full covariant tensor algebra on G/G0 to a
sub-algebra of the covariant tensor algebra on G.

In this regard we find:

Corollary 2.8. τG defines a pull-back tensor field on G, induced by the pro-
jection

G → G/GU(1)
0
∼= Q, (2.31)

form a covariant tensor field on a orbit Q ∼= O/U(1) of quantum states.
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Proof. τH0 is a pulled-back tensor from the projective Hilbert P(H) space to
H0, induced by the C0-principal bundle projection

H0 → P(H). (2.32)

This follows from the invariance along C0-transformations and the fact that
the infinitesimal generators of this action belong to the kernel of τH0 . Hence,
the U(1)-principal bundle projection

O → O/U(1) ⊂ P(H), (2.33)

induces a pull-back tensor field on O, which coincides with the restriction of
τH0 on O. With corollary 2.6 it follows the statement, once we identify the
projection G → Q with the composition of projections

G → G/G0 → G/GU(1)
0
∼= Q. (2.34)

Corollary 2.9. The covariant rank-2 tensor field τG associates to all group
elements g ∈ G a left-invariant map

TgG × TgG ×R(H)→ C, (2.35)

defining a pure quantum state-dependent bilinear form on its Lie algebra
Lie(G) ∼= TeG, which coincides with a covariance matrix evaluated on a rank-
1 projector in u∗(H).

Proof. The left invariant 1-forms

θj : G → T ∗G ∼= G × T ∗e G (2.36)

define a trivialization of the cotangent bundle of the group manifold G. Once
the representation is fixed we may discuss the dependence of the pulled-back
tensor

τG ≡ Tjkθ
j ⊗ θk (2.37)

on the choice of fiducial vector |0〉, which is completely encoded in the coef-
ficients, collected into a coefficient matrix

(Tjk) ∈ Cd×d, d = DimR(G) (2.38)
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with

Tjk =
〈0|R(Xj)R(Xk) |0〉

〈0 |0〉
− 〈0|R(Xj) |0〉 〈0|R(Xk) |0〉

〈0 |0〉2
. (2.39)

In particular by relating the fiducial vector |0〉 on the Hilbert space to a
(Hermitian inner product dependent) rank-1 projector

ρ0 :=
|0〉 〈0|
〈0 |0〉

(2.40)

in the dual of the Lie-algebra u∗(H), we see that Tjk becomes related to the
coefficients of a covariance matrix evaluated on such a rank-1 projector ρ0

according to

Tjk(ρ0) ≡ Tr(ρ0R(Xj)R(Xk))− Tr(ρ0R(Xj))Tr(ρ0R(Xk)). (2.41)

Hence, we have a state dependent bilinear form on the Lie-algebra of G,
provided by the map

(Xj, Xk) 7→ Tjk(ρ0), (2.42)

once we take into account the bijection

[|0〉]↔ ρ0 (2.43)

between the space of raysR(H) and the set of rank-1 projectors in u∗(H).

In this regard we may observe by considering a Bloch-representation ex-
pansion

ρ0 ≡
∑
a

raσa ∈ u∗(H) (2.44)

with real components ra ∈ R, and {σa}a∈J a trace-orthonormal basis on
u∗(H), a decomposition of the tensor-coefficients into terms which are linearly
and non-linearly dependent in the real components ra ∈ R of the pure state
ρ0 ∑

a

raTr(σaR(Xj)R(Xk))−
∑
a,b

rarbTr(σaR(Xj))Tr(σbR(Xk)). (2.45)

Since the non-linear terms will vanish for the antisymmetric part of the ten-
sor, it is sufficient to identify the linear part

L :=

(
〈0| [R(Xj), R(Xk)]+ |0〉

〈0 |0〉

)
θj � θk (2.46)
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as part of the symmetric tensor

G =

(
L− 〈0|R(Xj) |0〉 〈0|R(Xk) |0〉

〈0 |0〉2

)
θj � θk. (2.47)

The degeneracy of the pull-back tensors is encoded by the choice of the fidu-
cial state, which determines the dimension of the isotropy group.
In this way we may encounter possible applications within the framework of
quantum mechanics by giving a geometrical description of quantum states,
once the latter are associated to fiducial states within our pull-back con-
struction. For this purpose we will focus in the following sections on how to
compute explicitly these tensor coefficient matrices on orbits generated by
means of finite dimensional unitary subgroups in finite dimensional Hilbert
spaces.
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2.2 Pull-back tensors induced by the defining repre-
sentation

In the simplest case we have G = Aut(H) = U(n). Along with the cor-
responding defining representation of the n2-dimensional real Lie algebra
u(n) ∼= Rn2

we set
R(iσj) = σj, (2.48)

where {iσj}0≤j≤n2−1 denotes an orthonormal basis of the Lie algebra given by
the generalized Pauli-matrices (multiplied by the imaginary unit i). These
matrices are (without the imaginary unit i) Hermitian and share the proper-
ties2

σ0 =1 (2.49)

Tr(σj) = 0, for j > 0 (2.50)

Tr(σjσk) = 2δjk (2.51)

[σj, σk]− = cjklσl (2.52)

[σj, σk]+ =
2

n
δjkσ0 + djklσl, (2.53)

where cjkl and djkl denote full anti-symmetric and symmetric structure con-
stants of the Lie-algebra u(n). Note that the orthonormalization (2.51) is
implied in the other properties within the decomposition

σjσk = [σj, σk]+ + i[σj, σk]−. (2.54)

A (degenerate) tensor field on U(n) is then induced by an orbit

Q ∼= U(n)/GU(1)
0
∼= O/U(1) (2.55)

2We use here and in the following the convention:

[A,B]+ :=
1
2

(AB +BA)

[A,B]− :=
1
2i

(AB −BA).
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of quantum states generated by the defining representation in Cn. It is given
according to Theorem 2.4 by

τG =

(
〈0|σjσk |0〉
〈0 |0〉

− 〈0|σj |0〉 〈0|σk |0〉
〈0 |0〉2

)
θj ⊗ θk, (2.56)

unveiling according to Corollary 2.5 a decomposition

τG = G+ iΩ (2.57)

into a symmetric and anti-symmetric structure

G =

(
〈0| [σj, σk]+ |0〉
〈0 |0〉

− 〈0|σj |0〉 〈0|σk |0〉
〈0 |0〉2

)
θj � θk. (2.58)

Ω =

(
〈0| [σj, σk]− |0〉
〈0 |0〉

)
θj ∧ θk. (2.59)

By means of (2.52), (2.53) we conclude:

Proposition 2.10. Let {iσj}0≤j≤n2−1 be a trace-orthonormal basis of the
Lie-algebra u(n) and U(g) = g a defining representation of G = U(n) on a
Hilbert space (Cn, τH0). For any given U(n) ·U |0〉-orbit O one finds then a
pull-back structure τU(n) = G+ iΩ, decomposed into

L =

(
2δjk + djkl

〈0|σl |0〉
〈0 |0〉

)
θj � θk, (2.60)

G =

(
L− 〈0|σj |0〉 〈0|σk |0〉

〈0 |0〉2

)
θj � θk, (2.61)

Ω =

(
cjkl
〈0|σl |0〉
〈0 |0〉

)
θj ∧ θk, (2.62)

i.e. , a real symmetric tensors G (containing the linear part L) and an imag-
inary anti-symmetric tensor Ω.

Remark 2.11. All symmetrized and anti-symmetrized tensor coefficients
may considered as measurable quantities, provided by the fact of being re-
lated to expectation values of observables in u∗(n).
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In this regard it may be instructive to focus on the linear part

L =

(
〈0| [σj, σk]+ |0〉
〈0 |0〉

)
θj � θk (2.63)

of the symmetric tensor. It has not the generator σ0 = 1 of the action of
the 1-dimensional unitary subgroup, being responsible for the multiplicative
factorization into

U(n) = eiφSU(n), eiφ ∈ U(1) (2.64)

in its kernel. In agreement with section 1.3, the symmetric pull-back tensor
G will be degenerate in respect to this 1-dimensional subgroup action, since
we have

G(0k) =
〈0| [σ0, σk]+ |0〉
〈0 |0〉

− 〈0|σ0 |0〉 〈0|σk |0〉
〈0 |0〉2

(2.65)

=L(0k) −
〈0 |0〉 〈0|σk |0〉
〈0 |0〉2

= 0, (2.66)

with

L(0k) =
〈0|σk |0〉
〈0 |0〉

, (2.67)

by setting j = 0 and 0 ≤ k ≤ n2 − 1.

2.2.1 U(2) in C2

Let us illustrate the corresponding pull-back structures on the simplest non-
trivial example given for the case n = 2. Here we note that all symmetric
structure constants djkl vanish, i.e. to evaluate the pull-back tensor on the
group U(2) from related orbits in the defining representation, we have to
consider according to Proposition 2.10

L = 2δjkθ
j � θk. (2.68)

G =

(
2δjk −

〈0|σj |0〉 〈0|σk |0〉
〈0 |0〉2

)
θj � θk. (2.69)

Ω =

(
cjkl
〈0|σl |0〉
〈0 |0〉

)
θj ∧ θk (2.70)

38



with {iσj}0≤j≤4, the standard Pauli-matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
and σ0 = 1. To give an explicit evaluation we identify a generic fiducial
vector in the two-dimensional punctured Hilbert space H0

∼= C2 − {0},

|0〉 = c1

(
1
0

)
+ c2

(
0
1

)
, (2.71)

in an eigenvector basis of σ3 with complex coefficients cj ∈ C. Note that
we will not impose any normalization condition on the coefficients. We may
take into account a normalization afterwards, whenever we consider the map

|0〉 7→ ρ0 :=
|0〉 〈0|
〈0 |0〉

∈ u∗(2). (2.72)

In particular, by decomposing the complex coefficients of the fiducial vector
in polar coordinates, we set3

|0〉 ≡
(
r1e

iβ1

r2e
iβ2

)
, rj ∈ R+, βj ∈ [0, 2π) (2.73)

and find the coefficient matrices of the pull-back tensor field on U(2), having
on all tangent spaces constant values via the left-invariant bi-linear forms on
its Lie algebra u(2) ∼= R4 according to

(L(jk)) =


1 2 cos(β1−β2)r1r2

r21+r22

2 sin(β1−β2)r1r2
r21+r22

2r21
r21+r22

− 1
2 cos(β1−β2)r1r2

r21+r22
1 0 0

2 sin(β1−β2)r1r2
r21+r22

0 1 0
2r21
r21+r22

− 1 0 0 1


(2.74)

3Note that these coordinates may become singular in any single 1-dimensional subspace.
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(G(jk)) =



0 0 0 0

0
r41−2 cos(2(β1−β2))r22r

2
1+r42

(r21+r22)2
−2 sin(2(β1−β2))r21r

2
2

(r21+r22)2

2 cos(β1−β2)r1r2(r22−r21)
(r21+r22)2

0 −2 sin(2(β1−β2))r21r
2
2

(r21+r22)2

r41+2 cos(2(β1−β2))r22r
2
1+r42

(r21+r22)2

2 sin(β1−β2)r1r2(r22−r21)
(r21+r22)2

0
2 cos(β1−β2)r1r2(r22−r21)

(r21+r22)2

2 sin(β1−β2)r1r2(r22−r21)
(r21+r22)2

4r21r
2
2

(r21+r22)2


(2.75)

(Ω[jk]) =


0 0 0 0

0 0
2r21
r21+r22

− 1 −2 sin(β1−β2)r1r2
r21+r22

0 1− 2r21
r21+r22

0 2 cos(β1−β2)r1r2
r21+r22

0 2 sin(β1−β2)r1r2
r21+r22

−2 cos(β1−β2)r1r2
r21+r22

0

 . (2.76)

By comparing the tensor coefficients with the matrix elements of a pure
density state ρ0 ∈ u∗(2) associated to the fiducial vector |0〉

ρ0 :=
|0〉 〈0|
〈0 |0〉

=
1

r2
1 + r2

2

(
r2

1 eiβ2−iβ1r1r2

eiβ1−iβ2r1r2 r2
2

)
, (2.77)

we see that the above pull-back tensor coefficients contain the information
on the superposition composition of the state in dependence of the chosen
basis of eigenvectors, resp. the chosen initial experimental setup (for instance
the orientation of a Stern-Gerlach magnet).
In particular, ‘off-diagonal’ terms appearing with a phase difference like

ei(β1−β2)r1r2, (2.78)

are usually associated with interference phenomena in typical quantum me-
chanical experiments4. Moreover, we discover also new relational terms, like
the difference of the amplitudes

r2
2 − r2

1, (2.79)

4We remark in this regard, that such quadratic terms may also occur in interference
phenomena associated to classical electromagnetism.
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given in the symmetric coefficients G13 and G23 in (2.75). In this regard we
may focus on the ‘collapsed’ tensor, once we perform the pull-back with a
fiducial vector which is an eigenvector to σ3, say

|0〉 ≡
(

1
0

)
. (2.80)

Here we find

(L(jk)) =


1 0 0 1
0 1 0 0
0 0 1 0
1 0 0 1

 (2.81)

(G(jk)) =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (2.82)

(Ω[jk]) =


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

 . (2.83)

In this way we may compare both triples (2.74)-(2.76) and (2.81)-(2.83) of
pull-back tensors and conclude that there exists different degrees of degen-
eracy on the Lie group manifold U(2) in dependence of their fiducial vector.
In particular, whereas we find always a non-degenerate symmetric structure
L, the symmetric tensor field G may admit a higher degree of degeneracy in
the case of an eigenvector in contrast to a super-position vector as one can
see from the comparison between (2.82) and (2.75). This difference on the
degree of degeneracy is physically denoted in terms of the deviation of the
expectation value associated to the σ3 Pauli-matrix given by

G33 =
〈0|σ2

3 |0〉
〈0 |0〉

− 〈0|σ3 |0〉2

〈0 |0〉2
=

4r2
1r

2
2

(r2
1 + r2

2) 2
(2.84)

in (2.75), which vanishes according to (2.82) if the fiducial state is in an
eigenstate of σ3, resp. iff one of the amplitudes rj is zero.
For the anti-symmetric part Ω in (2.76), we find that the different degrees of
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degeneracy on the 4-dimensional group manifold U(2) is encoded up to the
normalization exactly in the interference terms, recovered by the sum

Ω13 + iΩ23 =
ei(β1−β2)r1r2

r2
1 + r2

2

. (2.85)

According to the Corollaries 2.6 and 2.8 in the previous section, we may
identify these tensor fields on U(2), induced by the composition of projections

U(2)→ S3 → S2, (2.86)

as pulled-back tensor fields from a U(2)U |0〉-orbit

O ∼= U(2)/U(1) ∼= S3 (2.87)

diffeomorphic to a 3-sphere, resp. as pull-back tensor fields from the 2-dimensional
orbit of quantum states

O/U(1) ∼= U(2)/U(1)× U(1) ∼= S2 (2.88)

diffeomorphic to a 2-sphere.

2.2.2 U(3) in C3

By going to higher dimensional examples we will expect much richer struc-
tures. In particular by going to one higher dimension, we will encounter the
9-dimensional Lie group U(3). A commonly used basis for its Lie algebra is
given by the Gell-Mann matrices

λ1 =

 0 1 0
1 0 0
0 0 0

λ2 =

 0 −i 0
i 0 0
0 0 0

λ3 =

 1 0 0
0 −1 0
0 0 0

 (2.89)

λ4 =

 0 0 1
0 0 0
1 0 0

λ5 =

 0 0 −i
0 0 0
i 0 0

λ6 =

 0 0 0
0 0 1
0 1 0

 (2.90)

λ7 =

 0 0 0
0 0 −i
0 i 0

λ8 =


1√
3

0 0

0 1√
3

0

0 0 −2√
3

λ0 =

 1 0 0
0 1 0
0 0 1

 . (2.91)
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An important difference to the lower dimensional case of U(2) is that we will
have to take into account non-trivial symmetric structure coefficients denoted
in the following by djkl. The pull-back tensor fields on U(3) become in this
Lie algebra basis written as follows

L =

(
2δjk + djkl

〈0|λl |0〉
〈0 |0〉

)
θj � θk. (2.92)

G =

(
2δjk + djkl

〈0|λl |0〉
〈0 |0〉

− 〈0|λj |0〉 〈0|λk |0〉
〈0 |0〉2

)
θj � θk. (2.93)

Ω =

(
cjkl
〈0|λl |0〉
〈0 |0〉

)
θj ∧ θk. (2.94)

Let us consider in this regard a fiducial vector associated to a 3-level quantum
state. By using again a corresponding polar coordinate decomposition

|0〉 ≡

r1e
iβ1

r2e
iβ2

r3e
iβ3

 ∈ C3, rj ∈ R+, βj ∈ [0, 2π) (2.95)

we find an associated density state

ρ0 :=
|0〉 〈0|
〈0 |0〉

=
1

r2
1 + r2

2 + r2
3

 r2
1 eiβ2−iβ1r1r2 eiβ3−iβ1r1r3

eiβ1−iβ2r1r2 r2
2 eiβ3−iβ2r2r3

eiβ1−iβ3r1r3 eiβ2−iβ3r2r3 r2
3

 ,

(2.96)
where several distinguished ‘interference terms’ emerge in the off-diagonal
elements. In the previous example we have seen that the anti-symmetric pull-
back tensor coefficients on U(2) contain the information on interference phe-
nomena associated to a superposition of two vectors.
In this regard we may focus again on the anti-symmetric part, this time by
performing the pull-back on U(3) with fiducial vectors given by (2.95). The
result on the following page in (2.100) defines a degenerate anti-symmetric
bi-linear form on the Lie algebra u(3) ∼= R9, where we used the short-hand
notation

βab := βa − βb (2.97)

βabcb := βab − βcb (2.98)
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for the individual phase-differences, and

rab := rarb (2.99)

for the amplitude multiplications within the interference terms. It is inter-
esting to observe that also new types of relations emerge, like the difference
of the individual amplitudes ra− rb, a feature which has been only ‘detected’
in the symmetric part (2.75) of the pull-back tensor in the previous example
on U(2). On the 9-dimensional manifold U(3), we find in this regard an
anti-symmetric bilinear form on u(3) ∼= R9, which is illustrated on the next
page in (2.100).
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For the symmetric part of the pull-back tensor on U(3) it is clear that a
richer variety of degenerate structures emerge than on U(2), once we consider
the ‘collapse’ of the fiducial vector to either 1- or 2-dimensional subspaces of
the Hilbert space.
For pure technical reasons coming along the illustration of the symmetric part
of the pull-back tensor, we may consider in the following the pull-back on the
subgroup SU(3) defining a corresponding bi-linear form on the 8-dimensional
Lie algebra and define furthermore a decomposition into sub-matrices,

(G(jk)) :=

(
(GA

(jk)) (GC
jk)

(GC
jk) (GB

(jk))

)
(2.101)

with

(GA
(jk)) ⊂ (G(jk)) :⇔ 1 6 j, k 6 4 (2.102)

(GB
(jk)) ⊂ (G(jk)) :⇔ 5 6 j, k 6 8 (2.103)

(GC
jk) ⊂ (G(jk)) :⇔ 1 6 j 6 4; 5 6 k 6 8. (2.104)

Like in the case of the anti-symmetric tensor, the vector field along the ‘miss-
ing’ λ0 generator will be in the kernel of the associated symmetric bi-linear
form. On the following pages one finds the results for these sub-matrices.
The bi-linear form associated to the symmetric tensor L is illustrated on the
whole Lie algebra of U(3) and will be always non-degenerate like in the case
of U(2).
This is in agreement with the fact that L corresponds to the ‘conformal’
Riemannian tensor field on H0

∼= C3−{0} while G and Ω are associated via
pull-back with tensor fields from the space of rays R(C3) ∼= CP 2.
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2.3 Pull-back tensors induced by representations of
unitary subgroups

We have seen in the previous section how the choice of a fiducial vector selects
a bi-linear form on a Lie algebra, which has been associated to a pull-back
tensor field from an orbit to the corresponding Lie group. In this section
we will encounter the fact that even though we fix the choice of the fiducial
vector, we will still have a variety of possibilities to realize different pull-
back tensor fields on the Lie group and therefore different bi-linear forms
on the Lie algebra: In particular one has more than one representation of
the given Lie group G for considering an induced pull-back construction.
Of course a general treatment would imply to encounter a comprehensive
representation theoretical framework which would run out of the scope of
this underlying work. Instead of making general claims, we may nevertheless
discuss the difference between different representations in terms of our here
presented pull-back procedure from a given Hilbert space in finite dimensions
by focusing on special classes of examples.

2.3.1 Two different representations of SU(2) on C3

The simplest non-trivial example is given by

G ≡ SU(2), (2.109)

acting on a 3-dimensional Hilbert space, inducing the representation depen-
dent map

fU : SU(2)→C3 (2.110)

g 7→U(g) |0〉 := |g〉 . (2.111)

which is generated by the representation dependent Lie algebra-valued 1-
forms

U(g)−1dU(g) = iR(iσj)θj(g), (2.112)

according to the Lie algebra- and associated Lie group representations

SU(2)
U−−−→ U(3)

exp

x exp

x
su(2)

iR−−−→ u(3),

49



with the Pauli-matrices σj ∈ su∗(2).
In particular, we would like to see the difference between a reducible and
an irreducible representation. For this purpose we note that the Lie-algebra
generators iλj of SU(3) given by the Gell-Mann-matrices, will establish a
reducible representation of SU(2) on C3 in terms of a SU(3)-subgroup for j ∈
{1, 2, 3} and an irreducible representation for j ∈ {2, 5, 7}. This difference
may be understood from the fact that the first three generators

λ1 =

 0 1 0
1 0 0
0 0 0

λ2 =

 0 −i 0
i 0 0
0 0 0

λ3 =

 1 0 0
0 −1 0
0 0 0

 (2.113)

admit in contrast to the later, with

λ5 =

 0 0 −i
0 0 0
i 0 0

λ7 =

 0 0 0
0 0 −i
0 i 0

 (2.114)

an invariant decomposition into 2+1-dimensional subspaces in C3. We have
therefore

R(iσj) = λj

{
j ∈ {1, 2, 3}, a reducible representation

j ∈ {2, 5, 7}, an irreducible representation.
(2.115)

By setting as fiducial vector

|0〉 ≡

r1e
iβ1

r2e
iβ2

r3e
iβ3

 ∈ C3
0, rj ∈ R+

0 , βj ∈ [0, 2π) (2.116)

we may compute the pull-back tensors on the 3-dimensional manifold SU(2) ∼=
S3 according to Theorem 2.4. We will distinguish in the following the de-
pendence of the representation with a corresponding upper script notation
T 1,2,3 for the reducible case, resp.T 2,5,7 for the irreducible case.
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We may start by focusing on the linear part of the symmetric pull-back tensor

(L1,2,3
jk ) =


r21+r22

r21+r22+r23
0 0

0
r21+r22

r21+r22+r23
0

0 0
r21+r22

r21+r22+r23

 (2.117)

(L2,5,7
jk ) =


r21+r22

r21+r22+r23

cos(β23)r23
r21+r22+r23

− cos(β13)r13
r21+r22+r23

cos(β23)r23
r21+r22+r23

1− r22
r21+r22+r23

cos(β12)r12
r21+r22+r23

− cos(β13)r13
r21+r22+r23

cos(β12)r12
r21+r22+r23

1− r21
r21+r22+r23

 , (2.118)

where we observe that only the irreducible representation-dependent pull-
back contains the phase differences associated to the ‘interference terms’.
When we focus on the other hand on the symmetric tensors G1,2,3 and G2,5,7

on the following pages, the information on the superposition of the state ap-
pears in both cases. The irreducible counterpart G2,5,7 contains nevertheless
again more information, in particular in terms of the individual difference on
phase differences

βabcb := βab − βcb (2.119)

with βab := βa − βb not contained in the ‘ordinary’ interference terms ap-
pearing in the pure density matrix ρ0, as indicated in the previous section
according to

ρ0 :=
|0〉 〈0|
〈0 |0〉

=
1

r2
1 + r2

2 + r2
3

 r2
1 eiβ2−iβ1r1r2 eiβ3−iβ1r1r3

eiβ1−iβ2r1r2 r2
2 eiβ3−iβ2r2r3

eiβ1−iβ3r1r3 eiβ2−iβ3r2r3 r2
3

 .
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By focusing finally on the anti-symmetric part of the pull-back tensor we
find:

(Ω1,2,3
jk ) =


0

r21−r22
r21+r22+r23

−2 sin(β12)r12
r21+r22+r23

r22−r21
r21+r22+r23

0 2 cos(β12)r12
r21+r22+r23

2 sin(β12)r12
r21+r22+r23

−2 cos(β12)r12
r21+r22+r23

0

 (2.122)

(Ω2,5,7
jk ) =


0 sin(β23)r23

r21+r22+r23
− sin(β13)r13

r21+r22+r23

− sin(β23)r23
r21+r22+r23

0 sin(β12)r12
r21+r22+r23

sin(β13)r13
r21+r22+r23

− sin(β12)r12
r21+r22+r23

0

 . (2.123)

Here it appears that it is the reducible rather than the irreducible representa-
tion dependent pulled back tensor, which contains an additional information
on the state by means of the differences on the amplitudes

r2
a − r2

b , (2.124)

being not contained in the state ρ0.
Let us comment these results with a possible outlook on their applications.
We have seen in the pull-back procedure of the previous section that a given
defining representation will admit additional structures with increasing di-
mensions. Nevertheless one may consider lower dimensional group actions,
whenever we know which particular information we shall extract from the
quantum state associated to a higher dimensional Hilbert space.

2.3.2 Representations of U(1) on Cn

In the most extreme case, we may consider the representations of an one
dimensional Lie group, given by U(1). In this case however, we will en-
counter only the ‘diagonal elements’ Ljj, Gjj and Ωjj = 0 of the higher di-
mensional representation-dependent pull-back tensor fields on 1-dimensional
orbits. More specific, we will have the Lie algebra representations of the
generator of U(1) given by the imaginary unit i, where we may set without
loss of generality

R(j)(i) ≡ σj ∈ u∗(n) (2.125)
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for each representation in a given Hilbert space H ∼= Cn and find

L =

(〈0|σ2
j |0〉

〈0 |0〉

)
θj � θj (2.126)

G =

(〈0|σ2
j |0〉

〈0 |0〉
− 〈0|σj |0〉

2

〈0 |0〉2

)
θj � θj. (2.127)

Ω =0 (2.128)

as pull-back tensor fields on U(1) ∼= S1.

2.3.3 Product representation of U(n)×U(n) on Cn2

A natural class of unitary subgroups arises by proceeding to composite quan-
tum systems being realized by means of tensor products of Hilbert spaces,
each of complex dimension n,

H := HA ⊗HB
∼= Cn ⊗ Cn ∼= Cn2

(2.129)

yielding Hilbert spaces of complex dimension n2. Within the associated uni-
tary group U(n2) acting on H ∼= Cn2

, we encounter the unitary subgroup

U(n)× U(n) ⊂ U(n2). (2.130)

To identify a well-defined action of

G ≡ U(n)× U(n) (2.131)

on the tensor-product Hilbert space we may consider a product representation

G = U(n)× U(n)→U(n2) (2.132)

g ≡ (gA, gB) 7→U(g) ≡ gA ⊗ gB (2.133)

and find:

Proposition 2.12. Let H := HA ⊗ HB
∼= Cn ⊗ Cn be a composite Hilbert

space, let {iσj}0≤j≤n2−1 be a trace-orthonormal basis of the Lie-algebra u(n)
and let U be a product representation of G = U(n)×U(n) on the Hilbert space
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(H, τH0). For a given U(n)×U(n) ·U |0〉-orbit O there exists on U(n)×U(n)
a pull-back tensor field τU(n)×U(n), having a coefficient matrix

(Tjk) =

(
(GA

(jk)) (GAB
jk )

(GAB
jk ) (GB

(jk))

)
+ i

(
(ΩA

[jk]) 0

0 (ΩB
[jk])

)
, (2.134)

with

GA
(jk) =

〈0| [σj, σk]+ ⊗ 1 |0〉
〈0 |0〉

− 〈0|σj ⊗ 1 |0〉 〈0|σk ⊗ 1 |0〉
〈0 |0〉2

ΩA
[jk] =

〈0| [σj, σk]− ⊗ 1 |0〉
〈0 |0〉

, for 1 ≤ j, k ≤ n2; (2.135)

GB
(jk) =

〈0|1⊗ [σj−n2 , σk−n2 ]+ |0〉
〈0 |0〉

−
〈0|1⊗ σj−n2 |0〉 〈0|1⊗ σk−n2 |0〉

〈0 |0〉2

ΩB
[jk] =

〈0|1⊗ [σj−n2 , σk−n2 ]− |0〉
〈0 |0〉

, for n2 + 1 ≤ j, k ≤ 2n2; and (2.136)

GAB
jk =

〈0|σj ⊗ σk−n2 |0〉
〈0 |0〉

− 〈0|σj ⊗ 1 |0〉 〈0|1⊗ σk−n2 |0〉
〈0 |0〉2

(2.137)

for 1 ≤ j ≤ n2, n2 + 1 ≤ k ≤ 2n2.

Proof. The representation (2.133) admits a factorization

U(g) =gA ⊗ gB (2.138)

=(gA ⊗ 1)(1⊗ gB) (2.139)

:=UA(gA)UB(gB) (2.140)

into two single defining representations of gs ∈ U(n) on Hs
∼= Cn being

tensored with the identity according to

Us(gs) :=

{
gA ⊗ 1 for s = A

1⊗ gB for s = B.
(2.141)

55



In this way we encounter a commuting action

[UA(gA), UB(gB)] = 0, (2.142)

since we have
(gA ⊗ 1)(1⊗ gB) = (1⊗ gB)(gA ⊗ 1). (2.143)

With ϕj ∈ [0, 2π) and {Xj}j62n2 , a Lie algebra basis of u(n) ⊕ u(n), we
conclude within the Lie algebra representation expansion of the Lie group
representation

U(n)× U(n)
U−−−→ U(n2)

exp

x exp

x
u(n)⊕ u(n)

iR−−−→ u(n2),

that the corresponding infinitesimal action of U(g) = U(gA)U(gB) resp.

U(g) =
2n2∏
j=0

eiϕ
jR(Xj) =

n2∏
j=1

eiϕ
jRA(Xj)

2n2∏
j=n2+1

eiϕ
jRB(Xj) (2.144)

decomposes into a sum of the infinitesimal action of the defining representa-
tion tensored by the identity according to

2n2∑
j=1

ϕjR(Xj) =
n2∑
j=1

ϕjRA(iσj) +
2n2∑

j=n2+1

ϕjRB(iσj). (2.145)

:=
n2∑
j=1

ϕjσj ⊗ 1 +
2n2∑

j=n2+1

ϕj1⊗ σj−n2 . (2.146)

Hence, by means of the basis of n2 trace-orthonormal Hermitian matrices
σj ∈ u∗(n), with 1 ≤ j ≤ n2 − 1 and σ0 = 1, which we have used in
Proposition 2.10 in the previous section 2.2 within the defining representation
on a n-dimensional Hilbert space, we identify the Hermitian matrices

R(Xj) =

{
RA(Xj) = σj ⊗ 1 for 1 ≤ j ≤ n2

RB(Xj) = 1⊗ σj−n2 for n2 + 1 ≤ j ≤ 2n2,
(2.147)

defining the Lie algebra representation of the basis {Xj}j62n2 of the Lie
algebra u(n)⊕ u(n). These Hermitian matrices imply three different classes
of symmetric and anti-symmetric combinations:
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[R(Xj), R(Xk)]+ =
[(σj ⊗ 1), (σk ⊗ 1)]+ = [σj, σk]+ ⊗ 1 for 1 ≤ j, k ≤ n2

[(1⊗ σj−n2), (1⊗ σk−n2)]+ = 1⊗ [σj−n2 , σk−n2 ]+ for n2 + 1 ≤ j, k ≤ 2n2

[(σj ⊗ 1), (1⊗ σk−n2)]+ = σj ⊗ σk−n2 otherwise.

(2.148)

[R(Xj), R(Xk)]− =
[(σj ⊗ 1), (σk ⊗ 1)]− = [σj, σk]− ⊗ 1 for 1 ≤ j, k ≤ n2

[(1⊗ σj−n2), (1⊗ σk−n2)]− = 1⊗ [σj−n2 , σk−n2 ]− for n2 + 1 ≤ j, k ≤ 2n2

[(σj ⊗ 1), (1⊗ σk−n2)]− = 0 otherwise.

(2.149)

With Theorem 2.4 and a decomposition of the coefficient matrix (T(jk)) within
the pull-back tensor τU(n)×U(n) into sub-matrices

(T(jk)) :=

(
(TA(jk)) (TAB(jk))

(TAB(jk)) (TB(jk))

)
(2.150)

according to

(TA(jk)) ⊂ (T(jk)) :⇔ 1 ≤ j, k ≤ n2 (2.151)

(TB(jk)) ⊂ (T(jk)) :⇔ n2 + 1 ≤ j, k ≤ 2n2 (2.152)

(TABjk ) ⊂ (T(jk)) :⇔ otherwise, (2.153)

we end up with the statement.
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3 Application on the separability problem in

composite systems HA ⊗HB

In the following we will show a possible application of the pull-back structures
of the previous chapter in a concrete problem being of particular interest in
quantum information and quantum computation. It is given by the so-called
separability problem for pure quantum states in a composite bi-partite system.
Consider for this purpose the following definition:

Definition 3.1 (Separable and entangled vectors). A vector |ψ〉 ∈ HA⊗HB

is called separable if
|ψ〉 = |ψA〉 ⊗ |ψB〉 (3.1)

for |ψA〉 ∈ HA and |ψB〉 ∈ HB, otherwise entangled.

The notion of entanglement is the most characteristic feature, which dis-
tinguishes quantum from classical physics5. On the kinematical level it is
implemented by means of the tensor product of Hilbert spaces, which im-
plies a different increase of dimensions in respect to the cartesian product,
commonly used in classical mechanics to formulate composite systems, where
one finds

DimC(Cn ⊗ Cn) = n2 (3.2)

in contrast to
DimC(Cn × Cn) = 2n. (3.3)

It is this distinguished scaling of dimensions, which usually motivates the idea
on quantum information and quantum computation, exceeding the possibil-
ities of classical computation [74]. Crucially, also on the projective Hilbert
space of pure quantum states, where we will not have a linear structure
available to define a tensor product, we encounter a distinguished topology
from a cartesian product of two single projective Hilbert spaces unless we are
considering separable vectors on the associated Hilbert space. The separa-
bility problem concerns on the question whether a given state ‘lives’ in such

5The notion of interference is also often cited in the literature separated from entan-
glement as a ‘typical quantum phenomena’. However as we remarked before, the latter
phenomena appears indeed also in classical theories, like in electromagnetism. On the
other hand it appears that interference of states associated to tensor product Hilbert
spaces is closely related to entanglement. For an intrinsic approach on both phenomena
we refer to [58].
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a cartesian product space of two single projective Hilbert spaces or not. The
traditional approach to this problem is of operational nature and works as
follows.

3.1 Traditional algebraic approach

For a given finite dimensional product Hilbert space

HA ⊗HB
∼= Cn ⊗ Cn ∼= Cn2

(3.4)

one may start by introducing an arbitrary orthogonal tensor product basis
{|ej〉 ⊗ |ek〉}j,k∈J on HA ⊗HB. In this way any given vector |ψ〉 ∈ HA ⊗HB

is expressed in a corresponding expansion

|ψ〉 =
n∑
j=1

n∑
k=1

cjk |ej〉 ⊗ |ek〉 . (3.5)

The complex coefficients cjk of the vector can be reorganized in this regard
as coefficients of a complex n× n-matrix

(cjk) := Cψ ∈ Cn×n. (3.6)

Here we observe that any complex matrix admits a singular value decompo-
sition

Cψ 7→ UCψV
† = Diag(

√
λ1,
√
λ2, ..) := Λ, (3.7)

with (U, V ) ∈ U(n)× U(n), (3.8)

giving rise to a diagonal matrix Λ with positive and real valued entries λj > 0

related to the eigenvalues of the positive Hermitian matrix C†ψCψ. This

transformation induces a new basis {
∣∣e′j〉⊗ ∣∣d′j〉}j∈J ′ related to the old basis

{|ej〉 ⊗ |ek〉}j,k∈J by a unitary transformation yielding a corresponding new
expansion of the same state according to

|ψ〉 =
n∑
j

√
λj
∣∣e′j〉⊗ ∣∣d′j〉 . (3.9)

This particular expansion is the so-called Schmidt decomposition of a given
state (see e.g. [2]), where we observe that one has only one sum to take
into account – in contrast to the case of an arbitrary tensor product basis
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expansion (3.5). Moreover, we see that the number of complex coefficients
reduces to a lower number of coefficients, called the Schmidt coefficients λj,

admitting – as being related to eigenvalues of C†ψCψ – the property6

λj ∈ R+. (3.10)

By organizing the Schmidt-coefficients as a tuple of real numbers

−→
λ := (λ1, λ2, ..) ∈ (R+)n ⊂ Rn (3.11)

embedded in a real n-dimensional affine space, one finds in the case of nor-
malized states

〈ψ |ψ〉 = 1⇒
n∑
j

λj = 1, (3.12)

implying that the Schmidt-coefficients provide a parametrization of points

−→
λ ∈ 4n−1 ⊂ (R+)n (3.13)

on a polytope with n vertices, resp. a n-1-simplex 4n−1. In this way one
arrives to the conclusion:

Proposition 3.2. For a given vector |ψ〉 ∈ HA⊗HA
∼= Cn⊗Cn there exists

a basis, such that

|ψ〉 =
n∑
j=1

√
λj
∣∣e′j〉⊗ ∣∣d′j〉 (3.14)

holds with λj ∈ R+.

In other words: Once a Schmidt-decomposition (3.14) of a given vector
is found, the solution of the separability problem is reached:

Corollary 3.3. A normalized vector |ψ〉 ∈ HA⊗HB
∼= Cn⊗Cn is separable

⇔ There is only one non-vanishing λj = 1, (3.15)

⇔
−→
λ is a vertex of a n-1-simplex 4n−1. (3.16)

6We use the convention R+
0 := R+−{0}, i.e. R+ denotes here the real positive numbers

including zero.
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However, the associated singular value decomposition (3.7) turns out not
to be an easy computational task, in particular when one encounters increas-
ing dimensions. We may nevertheless encounter criteria with lower compu-
tational effort by relating vectors in the composite Hilbert space to their
associated reduced density states, being defined by the partial traces of the
pure state ρψ := |ψ〉 〈ψ| by

ρAψ := TrB(|ψ〉 〈ψ|), (3.17)

ρBψ := TrA(|ψ〉 〈ψ|). (3.18)

We recall the notion of a partial trace in a basis independent formulation:
We say ρAψ and ρBψ are reduced density states of the pure state ρψ iff

Tr(ρψX ⊗ 1) = Tr(ρAψ X) (3.19)

Tr(ρψ 1⊗X) = Tr(ρBψ X), (3.20)

holds for any Hermitian matrix X ∈ u∗(Hs). Here one finds

Proposition 3.4. For a given normalized vector in |ψ〉 ∈ HA ⊗HB
∼= Cn ⊗

Cn, following statements are equivalent:

|ψ〉 is separable (a)

Tr((ρAψ)2) = 1 (b)

(ρAψ)2 = ρAψ (c)

ρψ = ρAψ ⊗ ρBψ (d)

Tr(ρψσj ⊗ σk) = Tr(ρAψσj)Tr(ρBψσj), (e)

for all σj ∈ {σj}0≤j≤n2−1, denoting a trace-orthonormal basis of the space of
Hermitian matrices u∗(n).

Proof. We show first the equivalence between (a), (b), (c):
(b) ⇔ (a): Given a vector |ψ〉 ∈ HA ⊗ HB

∼= Cn ⊗ Cn, there will exists a
Schmidt-decomposition

|ψ〉 =
n∑
j

√
λj
∣∣e′j〉⊗ ∣∣d′j〉 (3.21)
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into Schmidt-coefficients λj ∈ R+, which are unique up to ordering, where
{
∣∣e′j〉⊗ ∣∣d′j〉}j∈J denote an orthonormal basis on HA⊗HB. The partial trace

of the associated pure density state

ρψ = |ψ〉 〈ψ| =
∑
j,k

√
λj
√
λk
∣∣e′j〉 〈e′k| ⊗ ∣∣d′j〉 〈d′k| (3.22)

reads

ρAψ = TrA(|ψ〉 〈ψ|) =
∑
j,k

√
λj
√
λk
〈
e′l
∣∣e′j〉 〈e′k |e′l〉 ⊗ ∣∣d′j〉 〈d′k|

=
∑
j,k

√
λj
√
λkδjlδkl

∣∣d′j〉 〈d′k|
=
∑
j,k

√
λj
√
λkδjk

∣∣d′j〉 〈d′k|
=
∑
j

λj
∣∣d′j〉 〈d′j∣∣ . (3.23)

Here one finds

Tr((ρAψ)2) = Tr(
∑
j

λ2
j

∣∣d′j〉 〈d′j∣∣) =
∑
j

λ2
j . (3.24)

Hence, (b) holds iff there exists only one non-vanishing Schmidt-coefficient
λj = 1. But according to (3.15), this is equivalent with (a).
(a) ⇒ (c): Follows directly by setting only one non-vanishing Schmidt-
coefficient λj = 1 in (3.23).
(c) ⇒ (b): Follows directly from the normalization

Tr(ρAψ) = 1. (3.25)

Next we show the equivalence between (a), (d), (e):
(a) ⇔ (d): According to (3.23) one finds

ρBψ =
∑
j

λj
∣∣e′j〉 〈e′j∣∣ . (3.26)

On the other hand we have

ρψ = |ψ〉 〈ψ| =
∣∣e′j〉 〈e′j∣∣⊗ ∣∣d′j〉 〈d′j∣∣ (3.27)
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iff the vector is separable.
(d) ⇒ (e): Follows directly from

Tr((ρAψ ⊗ ρBψ )σj ⊗ σk) = Tr(ρAψσj ⊗ ρBψσk). (3.28)

(e) ⇒ (d): To show the inverse direction, we express any Hermitian ma-
trix, including a bi-partite pure density state ρψ ∈ u∗(Cn ⊗ Cn) and the
reduced density states ρAψ , ρ

B
ψ ∈ u∗(Cn), in terms of the Bloch-representation

expansion (see e.g. [28]),

ρAψ =
1

n
(σ0 + njσj) (3.29)

ρBψ =
1

n
(σ0 +mkσk) (3.30)

ρψ ≡
1

n2
(σ0 ⊗ σ0 + njσj ⊗ σ0 +mkσ0 ⊗ σk + tjkσj ⊗ σk). (3.31)

with
nj := Tr(ρAψσj) = Tr(ρψσj ⊗ 1) (3.32)

mk := Tr(ρBψσk) = Tr(ρψ1⊗ σk) (3.33)

tjk := Tr(ρψσj ⊗ σk). (3.34)

From (e) it follows
tjk − njmk = 0 (3.35)

and therefore

ρψ =
1

n2
(σ0 ⊗ σ0 + njσj ⊗ σ0 +mkσ0 ⊗ σk + njmkσj ⊗ σk)

= (
1

n
(σ0 + njσj))⊗ (

1

n
(σ0 +mkσk)). (3.36)
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3.2 A geometric approach

Given a tuple
−→
λ of Schmidt coefficients λj we may perform the inverse trans-

formation which has been used to provide a singular value decomposition of
a state |ψ〉 according to

−→
λ :⇔ Diag(

√
λ1,
√
λ2, ..) := Λ 7→ U †ΛV = Cψ (3.37)

with (U, V ) ∈ U(n)× U(n), (3.38)

to ‘reconstruct’ the initial complex coefficient matrix Cψ in a given basis.
Here it becomes clear that we may arrive to a whole family of states |ψ′〉,
each with a complex coefficient matrix Cψ′ , parametrized by transformations

(U ′, V ′) ∈ U(n)× U(n) for a given tuple
−→
λ of Schmidt coefficients encoded

by Λ. This suggests to introduce the following notion [2]:

Definition 3.5 (Schmidt equivalence class). Let Cψ be the complex coeffi-
cient matrix associated to a vector |ψ〉 ∈ HA⊗HB and Λ = UCψV

† its decom-

position in a tuple
−→
λ of Schmidt-coefficients induced by (U, V ) ∈ U(n)×U(n).

Any two vectors |ψ〉 , |ψ′〉 ∈ HA⊗HB are said to be in a Schmidt equivalence
class [ψ]−→

λ
whenever the following equivalence relation holds:

|ψ〉 ∼ |ψ′〉 :⇔

∃ (U ′, V ′) ∈ U(n)× U(n) :

Cψ′ = U ′
†
UCψV

†V ′ = U ′
†
ΛV ′. (3.39)

Remark 3.6. In the following we follow the convention, that the tuple
−→
λ

is ordered by a sequence of decreasing Schmidt-coefficients. In this way we
shall denote 4 from now on as the set of ordered Schmidt tuples, given by
an identification on the simplex of unordered Schmidt tuples via unitary per-
mutations.

By setting
Cψ′ = U ′

†
UCψV

†V ′ ≡ UACψVB (3.40)

with
UA ≡ U ′

†
U ∈ U(n) (3.41)

VB ≡ V †V ′ ∈ U(n), (3.42)
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it follows that |ψ〉 and |ψ′〉 live on a common U(n) × U(n)-orbit. In this
way we may recover a Schmidt-equivalence class [ψ]−→

λ
by applying the whole

family of transformations given by U(n) × U(n) on a fiducial state |0〉 ∈
HA ⊗HB with a coefficient matrix C0 and Schmidt-coefficients

−→
λ . Here we

will find a subset of states parametrized by points on

[ψ]−→
λ
∼=
U(n)× U(n)

G
0,
−→
λ

, (3.43)

a homogeneous space with isotropy group

G
0,
−→
λ

:= {(U ′, V ′) ∈ U(n)× U(n)|

U ′ΛV ′
†

= Λ = UC0V
†, (U, V ) ∈ U(n)× U(n)}. (3.44)

This suggests to identify all states on the projective Hilbert space which have
the same Schmidt coefficients

−→
λ ≡

−→
λ ψ =

−→
λ ψ′ (3.45)

by means of an equivalence relation

|ψ′〉 ∼ |ψ〉 :⇔ |ψ′〉 = eiαUA ⊗ VB |ψ〉 , (3.46)

on the subset of normalized states in the Hilbert space, which yields a Schmidt
equivalence class [ψ]

U(1)
−→
λ

defined in the projective Hilbert space.

These equivalence classes turn out to be related to the above homogeneous
spaces (3.43), providing a stratification

P(Cn ⊗ Cn) ∼=
⋃

−→
λ ∈4n−1

[ψ]
U(1)
−→
λ

(3.47)

of the projective Hilbert space [51,75], where we have

[ψ]
U(1)
−→
λ
∼=
U(n)× U(n)

GU(1)

0,
−→
λ

(3.48)

with the ‘extended’ isotropy group

GU(1)

0,
−→
λ

:= {(U ′, V ′) ∈ U(n)× U(n)|
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U ′ΛV ′
†

= eiαΛ = UC0V
†, (U, V ) ∈ U(n)× U(n)}. (3.49)

We may illustrate the Schmidt equivalence classes for n = 2. The space of
normalized bi-partite 2-level states is defined in this case by the base manifold
within the U(1)-fibration

C2 ⊗ C2 ⊃ S7 U(1)−−→ P(C2 ⊗ C2) = CP 3, (3.50)

yielding the complex projective Hilbert space CP 3. The later provides in
real terms according to the Majorana stelar representation

CP 3 ∼= (S2)×3/S3, (3.51)

a configuration space of 3 unordered points on a 2-sphere [56,62] and admits
a stratification [51,75]

CP 3 ∼=
⋃
−→
λ ∈41

[ψ]
U(1)
−→
λ

(3.52)

into Schmidt equivalence classes

[ψ]
U(1)
(1,0)
∼= SU(2)/U(1)× SU(2)/U(1), (3.53)

[ψ]
U(1)
(a,b)
∼= SU(2)/U(1)× SU(2)/Z2, (3.54)

[ψ]
U(1)

( 1
2
, 1
2

)
∼= SU(2)/Z2, (3.55)

which may be illustrated in terms of real manifolds as

[ψ]
U(1)
(1,0)
∼= S2 × S2, (3.56)

[ψ]
U(1)
(a,b)
∼= S2 × (S3/Z2), (3.57)

[ψ]
U(1)

( 1
2
, 1
2

)
∼= S3/Z2. (3.58)

The subset of separable states given by the equivalence class with
−→
λ = (1, 0)

provides a Cartesian product of two projective Hilbert spaces, resp. Bloch
spheres S2 associated to a single ‘qubit’ systemHA

∼= HB
∼= C2. On the other

hand we may observe that the last class admitting equal distributed Schmidt
coefficients (1

2
, 1

2
) is distinguished from both, the separable states and the

generic classes of entangled states with arbitrary distributed Schmidt coef-
ficients (a, b). It is a 3-dimensional submanifold of the 6-dimensional space
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of states CP 3, which is Kählerian and therefore also symplectic. Hence,
the Schmidt-equivalence class S3/Z2 provides an instance of a Lagrangian
submanifold [8], i.e. a submanifold of half dimension of a symplectic mani-
fold where the restriction of the symplectic form vanishes. This suggests to
introduce the following definition:

Definition 3.7 (Lagrangian entanglement). Let O denote a Schmidt equiva-
lence class of entangled states associated to a Hilbert space HA⊗HB. A state
|ψ〉 ∈ O is called Lagrangian entangled if O is a Lagrangian submanifold in
HA ⊗HB.

We may ask whether the topological properties of a Schmidt-equivalence
class provide us also in arbitrary dimension some information whether the
state is separable, entangled or Lagrangian entangled. To get an idea on the
stratification of the space of states in Schmidt-equivalence classes, we may
consider a picture as indicated here by figure 1.

Ψ

ΦΨ

, ,

λ λ
Ψ Φ

∆

[Ψ]                            [Φ]Φ

Figure 1: Global Schmidt decomposition map...

Every Schmidt-equivalence [ψ]−→
λ

class provides a homogeneous space living
over a point of the simplex 4 parametrized by ordered Schmidt-coefficient

tuples
−→
λ . The arrow within one of the equivalence classes [ψ]−→

λ
over the tu-

ple
−→
λ ψ ∈ 4 denotes here a transformation induced by the unitary subgroup
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Ψ

Φ

, ,

λ λ
Ψ Φ

∆

[Ψ]                            [Φ]Φ

Ψ

Τ [Ψ]
Ψ

Figure 2: ...vs. local analysis of a Schmidt equivalence class.

U(n)× U(n) from one state ψ to another ψ′. By identifying ψ as the repre-
sentative element of the equivalence class in a Schmidt-decomposition basis,
it may become clear that any transformation to a generic state ψ′ within the
same equivalence class takes into account the singular value decomposition
of the latter. Since the property of separability is a global property, we may
replace such a global Schmidt-decomposition-map by a local analysis of the
Schmidt-equivalence class in particular by focusing only on the tangent space

Tψ[ψ]−→
λ
∼= Tψ′ [ψ]−→

λ

over the corresponding given state as indicated in figure 2. By observ-
ing that each Schmidt-equivalence class provides an instance of an U(n) ×
U(n)-generated orbit of quantum states being embedded in a tensor prod-
uct Hilbert space HA ⊗ HB, we may apply our previous pull-back tensor
construction for this purpose and find:

Theorem 3.8. Let |0〉 ∈ HA ⊗ HB be a normalized vector. For a given
U(n) × U(n) ·U |0〉-orbit embedded by a product representation in a Hilbert
space (HA⊗HB, τH0) there exists an induced pull-back tensor field τU(n)×U(n)

on U(n)× U(n) which admits

(a) a direct sum decomposition τU(n) ⊕ τU(n) iff |0〉 is separable,
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(b) a maximal degenerate antisymmetric part iff |0〉 belongs to a Schmidt-
equivalence class with equally distributed Schmidt-coefficients;

Proof. (a) According Proposition 2.12 one finds a pull-back tensor τU(n)×U(n),
having a coefficient matrix

(Tjk) =

(
(GA

(jk)) (GAB
(jk))

(GAB
(jk)) (GB

(jk))

)
+ i

(
(ΩA

[jk]) 0

0 (ΩB
[jk])

)
, (3.59)

where

GAB
(jk) =

〈0|σj ⊗ σk−n2 |0〉
〈0 |0〉

− 〈0|σj ⊗ 1 |0〉 〈0|1⊗ σk−n2 |0〉
〈0 |0〉2

. (3.60)

Hence, the pull-back tensor splits into the direct sum of two tensor fields each
defined on U(n) iff GAB

(jk) = 0. With part (e) in Proposition 3.4 one concludes

then the statement (a).
(b) For the anti-symmetric coefficients we find according Proposition 2.12

ΩA
[jk] =

〈0| [σj, σk]− ⊗ 1 |0〉
〈0 |0〉

, (3.61)

ΩB
[jk] =

〈0|1⊗ [σj−n2 , σk−n2 ]− |0〉
〈0 |0〉

, (3.62)

implying in both cases

Ωs
[jk] = Tr(Trs(ρ0)cjklσl), (3.63)

with the partial traces resp. the reduced density matrices

ρs0 ≡ Trs(ρ0), s ∈ {A,B} (3.64)

associated to the rank-1 projector

ρ0 := |0〉 〈0| . (3.65)

By decomposing ρs0 into Hermitian orthonormal matrices

ρs0 =
1

n
(1 +

n2−1∑
r=1

mrσr), (3.66)
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we find from the traceless property of the Hermitian matrices cjklσl that

Ωs
[jk] = Tr(ρs0cjklσl) =

1

n
Tr((1 +

n2−1∑
r=1

mrσr)cjklσl)

=
1

n
Tr(cjklσl +

n2−1∑
r=1

cjklmrσrσl) =
1

n
Tr(

n2−1∑
r=1

cjklmrσrσl)

=
1

n

n2−1∑
r=1

cjklmrTr(σrσl) =
2

n

n2−1∑
r=1

cjklmrδrl =
2

n

n2−1∑
l=1

cjklml. (3.67)

With
n2−1∑
l=1

cjklmlσk =
n2−1∑
l=1

[σj,mlσl] (3.68)

we find that
n2−1∑
l=1

cjklml = 0 (3.69)

iff
n2−1∑
l=1

cjklmlσk = 0. (3.70)

Since the Lie algebra of SU(n) is perfect, i.e.

[su(n), su(n)] = su(n), (3.71)

it follows that the condition (3.70) is the case if and only if

ml = 0 for all l. (3.72)

This implies Ωs
[jk] = 0 and, according to (3.66), a state having the property

Trs(ρ0) =
1

n
1 (3.73)

from which one concludes statement (b).

Corollary 3.9. Lagrangian entanglement defines maximal entanglement.
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Proof. Since Schmidt-equivalence classes with equal distributed Schmidt-
coefficients are maximal entangled according to the von Neumann entropy
measure, which is the unique measure of entanglement for pure bipartite
states [67], we can directly conclude from Theorem 2 the statement.

We underline that this is a stronger statement than the one made by
Bengtsson [8], where it has been concluded from dimensional arguments
that maximal entangled states provide a Lagrangian submanifold. We have
shown here that there are no further Lagrangian submanifolds, which pro-
vide Schmidt-equivalence classes of entangled states being less entangled than
maximal.

3.3 A distance function to separable states

One of the first traditionally used measure of entanglement is the von Neu-
mann entropy measure. Its mathematical motivation may be seen located
within the implication of the so-called quantum coding theorem, which is
essentially the quantum version of Shannon’s classical coding theorem [72].
As indicated strongly in Theorem 3.8 and Corollary 3.9, we may discuss here
whether our pure geometrical construction yields a different, perhaps more
direct route to motivate a measure of entanglement, which ‘evades’ a digres-
sion on the proof of the quantum coding theorem.
Consider for this purpose the symmetric part of the pull-back tensor field
coefficients on U(n)× U(n). Here we observed according Theorem 3.8 that

ρ0 is separable⇔ GAB = 0, (3.74)

which recovers the traditional algebraic separability criteria related to Propo-
sition 3.4 (e). As a matter of fact, it turns out that the block matrix GAB

encodes entanglement not only in a qualitative, but also in a quantitative
way:

Theorem 3.10. The trace

Tr((GAB)TGAB) (3.75)

is related to the Euclidean distance from a pure state ρ0 to a separable state
on the real vector space of Hermitian matrices u∗(H).
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Proof. By setting
R := ρ0 − ρA0 ⊗ ρB0 (3.76)

and taking into account the quantity

cTr((R)†R) (3.77)

proposed in [58], one has to show that

Tr((GAB)TGAB) = cTr((R)†R) (3.78)

holds up to a normalization constant c ∈ R. Without loss of generality we
may use for this purpose the Bloch-representation expansions

ρA0 =
1

n
(σ0 + rjσj) (3.79)

ρB0 =
1

n
(σ0 + skσk) (3.80)

ρ0 ≡
1

n2
(σ0 ⊗ σ0 + rjσj ⊗ σ0 + skσ0 ⊗ σk + tjkσa ⊗ σb) (3.81)

with
rj := Tr(ρA0 σj) = Tr(ρ0σj ⊗ 1) (3.82)

sk := Tr(ρB0 σk) = Tr(ρ01⊗ σk) (3.83)

tjk := Tr(ρ0σj ⊗ σk). (3.84)

By means of the normalization Tr(ρ0) = 1 we have

GAB
jk = Tr(ρ0σj ⊗ σk)− Tr(ρA0 σj)Tr(ρB0 σk) = tjk − rjsk. (3.85)

Starting with the left hand side of (3.78) we find then

Tr((GAB)TGAB) =
n∑
j,k

GAB
jk

2

=
n∑
j,k

Tr(ρ0σj⊗σk)2+(Tr(ρA0 σj)Tr(ρB0 σk))
2−2Tr(ρ0σj⊗σk)Tr(ρA0 σj)Tr(ρB0 σk)

=
n∑
j,k

t2jk + r2
js

2
k − 2tjkrjsk. (3.86)
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By focusing on the right hand side of (3.78) we get

Tr((R)†R) = Tr(ρ2
0) + Tr(ρ2

A ⊗ ρ2
B)− 2Tr(ρ0(ρA ⊗ ρB)). (3.87)

By expanding each term within the trace in the Bloch-representation we find

Tr(ρ2
0) =

n∑
j,k

1

n4
(n2 + r2

jn+ s2
kn+ t2jk) (3.88)

Tr(ρ2
A ⊗ ρ2

B) =
n∑
j,k

1

n4
(n2 + r2

jn+ s2
kn+ r2

js
2
k) (3.89)

2Tr(ρ0(ρA ⊗ ρB)) =
n∑
j,k

2

n4
(n2 + r2

jn+ s2
kn+ tjkrjsk). (3.90)

Hence,

Tr((R)†R) =
n∑
j,k

1

n4
(t2jk + r2

js
2
k − 2tjkrjsk). (3.91)

The quantity
Tr((GAB)TGAB) (3.92)

has been proposed by Schlienz and Mahler in [71] as an entanglement mea-
sure within a pure algebraic setting, basically motivated by criterion (e)
in Proposition 3.4. Remarkable, they conjectured a tensorial character be-
hind the coefficient matrix GAB by proposing the name ‘entanglement-tensor ’
without mentioning any reference to a geometric background. Our discussion
so far justified the usage of this nomenclature.
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Part II

Operator-valued tensor fields
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4 Operator-valued tensor fields on Lie groups

The identification of tensor fields on Lie groups and on associated orbits
of pure quantum states has been achieved in the previous chapters by a
pull-back of a tensor field, which has been identified on the Hilbert space.
A generalization of this procedure to mixed quantum states or to infinite
dimensional quantum systems may become technically not straight forward.
In the following we would like to propose therefore a different approach,
which admits a higher flexibility in its construction and therefore also in its
possible applications within more generic quantum systems. The basic idea
will be to consider a direct identification of tensor fields on a Lie group, which
are representation dependent and left-invariant.

4.1 Intrinsic defined tensor fields

Given a Lie group G, we may define for this purpose as first step an in-
trinsic defined tensor field on it. Here we encounter a Lie algebra-valued
left-invariant 1-form7

g−1dg ≡ Xjθ
j, (4.1)

where {θj}j∈J denotes a basis of left-invariant 1-forms on G, and {Xj}j∈J es-
tablishes a Lie algebra basis. In doing this we are considering the composition
law

ϕ : G × G → G (4.2)

as an action of G on itself, where our expression dg denotes the ‘differenti-
ation’ with respect to the action not respect to the ‘point’ which is acted
upon. In this way we may consider the tensor field

dg−1 ⊗ dg = −g−1dg ⊗ g−1dg, (4.3)

by using
dg−1 = −g−1dgg−1. (4.4)

The tensor we have constructed becomes then

−(Xjθ
j)⊗ (Xkθ

k) (4.5)

7To be precise, one should write Xj ⊗ θj to emphasize that the values have to be taken
in the Lie algebra. With an abuse of notations we set in the following Xj ⊗ θj ≡ Xjθ

j to
keep formulas readable, resp. to avoid confusions with the tensor product symbol ‘⊗’ on
the module of scalar-valued 1-forms.
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which may also be written as

−(XjXk)θ
j ⊗ θj. (4.6)

Remark 4.1. Had we chosen dg⊗dg−1, we would have a similar expression
in terms of right-invariant 1-forms.

4.2 Representation-dependent tensor fields

At this point we may promote this intrinsic defined tensor field in various
manners to what one could call in a broader sense an ‘extrinsic’ defined
tensor field. In short: We may consider any Lie algebra representation R of
Lie(G) ≡ TeG and replace Xj with R(Xj).
For instance, if G acts on an ‘external’ manifold M, i.e.

φ : G ×M→M (4.7)

we have a canonical action obtained from taking the tangent map

Tφ : TG × TM→ TM. (4.8)

We obtain in this way a Lie algebra homomorphism into vector fields onM.
The application of the tangent functor requires the action to be differentiable.
The tangent bundle over the group manifold TG is the semi-direct product of
G and its Lie algebra Lie(G) ≡ TeG considered as Abelian vector group with
the group acting via the adjoint representation on Lie(G). In this way we
may promote the construction done in the intrinsic case to the more generic
extrinsic case by starting again with an operator-valued left invariant 1-form

−Φ(g)−1dΦ(g) ≡ R(Xj)θ
j, (4.9)

but this time being dependent on a realization

Φ : G → Diff(M) (4.10)

of the Lie group action φ on the manifoldM associated with the infinitesimal
generator R(Xj),

R : Lie(G)→ Vect(M), (4.11)

in the module of vector fields for whatever action Φ we might consider.
An extrinsic defined tensor field on G is then provided by

−Φ(g)−1dΦ(g)⊗ Φ(g)−1dΦ(g), (4.12)
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yielding
−R(Xj)R(Xk)θ

j ⊗ θj. (4.13)

When the homomorphism maps to vector fields, the product R(Xj)R(Xk) of
vector fields may associated here in various ways, either with a second order
differential operator

LR(Xj)(LR(Xk)f) (4.14)

on a function f ∈ F(M) or with a bi-differential operator

LR(Xj)f1(LR(Xk)f2) (4.15)

on functions (f1, f2) ∈ F(M)×F(M).
Now we encounter the possibility to identify M with several spaces of in-
terest, including G itself as special case. Within the quantum kinematical
settings coming either along the Schrödinger picture on a Hilbert space H
resp. the associated space of rays R(H), or coming along the Heisenberg pic-
ture by means of the space of observables in the dual space of Hermitian
matrices u∗(H) resp. the C∗-algebra A of dynamical variables, we may put
particular attention on the possible identifications

M≡


H
R(H)

u∗(H)

A.

(4.16)

Unitary representations
U : G → U(H) (4.17)

will leave in all these cases the defining structures invariant, even though
we shall distinguish between unitary vector, unitary projective and unitary
adjoint representations. In this way we will find the anti-Hermitian operator-
valued left-invariant 1-form

−U(g)−1dU(g) ≡ iR(Xj)θ
j (4.18)

and an extrinsic defined tensor field on G provided by

−U(g)−1dU(g)⊗ U(g)−1dU(g), (4.19)

yielding
R(Xj)R(Xk)θ

j ⊗ θj, (4.20)
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if Xj ∈ Lie(G) is represented with the operator iR(Xj) associated with the
infinitesimal unitary representation of the Lie algebra Lie(G) acting on one of
these spaces denoted byM. Here we shall replace the product R(Xj)R(Xk)
with the corresponding element in the enveloping algebra of the Lie algebra8.
Moreover, we may evaluate each of them in terms of the Hermitian product

ρ(R(Xj)R(Xk)) ≡ Tr(ρR(Xj)R(Xk)) (4.21)

yielding a complex-valued tensor field

ρ(R(Xj)R(Xk))θ
j ⊗ θj (4.22)

on the group manifold whenever we consider a Hermitian matrix ρ in the
dual u∗(H) of the Lie algebra. In more general terms, this evaluation may be
considered in analogy to the evaluation of differential operators resp. vector
fields on a function f ∈ F(M) if we identify ρ with a linear functional

ρ ∈ Lin(A) ≡ A∗ (4.23)

on the C∗-algebra of complex matrices (containing u∗(H) as real elements)
forM≡ A. The tensor field (4.22) can now be decomposed into a symmetric
and an anti-symmetric part

ρ([R(Xj), R(Xk)]+)θj � θj (4.24)

ρ([R(Xj), R(Xk)]−)θj ∧ θj. (4.25)

whose coefficients define scalar-valued functions

Lie(G)× Lie(G)×A∗ → C (4.26)

which become bi-linear on the Lie algebra Lie(G) once the linear functional
ρ ∈ A∗ is fixed. On the other hand we are also allowed to associate with this
map to any two elements in Lie(G) a function on A∗.

8We recall the construction of an universal enveloping algebra U(Lie(G)) of a given
Lie algebra Lie(G). It can be given in two basic steps by the following: Take the direct
sum T (Lie(G)) := ⊕nLie(G)⊗n of all tensor product spaces Lie(G)⊗n to build the tensor
algebra T (Lie(G)) as first step. The universal algebra is then established by considering
the quotient U(Lie(G)) := T (Lie(G))/J(Lie(G)) with J(Lie(G)) ⊂ T (Lie(G)), an bi-literal
ideal generated by all elements A⊗B −B ⊗A− [A,B] with A,B ∈ Lie(G).
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Remark 4.2. This setting applies naturally also on Hilbert spaces H, when-
ever we consider the latter as an orbit related to the action of A on a positive
definite and normalized functional ρ ∈ A∗ in the dual algebra within the
GNS-construction9.

A general tensor field of order-k on a Lie group is defined by taking the
k-th product of left-invariant 1-forms

−U(g)−1dU(g)⊗ U(g)−1dU(g)⊗ ...⊗ U(g)−1dU(g), (4.27)

yielding
R(Xj1)R(Xj2)..R(Xjk)θj1 ⊗ θj2 ⊗ ..⊗ θjk . (4.28)

An evaluation of this higher rank operator-valued tensor field on a linear
functional ρ ∈ A∗ according to

ρ(R(Xj1)R(Xj2)..R(Xjk))θj1 ⊗ θj2 ⊗ ..⊗ θjk (4.29)

provides the map

Lie(G)× Lie(G)× ..× Lie(G)×A∗ → C (4.30)

for each coefficient and therefore a corresponding linear functional-dependend
multi-linear form on the Lie algebra. This suggests the following definition:

Definition 4.3 (Left-invariant representation-dependent operator-valued ten-
sor field (LIROVT)). Let {θj}j∈J be a basis of left-invariant 1-forms on G,
and let {Xj}j∈J be a Lie algebra basis of G with {iR(Xj)}j∈J , its representa-
tion in the Lie algebra u(H) of U(H) associated to a unitary representation
U : G → U(H). The composition( k∏

a=1

R(Xja)

) k⊗
a=1

θja (4.31)

defines then a covariant LIROVT of order-k on the Lie group G, associating
to any group element g ∈ G a map

TgG × TgG..× TgG × A∗ → C (4.32)

and therefore a k-multilinear form on its Lie algebra Lie(G) for any evaluation
with a linear functional ρ ∈ A∗ ∼= Mn(C) with n <∞.

9See also appendix in section A.
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Remark 4.4. This construction may be considered as generalization to Her-
mitian manifolds of Poincaré absolute and relative invariants within the
framework of symplectic mechanics [6].

Instead of considering tensor products of operator-valued left-invariant
1-forms U(g)−1dU(g), we could also apply a sequence of exterior derivatives
on the latter 1-form yielding a corresponding operator-valued k-form. In the
simplest case we find an operator-valued 2-form by considering

d(U(g)−1dU(g)) = dU(g)−1 ∧ dU(g)

= −U(g)−1dU(g) ∧ U(g)−1dU(g). (4.33)

Its evaluation with a linear functional

−ρ(U(g)−1dU(g) ∧ U(g)−1dU(g)) = ρ(R(Xj)R(Xk))θ
j ∧ θj (4.34)

turns out to be identical with the anti-symmetrized part of the rank-2 tensor
field in (4.22). This can be seen within the decomposition of the product of
generators R(Xj)R(Xk), where we find

ρ([R(Xj)R(Xk)]+)θj ∧ θj + iρ([R(Xj)R(Xk)]−)θj ∧ θj,

with ρ([R(Xj)R(Xk)]+)θj ∧ θj = 0.

Remark 4.5. The 2-form

ρ([R(Xj)R(Xk)]−)θj ∧ θj (4.35)

becomes non-degenerate and therefore a symplectic structure on the quotient
space coming along adjoint orbits of the unitary group in the space of Her-
mitian matrices u∗(H) [36].

4.3 Sums of operator-valued tensor fields

So far we considered tensor products (or exterior derivatives) on an operator-
valued 1-form, being evaluated with a linear functional afterwards.
Vice versa, we may ask what happens if we consider first an evaluation of an
operator-valued 1-form U(g)−1dU(g) with a linear functional according to

ρ(U(g)−1dU(g)) (4.36)
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and then its tensor product

ρ(U(g)−1dU(g))⊗ ρ(U(g)−1dU(g))..⊗ ρ(U(g)−1dU(g)). (4.37)

Here we will have

ρ(R(Xj))ρ(R(Xk))..ρ(R(Xl))θ
j � θk � ...� θl (4.38)

and therefore a symmetric tensor field. We underline that this tensor field is
not identical to the symmetrization in (4.29) as one can see from the simplest
case of a rank-2 tensor field

ρ(R(Xj))ρ(R(Xk))θ
j � θk, (4.39)

which differs by means of the the anti-commutator between the Hermitian
operators in

ρ([R(Xj), R(Xk)]+)θj � θk. (4.40)

Since the sum of two left-invariant tensor fields is still left invariant, we may
consider in this regard both symmetric rank-2 tensor fields related into one
symmetric structure by

(ρ([R(Xj), R(Xk)]+ − ρ(R(Xj))ρ(R(Xk)))θ
j � θk. (4.41)

Moreover, we arrive to one (but of course not the only one) possible gener-
alization of the pull-back tensor field considered in the previous chapters on
pure states, by identifying the sum of left-invariant tensor fields

(ρ([R(Xj), R(Xk)]+)− ρ(R(Xj))ρ(R(Xk)))θ
j � θk

+iρ([R(Xj), R(Xk)]−)θj ∧ θk (4.42)

within a left-invariant tensor field. In conclusion: On a given Lie group G
and a given Lie algebra representation R of a unitary representation in a
Hilbert space H there exists an operator-valued tensor field κG of order two

κG( ) := ( R(Xj)R(Xk)− R(Xj) R(Xk))θ
j ⊗ θk, (4.43)

which defines on each tangent-space over the Lie group a map

TgG × TgG ×A∗ → C, (4.44)
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which coincides with a covariance matrix, when evaluated on a linear func-
tional ρ ∈ A∗ which is positive and normalized. This can be seen by identi-
fying the coefficients of

κG(ρ) := Kjk(ρ)θj ⊗ θk, (4.45)

with
Kjk(ρ) := ρ([R(Xj), R(Xk)])− ρ(R(Xj))ρ(R(Xk)) (4.46)

where we find the map

Lie(G)× Lie(G)×A∗ → C (4.47)

(Xj, Xk, ρ) 7→ Kjk(ρ). (4.48)

Hence, κG decomposes into

κG = G+ iΩ, (4.49)

a symmetric part G, containing a linear part L, and an anti-symmetric part
Ω according to

L(ρ) := ρ([R(Xj), R(Xk)]+)θj � θk, (4.50)

G(ρ) := L(ρ)− ρ(R(Xj))ρ(R(Xk))θ
j � θk, (4.51)

Ω(ρ) := ρ([R(Xj), R(Xk)]−)θj ∧ θk. (4.52)

It generalizes therefore the pull-back tensor field construction on Lie groups
applied on pure states to operator-valued tensor fields on Lie groups applied
on mixed states.

Remark 4.6. A further generalization from finite to infinite dimensions is
possible once the state ρ is considered in the domain of the infinitesimal
generator R(Xj), resp. in the domain of a combination [R(Xj), R(Xk)]± of
self-adjoint operators. In particular for pure states one has to require that
the associated Hilbert space vector is analytical or smooth [26, 63, 64].
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5 Application on the separability problem in

composite systems D(HA ⊗HB)

We may now continue our discussion of section 3 on the characterization of
quantum entanglement of bi-partite systems from pure to mixed states based
on the framework on operator-valued tensor fields considered in the previous
section. For this purpose, let us first recall the basic notions coming along
the set of mixed quantum states.

5.1 The set of mixed quantum states

Within the Schrödinger picture we may describe a mixed quantum state as
a convex combination

ρ =
k∑
j=1

pj[ψj],
k∑
j=1

pj = 1, p ∈ R+ (5.1)

of pure quantum states [ψj] ∈ R(H). It is clear that ρ will not more be an
element ofR(H). To grasp the full set of mixed states in a mathematical well-
defined setting, we may consider an embedding of the space of pure states
into an affine or linear space. This can be done by means of a momentum
map

µ : H0 → u∗(H), (5.2)

|ψ〉 7→ |ψ〉 〈ψ| := ρψ (5.3)

on the real vector space u∗(H) of Hermitian matrices. This map has the
image µ(H0), given by the submanifold

D1(H) ⊂ u∗(H) (5.4)

of rank-1 Hermitian operators. If one uses the metric given by the trace, it
defines a co-vector field

D1(H)→ u∗(H) (5.5)

ρψ 7→ Tr(ρψ, ·) (5.6)

on the image µ(H0) = D1(H). By restricting the momentum map on nor-
malized vectors on the unit sphere

S1(H) := {|ψ〉 ∈ H|
√
〈ψ |ψ〉 = 1}
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of the Hilbert space, one finds that the commutative diagram

H0
R0−−−→ S1(H)

C0

y yµ|S1(H)

R(H)
ι−−−→ u∗(H),

defines an embedding ι of the space of rays R(H) into u∗(H). The image

ι(R(H)) = D1
1(H) ⊂ D1(H) ⊂ u∗(H) (5.7)

becomes in this regard the subsetD1
1(H) of rank-1 projection operators ρψj

:=
ρj and the convex combination

ρ =
∑
j

pjρj,
∑
j

pj = 1, pj ∈ R+ (5.8)

of the latter yields the space of mixed quantum states which we denote here
and in the following by D(H).
To distinguish mixed from pure states we underline:

Proposition 5.1. For a given quantum state ρ ∈ D(Cn), following state-
ments are equivalent:

ρ is pure (a)

ρ2 = ρ (b)√∑
j

r2
j =

√
n(n− 1)

2
, (c)

where the latter denotes the Euclidean trace norm on the traceless part of the
Bloch-representation

ρ =
1

n
(σ0 + rjσj). (5.9)

Proof. (a)⇔ (b): Using an orthonormal basis {|ej〉}j∈I in H ∼= Cn, we may
find for any given state ρ ∈ D(Cn) a convex combination of pure states

ρ =
∑
j

pj |ej〉 〈ej| (5.10)
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yielding

ρ2 =
∑
j,k

pjpk |ej〉 〈ej |ek〉 〈ek|

=
∑
j

p2
j |ej〉 〈ej| =

∑
j

pj |ej〉 〈ej| , (5.11)

iff ρ2 = ρ. But this implies ρ = |ej〉 〈ej|. On the other hand we have for any
pure state an associated normalized vector |ψ〉, such that ρ ≡ ρψ = |ψ〉 〈ψ|
with ρ2

ψ = |ψ〉 〈ψ |ψ〉 〈ψ| = |ψ〉 〈ψ|.
(c) Given a trace-orthonormal basis σj ∈ {σj}0≤j≤n2−1 on the space of Her-
mitian matrices u∗(n), we may expand any such given mixed quantum state
in the Bloch-representation

ρ =
1

n
(σ0 + rjσj). (5.12)

Here we find

ρ2 =
1

n2
(σ0 + 2rkσk + rjrkσjσk) (5.13)

and therefore

Tr(ρ2) =
1

n2
(n+ 2rjrkδjk). (5.14)

With ρ2 = ρ and Tr(ρ) = 1 it follows the statement.

On the other extreme of maximal mixed states, being defined by the mul-
tiple of the identity

ρ∗ :=
1

n
1, (5.15)

we find a first application of a left-invariant operator-valued tensor field
(LIROVT) considered in the previous section.

Proposition 5.2. Let

Ω( ) := ([R(Xj), R(Xk)]−)θj ∧ θk (5.16)

be an anti-symmetric LIROVT defined on the Lie group U(n) by means of
the defining representation. For a given quantum state ρ ∈ D(Cn), following
statements are equivalent:

ρ is maximal mixed (a)
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Ω(ρ) = 0. (b)√∑
j

r2
j = 0, (c)

where the latter denotes the Euclidean trace norm on the traceless part of the
Bloch-representation

ρ =
1

n
(σ0 + rjσj). (5.17)

Proof. In the defining representation we have

Ω( ) = ([σj, σk]−)θj ∧ θk = (cjklσl)θ
j ∧ θk. (5.18)

For a given state ρ ∈ D(Cn) we find therefore an evaluation in scalar-valued
tensor-coefficients according to

Ω[jk](ρ) = Tr(ρcjklσl). (5.19)

Within the Bloch-representation

ρ =
1

n
(1 +

n2−1∑
j=1

rjσj), (5.20)

we may then conclude the statement according to the argumentation starting
from (5.20) in Theorem 3.8.

5.2 The separability problem

In the case of a product Hilbert space H ≡ HA ⊗ HB we find in particular
a composite bi-partite system being defined by means of a space of mixed
states D(HA ⊗HB). An arbitrary element will have the form

ρ =
∑
j

pjρj,
∑
j

pj = 1, pj ∈ R+, (5.21)

with
ρj ∈ D1

1(HA ⊗HB) ∼= R(HA ⊗HB). (5.22)

Each rank-1 projector is called separable if it can be written as

ρj = ρAj ⊗ ρBj (5.23)
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with ρsj ∈ D1
1(Hs), s ∈ {A,B} according to the discussion on entanglement

characterization done in section 3 in the case for pure states. In this way we
encounter a generalized definition on separability and entanglement given by
the following:

Definition 5.3 (Separable and entangled mixed states). A mixed state ρ ∈
D(HA ⊗HB) is called separable if

ρ =
∑
j=1

pjρ
A
j ⊗ ρBj ,

∑
j

pj = 1, p ∈ R+ (5.24)

with ρsj ∈ D1
1(Hs), s ∈ {A,B}, otherwise entangled.

The separability problem in this generalized setting is known to be clas-
sified as a computational NP-hard problem [43]. Several approaches to this
problem have been reviewed for instance in [10] by underlining the still open
question whether there exists an approach which can be called computable
in arbitrary dimensions.

5.2.1 Approach in the Bloch-representation

By starting with the algebraic approach on pure state entanglement in the
Bloch-representation discussed in Proposition 3.4(e) one may find a direct
extension to mixed states entanglement characterization by the following [28]:

Proposition 5.4. A given state ρ ∈ D(HA ⊗ HB) ∼= D(Cn ⊗ Cn) in the
Bloch-representation

ρ ≡ 1

n2
(σ0 ⊗ σ0 + njσj ⊗ σ0 +mkσ0 ⊗ σk + Cjkσj ⊗ σk). (5.25)

with
nj := Tr(ρAσj) = Tr(ρσj ⊗ 1) (5.26)

mk := Tr(ρBσk) = Tr(ρ1⊗ σk) (5.27)

Cjk := Tr(ρσj ⊗ σk). (5.28)

is separable iff there exists a decomposition into

nj =
∑
i

pin
i
j (5.29)
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mk =
∑
i

pim
i
k (5.30)

Cjk =
∑
i

pin
i
jm

i
k (5.31)

with Bloch-representation coefficients

nij := Tr(ρAi σj) (5.32)

mi
k := Tr(ρBi σk). (5.33)

associated to pure states ρsi ∈ D1
1(Hs), s ∈ {A,B}.

Proof. This follows from direct computation: By considering the pure states

ρAi =
1

n
(σ0 + nijσj) (5.34)

ρBi =
1

n
(σ0 +mi

kσk) (5.35)

within a separable mixed state

ρ =
∑
i

piρ
A
i ⊗ ρBi (5.36)

one finds

ρ =
1

n2

∑
i

pi(σ0 + nijσj)⊗ (σ0 +mi
kσk)

=
1

n2

∑
i

pi(σ0 ⊗ σ0 + nijσj ⊗ σ0 +mi
kσ0 ⊗ σk + nijm

i
kσj ⊗ σk)

=
1

n2

(∑
i

piσ0⊗σ0 +
∑
i

pin
i
jσj⊗σ0 +

∑
i

pim
i
kσ0⊗σk+

∑
i

pin
i
jm

i
kσj⊗σk

)
.

By comparing the latter expression with a given state ρ ∈ D(HA ⊗ HB) in
the Bloch-representation (5.25) one concludes the statement.

It has been shown that this criterion implies several either sufficient or
necessary separability criteria of computable nature [28]. Without proof, we
restate here one of the sufficient criteria:
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Proposition 5.5. A state ρ ∈ D(Cn ⊗ Cn) in the Bloch-representation

ρ ≡ 1

n2
(σ0 ⊗ σ0 + njσj ⊗ σ0 +mkσ0 ⊗ σk + Cjkσj ⊗ σk) (5.37)

is separable if it fulfills the inequality√
2(n− 1)

n

(√∑
j

n2
j +

√∑
k

m2
k

)
+

2(n− 1)

n
Tr(
√
C†C) 6 1 (5.38)

with a coefficient matrix C := (Cjk)j,k∈J .

In the following we are going to establish a link between a necessary
criterion and a certain type of operator-valued tensor fields on Lie groups
having been constructed in the previous section.

5.2.2 A connection to LIROVTs

In the special case of pure states entanglement we observed that a local anal-
ysis by means of tensor fields on the Lie group U(n)× U(n) and associated
orbits in the composite Hilbert space provided a way to reduce the computa-
tional effort by avoiding a singular value decomposition into a Schmidt-basis.
On the other hand, as it has been remarked in [2], the identification of a
Schmidt-basis on the level of the tensor product vector space u∗(n) ⊗ u∗(n)
implies via the restriction

D(Cn ⊗ Cn) ⊂ u∗(n)⊗ u∗(n). (5.39)

also in the case of mixed quantum states the possibility to extract a certain
amount of information on entanglement, even though the statements become
weaker than in the case of pure states.
Hence, we may again start with the set of Schmidt-decomposition inducing
transformations, given by the Lie group U(n)×U(n) and consider an identi-
fication of tensor fields on corresponding orbits. This time however, we shall
make use of the left-invariant representation-dependent operator-valued ten-
sor fields (LIROVT), which have been constructed in the previous section
rather then pull-back tensor fields. In this way we find a class of computable
separability criteria, which are directly linked with the criteria in the Bloch-
representation proposed by de Vicente [28]. It may be translated into our
geometric setting by the following:

90



Theorem 5.6. Let

L( ) := ([R(Xj), R(Xk)]+)θj � θk (5.40)

be a symmetric LIROVT on G = U(n)×U(n) associated to a tensor product
representation U : G → U(n2). The evaluation of the coefficients

L(jk)(ρ) := Tr(ρ[R(Xj), R(Xk)]+), (5.41)

on a state ρ ∈ D(Cn ⊗ Cn) implies then for

L(jk)|j,k∈J(ρ) := Cjk (5.42)

in J := {j, k|1 ≤ j ≤ n2 − 1;n2 ≤ k ≤ 2n2 − 2} the inequality

Tr(
√
C†C) 6

n(n− 1)

2
(5.43)

if ρ is separable.

Proof. According to the product representation (2.147) one finds that the
required coefficients are given in the block elements L(jk)|j,k∈J := Cjk of the
coefficient matrix (L(jk)), defined by

Cjk(ρ) = Tr(ρ[σj ⊗ 1,1⊗ σk−n2 ]+), (5.44)

yielding
Cjk(ρ) = Tr(ρσj ⊗ σk−n2). (5.45)

For a separable state we find by means of (5.31) in Proposition 5.4 that

Cjk(ρ) =
∑
i

pin
i
jm

i
k (5.46)

holds, i.e. we may identify a matrix C being decomposed into a sum

C ≡
∑
j,k

Cjk(ρ) |ej〉 〈ek| =
∑
i,j,k

pin
i
jm

i
k |ej〉 〈ek| (5.47)

by considering {|ej〉}j∈I as canonical orthonormal basis on a real vector space.
Within the Ky Fan Norm

‖C‖KF := Tr(
√
C†C), (5.48)
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we find10

‖C‖KF = ‖
∑
i

piC
i‖KF 6

∑
i

pi‖Ci‖KF (5.49)

with Ci :=
∑

j,k n
i
jm

i
k |ej〉 〈ek|. By defining the real vectors∣∣mi

〉
:=
∑
k

mi
k |ek〉 , (5.50)

and their norm

|
〈
mi
∣∣mi
〉
| :=

√∑
k

(mi
k)

2 (5.51)

associated to the standard Euclidean norm, which coincides with the Eu-
clidean trace norm on the traceless part of a reduced density state, we find

Ci =
∑
j,k

nijm
i
k |ej〉 〈ek| =

∣∣ni〉 〈mi
∣∣

=
| 〈ni |ni〉 || 〈mi |mi〉 |
| 〈ni |ni〉 || 〈mi |mi〉 |

∣∣ni〉 〈mi
∣∣

:= |
〈
ni
∣∣ni〉 || 〈mi

∣∣mi
〉
|
∣∣ñi〉 〈m̃i

∣∣ (5.52)

with unit vectors ∣∣ñi〉 :=
|ni〉

| 〈ni |ni〉 |
,
∣∣m̃i
〉

:=
|mi〉

| 〈mi |mi〉 |
. (5.53)

This implies

‖Ci‖KF = Tr(
√
Ci†Ci)

10Like any other matrix norm it fulfills the three fundamental properties: Positive defi-
niteness

‖A‖ 6 0,

homogeneity
‖cA‖ = c‖A‖

for scalars c ∈ C, and the triangle inequality

‖A+B‖ 6 ‖A‖+ ‖B‖.
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= |
〈
ni
∣∣ni〉 || 〈mi

∣∣mi
〉
|Tr(

√
|m̃i〉

〈
ñi
∣∣ñi〉 〈m̃i|)

= |
〈
ni
∣∣ni〉 || 〈mi

∣∣mi
〉
|Tr(

√
|m̃i〉 〈m̃i|)

= |
〈
ni
∣∣ni〉 || 〈mi

∣∣mi
〉
|

=

√∑
j

(nij)
2

√∑
k

(mi
k)

2

=

√
n(n− 1)

2

√
n(n− 1)

2
(5.54)

according to Proposition 5.1 (c). Hence, we have with (5.49)

‖C‖KF 6
n(n− 1)

2

∑
i

pi. (5.55)

Theorem 5.7. Let

Ω( ) := ([R(Xj), R(Xk)]−)θj ∧ θk (5.56)

be an anti-symmetric LIROVT on G = U(n) × U(n) associated to a tensor
product representation U : G → U(n2). A state ρ ∈ D(Cn ⊗ Cn) with

Ω(ρ) = 0, (5.57)

is separable if it fulfills the inequality

2(n− 1)

n
‖C‖KF 6 1, (5.58)

with a coefficient matrix C, defined as in Theorem 5.6 by the evaluation on
a symmetric LIROVT.

Proof. According to the product representation (2.147) one finds that the
non-trivial coefficients are given in the block elements Ω[jk]|j,k∈I := Ωs

[jk] with

s ∈ {A,B} of the coefficient matrix (Ω[jk]), defined by

ΩA
[jk](ρ) = Tr(ρ[σj, σk]− ⊗ 1), (5.59)

ΩB
[jk](ρ) = Tr(ρ1⊗ [σj−n2 , σk−n2 ]−). (5.60)
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Both cases read
Ωs

[jk] = Tr(ρscjklσl), (5.61)

with the partial traces resp. the reduced density matrices

ρs ≡ Trs(ρ), s ∈ {A,B}. (5.62)

By applying Proposition 5.2 in Proposition 5.5 it follows the statement.

For bi-partite 2-level systems the inequalities in the last two theorems
coincide. In this way we end up with the following conclusion:

Corollary 5.8. The inequality

‖C‖KF 6 1 (5.63)

becomes both a sufficient and necessary separability criterion for the case
n = 2 with maximal mixed subsystems [28].

5.2.3 Example: Werner states for the case n = 2

Let us apply the above criteria on an explicit example. Consider for this
purpose a density state in D(C2 ⊗ C2), defined as convex combination of a
maximal entangled pure state

∣∣φ+
〉

:=
1√
2

(
1
0

)
⊗
(

1
0

)
+

1√
2

(
0
1

)
⊗
(

0
1

)
, (5.64)

and a maximal mixed state

ρ∗ :=
1

4
1, (5.65)

according to
ρW := x

∣∣φ+
〉 〈
φ+
∣∣+ (1− x)ρ∗ (5.66)

with x ∈ [0, 1]. The latter state is referred in the literature to the class of
Werner states [78]. By evaluating

ρW ∈ D(C2 ⊗ C2), (5.67)

on a symmetric LIROVT

L( ) := ([R(Xj), R(Xk)]+)θj � θk (5.68)
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associated to a product representation SU(2) × SU(2) → U(4) we find the
tensor coefficients

(L(jk))(ρW ) =


1 0 0 x 0 0
0 1 0 0 −x 0
0 0 1 0 0 x
x 0 0 1 0 0
0 −x 0 0 1 0
0 0 x 0 0 1

 , (5.69)

defined on the 6-dimensional real Lie algebra of SU(2) × SU(2) where one
encounters within a decomposition

(L(jk)) :=

(
A C
C B

)
, (5.70)

the block elements

C =

 x 0 0
0 −x 0
0 0 x

 . (5.71)

The latter is identical to the symmetric tensor coefficients L(jk) for 1 ≤ j ≤ 3
and 5 ≤ k ≤ 6. By computing the Ky Fan Norm of C one finds

Tr(
√
C†C) = 3x, (5.72)

where we conclude according to Corollary 5.8 that ρW is separable iff

x 6
1

3
, (5.73)

since the evaluation of ρW on an anti-symmetric LIROVT

Ω( ) := ([R(Xj), R(Xk)]+)θj ∧ θk (5.74)

associated to a product representation SU(2)× SU(2)→ U(4) yields

Ω(ρW ) = 0. (5.75)
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6 Conclusions and outlook

We come to a concluding discussion by outlining some future research pro-
grams in several directions based on the framework presented here. This gives
us the opportunity to reconsider and underline some main achievements of
the present work within traditional and alternative perspectives on the pos-
sible role of tensor fields both in quantum information and the foundations
of quantum mechanics.

6.1 The relation between pull-back tensors and operator-
valued tensors

By focusing on the infinite dimensional module of order-k tensor fields on a
given manifold, we may note that the identification of ‘preferred’ or ‘canon-
ical’ tensor fields is not possible. If the manifold caries certain additional
structures however, like a group, a linear or an algebraic structure, we may
always associate these structures with tensorial ones. The most prominent
example in this regard may be seen provided by the 1-to-1-correspondence
between left-invariant vector fields, resp. 1-forms

θj := Tr(Xjg
−1dg) (6.1)

on a Lie group and basis elements Xj of the corresponding Lie algebra. In
general, the association of Lie algebra generators to left-invariant Lie algebra
valued 1-forms

g−1dg ≡ Xjθ
j (6.2)

turns out to be useful to build by means of the tensor products left-invariant
operator-valued tensor fields of arbitrary order.
The framework of quantum mechanics suggests to consider a further ingre-
dient into any such type of tensor field construction: It is the choice of an
unitary action on a Hilbert space, which implies representation-dependent
operator-valued tensor fields.
Crucially, by evaluating these tensor fields on a linear functional we may
define a multi-linear form on each tangent space over the points of a given
Lie group. By means of the left-invariance of the tensor field we may end
up with a representation- and quantum state-dependent multi-linear form on
the Lie algebra of the Lie group.
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To ‘close a circle’ to the Hermitian tensor fields on which we started our dis-
cussion within the first part of the work, we may ask for a relation between
pull-back tensors and operator-valued tensors.
Such a relation may come along the pull-back, induced by a projection in the
U(n)-principal fiber bundle being embedded in the Hilbert space of Hilbert
Schmidt operators as indicated by the diagram below

GL(n,C)
ι−−−→ Cn ⊗ (Cn)∗

U(n)

y yeπ
D(Cn) −−−→ D(Cn),

where D(Cn) denotes a dense subset of D(Cn) realized by the states of max-
imal rank. These projections give instances of possible generalizations of the
projections

U(k)
f−−−→ Cn − {0}

GU(1)
0

y yπ
Q −−−→ R(Cn)

on orbits Q of pure states in the projective Hilbert space. In the lines of
Uhlmann’s works we may find on Cn⊗ (Cn)∗ the Bures metric being related
to a metric on D(H) in analogy to the Fubini-Study metric on H0 given by
the pull-back of a metric covariant tensor from R(H) [77]. We leave it here
as an open problem to proof, first, that the Bures metric becomes identified
as a modified version of the Hermitian tensor field

Tr(dA† ⊗ dA)

Tr(A†A)
, (6.3)

as a pull-back of a tensor field from D(H), where the differential d acts
on the basis-expansion coefficients of a given element A, a vector-valued
0-form on Cn ⊗ (Cn)∗. And, second, that the pull-back of the Hermitian
tensor field (6.3) induced by a Lie group action on a fiducial operator in
A0 ∈ Cn ⊗ (Cn)∗, becomes related to a left-invariant operator-valued tensor
field on the corresponding Lie group when evaluated on a quantum state
π̃(A0) ∈ D(Cn) as illustrated in the first commutative diagram.
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6.2 The identification of entanglement measures

In the present work we have seen that representation- and state-dependent
left-invariant covariant tensor-fields on a Lie group manifold encode certain
properties of an orbit of quantum states. Being homogeneous spaces, this
allowed us to deal with the idea of extracting the topological information of
the latter spaces by restricting the attention on the evaluation of the tensor
field coefficients on a tangent space over an arbitrary point. Hence, to de-
tect on which topological type of orbit a quantum state ‘lives’, it has been
sufficient to consider its local surrounding by means of left-invariant tensor
fields.
These tensor fields turned out to be useful in particular for the characteriza-
tion of quantum entanglement, avoiding the need of the computational effort
of a singular value decomposition into Schmidt-coefficients. Our local geo-
metric analysis illustrated this by the identification of a state as an element
of a Schmidt equivalence class being covered by an orbit of local unitarily
related vectors in a Hilbert space. The corresponding tensorial approach in
section 3.2 implied in particular an identification of separable, intermediate
entangled and maximal entangled pure bi-partite states and evaded the intro-
duction of the von Neumann entropy, which commonly needs to be motivated
by the proof of the quantum coding theorem, the analog of Shannon’s coding
theorem.
This has been achieved by means of product representation-dependent pull-
back tensor fields of order 2 on the local unitary group of transformations
(Theorem 3.8). In particular we used for this purpose a pull-back tensor
field (Theorem 2.4), being identified on the corresponding Hilbert space as
a structure which is a pull-back induced by the projection on the projective
Hilbert space (Proposition 1.6).
In this regard it has been shown that a real sub-matrix GAB composed out
of the symmetric pull-back tensor coefficients exists, whose inner product

Tr
(
(GAB)TGAB

)
(6.4)

on the corresponding space of real matrices is related to an Euclidean distance
between a state on the orbit and a separable state provided by the product
of reduced density states (Theorem 3.10). This sub-matrix had the entries

GAB
jk (ρψ) := Tr(ρψσj ⊗ σk)− Tr(ρAψσj)Tr(ρBψσj), (6.5)

and recovered the ‘algebraic’ Bloch-representation separability criterion for
pure states, which avoided the computational effort of a singular value de-
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composition into a Schmidt-basis (Proposition 3.4 (e)).
An open problem concerns the question whether the orbit classification of
entangled states by means of Schmidt equivalence classes of bi-partite com-
posite pure quantum states can be generalized to mixed quantum states
within the category of smooth manifolds [2, 51,75].
In the present work we proposed the idea to distinguish between entangled
and separable mixed states by means of operator-valued tensor fields on the
local unitary group U(n) × U(n). Here we identified a necessary criterion
based on the sub-tensorial quantity

CAB
jk (ρ) := Tr(ρσj ⊗ σk), (6.6)

for arbitrary finite dimensions (Theorem 5.6). Sufficient criteria, also based
on the Bloch-representation, are indeed available for arbitrary finite dimen-
sions (Proposition 5.5), but it would be desirable to understand their geo-
metric background as we displayed here in the case for the necessary criterion
(Theorem 5.6). As a matter of fact, we found here a strong indication that
the anti-symmetric tensor fields

ΩA
[jk](ρ) = Tr(ρ[σj, σk]− ⊗ 1) (6.7)

ΩB
[jk](ρ) = Tr(ρ1⊗ [σj−n2 , σk−n2 ]−) (6.8)

may play a fundamental role to measure ‘how far’ the necessary criterion is
from being also a sufficient criterion (Theorem 5.7), as we have seen for the
particular case of 2-level systems with maximal mixed subsystems (Corollary
5.8).
To get into account stronger statements in higher dimensional systems we
shall investigate in near future two possible strategies:
First, by means of reducible resp. irreducible representation dependent ten-
sor fields on SU(2) × SU(2) in U(n2) ⊂ Aut(Cn ⊗ Cn) with n ≥ 2. As we
illustrated here in section 2.3.1 for SU(2) in U(3) ⊂ Aut(C3), it is possible
to extract certain properties on the superposition configurations of a 3-level
system by means of a subgroup action of U(3). This suggests to focus on
the possibility to extract in a similar way a certain amount of information
on entanglement in corresponding higher dimensional composite systems via
the representations of the lower dimensional subgroup SU(2)× SU(2).
And second, by considering the construction of a quantitative geometric char-
acterization of entanglement. In this regard we may compare (6.6) with one
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of the building block terms (6.5) for a quantitative description of entangle-
ment in the case of pure states by means of the measure of Schlienz and
Mahler derived in Theorem 3.10

f(ρψ) := Tr((GAB(ρψ))TGAB(ρψ)). (6.9)

This measure is very similar to the Ky Fan norm

h(ρ) := Tr(
√

(CAB(ρ))†CAB(ρ)) (6.10)

used in Theorem 5.6. A possible extension to a mixed states entanglement
measure could be directly approached by considering the quantities

F (ρ) :=
∑

inf ρ=
P
pjρj

pjf(ρj) (6.11)

H(ρ) :=
∑

inf ρ=
P
pjρj

pjh(ρj) (6.12)

as discussed in [40, 41] for the case of the concurrence measure [25, 81]. Dif-
ferent norms may yield in this regard statements of different strength resp.
methods of different computability.
In the end, we believe that a more comprehensive understanding of entangle-
ment characterization should come along by the interplay between symmetric
and anti-symmetric structures, as we have seen in Theorem 5.7. As a matter
of fact, a ‘unified’ point of view may come along the operator-valued tensor
field construction

κG( ) = ( R(Xj)R(Xk)− R(Xj) R(Xk))θ
j ⊗ θk, (6.13)

on a given classical Lie group G including both symmetric and anti-symmetric
tensorial structures as shown in section 4.3.
Besides recovering the class of tensor fields applied on entanglement charac-
terization in the present work, the structure κG would reflect in this regard the
‘non-commutativity’ of considering first a tensor product of a left-invariant
Lie algebra valued 1-form with its following evaluation with a state on the one
hand, or, of considering first an evaluation of a state on a left-invariant Lie
algebra valued 1-form with its following tensor product on the other hand:

R(Xj)θ
j −−−→ R(Xj)R(Xk)θ

j ⊗ θky y@

ρ(R(Xj))θ
j −−−→ ρ(R(Xj))ρ(R(Xk))θ

j ⊗ θk.
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Note that the diagram becomes commutative in certain symmetric sub-
tensorial structures, as we have underlined for the case of pure and separable
states in (6.5). Here we note that the evaluation of κG on a state coincides
with the coefficients

Kjk(ρ) = Tr(ρR(Xj)R(Xk))− Tr(ρR(Xj))Tr(ρR(Xk)), (6.14)

of a covariance matrix, not only for pure states (Corollary 2.9), but also
for mixed states. In this way we shall find a neat connection between the
operator-valued tensor field κG and a recently proposed necessary separability
criterion [39], known as the covariance matrix criterion (CMC). It is known
for taking into account a whole class of both necessary and computable sep-
arability criteria for mixed quantum states available in the literature [39],
including those found in the Bloch-representation by de Vicente [28]. The
CMC has been anticipated in the characterization of entanglement with un-
certainty relations in finite dimensional Hilbert spaces [42, 47], but may be
dated back to even more older results known in systems with continuous
variables: Interestingly, in particular for Gaussian states associated to the
Heisenberg group one finds here a both sufficient and necessary separability
criterion (see e.g. [37]).
Hence, based on the operator-valued tensor field κG one may also investigate a
geometric interpretation of entanglement characterization on infinite dimen-
sional quantum systems, whenever we take into account regularity conditions
on the corresponding states (Remark 4.6). Moreover, we may consider in this
regard not only Hilbert spaces associated to the Heisenberg-group resp. linear
‘phase spaces’, but also Hilbert spaces realized on any other Lie group G and
related homogeneous space manifolds G/G0.

6.3 Dirac’s program revisited: The role of tensors in
the foundations of quantum mechanics

Within the entanglement characterization of pure states we noted the re-
markable fact that a ‘complete break-down’ of the symplectic structure, be-
ing most familiar from classical mechanics, occurs exactly if and only if we
deal with maximal entangled states (Corollary 3.9). It solidifies the conjec-
ture that no classical fundamental appearing structures should exist in that
case.
In contrast to anti-symmetric structures we find that symmetric resp. Rieman-
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nian structures overcome this conjecture by establishing, as mentioned be-
fore, an essential ingredient on quantum entanglement quantification by
means of the sub-tensorial structure (6.5).
We may therefore outline a picture which seems to suggest at least for pure
bi-partite states two fundamental oppositions given by the following relations,

Riemannian (sub-)structure ∼ Quantum entanglement

vs.

symplectic structure ∼ Classical separability.

Such an opposition may recall Dirac’s program of identifying the role of clas-
sical appearing structures in the foundations of quantum mechanics. For the
purpose of generalizing and discussing these relations to the regime of mixed
bi-partite states however, we underline that further considerations have to
be taken into account.
For instance, since any given mixed state may be purified by coupling it to
a bigger system11, it may become more appropriated to approach the role of
the symplectic structure in a pure multi-partite system rather then in a (cor-
responding partial traced and therefore reduced) mixed bi-partite system.
As a matter fact, in the latter approach we observed that a maximal degen-
erate anti-symmetric structure has not been an obstruction for the existence
of separable states, as it has been been illustrated by the example of Werner
states in a 2-level bi-partite system. Interestingly, indeed, these Werner
states are particularly known for providing a local hidden variable model,
even though they are entangled [78]. As it has been underlined in [11], this
suggests to consider a new type of nonlocality classification scheme in de-
pendence of the number of measurements and quantum operations needed
to unveil a violation of Bell-type inequalities coming along an extension of
local hidden variable models in terms of generalized observables.
To take into account the possible role of tensorial structures in the concrete
formulation of such generalized resp. alternative models, we shall extend the
geometric approach on entanglement characterization from finite to infinite
dimensional Hilbert spaces realized on some ‘classical’ configuration space of
nonlocal hidden variables.
Here we may encounter quantum nonlocality in terms of Bohmian gradient

11Unless it describes the quantum state of the universe.
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dynamical systems, which recover the same empirical predictions as standard
quantum mechanics [34, 35]. Concerning a corresponding geometric formu-
lation, one may focus here on the unitary representations of the Heisenberg
group acting on a Gaussian fiducial state to identify pull-back tensors on
phase space to recover the Euclidean metric tensor for defining the gradi-
ent of Bohmian vector fields on Lagrangian subspaces, as we have shown
in [4]. The pull-back procedure may therefore suggest a generalized picture
of Bohmian systems from

Euclidean Lagrangian spaces

to

Quantum state dependent Riemannian Lagrangian manifolds.

It would be interesting to investigate, whether such a generalization might
turn out useful within the specific and current developments of formulating
relativistic Bohmian systems on space-time foliations being generated by a
wave function [31, 33]. For this purpose we shall deal either with non-linear
coherent states [57], or/and with unitary representations of the Lorentz or
Poincaré group instead of the standard coherent states associated to the
Heisenberg group.
An extension to mixed states, finally, would suggest in particular to focus on
a possible interplay between the classification of hidden variable models [11],
their explicit realization by means of density states generated Bohmian vector
fields, also known as W-Bohmian Mechanics [32], and entanglement detec-
tion based on operator-valued tensor fields on Lie groups.
In conclusion, we are convinced, that tensorial constructions will not only
admit further applications in current questions of quantum entanglement
characterization within quantum information and computation, but also il-
luminate new ways towards a closer understanding of the appearing conflict
between quantum nonlocality and special relativity within the foundations
of quantum mechanics in near future.
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Appendices

A The GNS-construction in finite dimensions

We review here the so-called Gelfand-Naimark-Segal-construction of Hilbert
spaces in the case of a given finite dimensional C∗-algebra (see also [20] [44]
[45]). Consider for this purpose the following definition at the first place:

Definition A.1 (Finite dimensional C∗ algebra). A finite dimensional C∗-
algebra is a Banach space A which is endowed with an associative product

A×A →A (A.1)

(A,B) 7→A ·K B, (A.2)

and an involution operation
A → A (A.3)

A 7→ A∗, (A.4)

which is compatible with the Banach norm according to

||AA†|| = ||A||2, (A.5)

and coincides with the conjugate transpose

A∗ ≡ A† (A.6)

on complex matrices.

By the isomorphsim A ∼= Mn(C) to a complex matrix algebra Mn(C) we
note that the usual row-by-column matrix product

(A,B) 7→ AB (A.7)

is a special example of an associative product. In general we may deal in
this regard also with alternative products not necessarily coinciding with the
usual matrix product. For instance we may use

A ·K B ≡ AKB (A.8)
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with a fixed matrix K ∈Mn(C), which satisfies

(A ·K B) ·K C = A ·K (B ·K C), (A.9)

for all A,B,C ∈ A.
As a first and crucial step in the GNS-construction we find that it involves
the identification of a state

ω ∈ D(A) := {ρ ∈ A∗|ω(ρρ†) > 0, ω(1) = 1}, (A.10)

defined as positive, normalized linear functional on A. Associated to such a
state one constructs then an inner product

〈. |.〉ω : A×A → C (A.11)

〈A |B〉ω := ω(A†B) = Tr(ωA†B), (A.12)

which turns out to be degenerate on A, but non-degenerate on the quotient
A/Jω, where Jω denotes the so-called Gelfand bilateral ideal containing all
A ∈ A with ω(A†A) = 0. This quotient establishes a Hilbert space

A/Jω := Hω (A.13)

of equivalence classes
|A〉 := [A+ Jω] (A.14)

|B〉 := [B + Jω], (A.15)

whenever the induced inner product 〈A |B〉ω defines a norm under which Hω

becomes complete.
Any vector |B〉 in Hω can be obtained in this regard from a cyclic vector
related to the equivalence class represented by the unit element in A

|Ω〉 := [1 + Jω] (A.16)

according to
|B〉 = πω(B) |Ω〉 ∈ Hω, (A.17)

where πω(B) provides a representation of A on Hω,

πω : A → gl(Hω). (A.18)
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In particular the vector |Ω〉 ∈ Hω becomes related to the state ω ∈ D(A)
according to

ω(A) = Tr(|Ω〉 〈Ω| πω(A)). (A.19)

More general, by using (A.17), any vector |B〉 ∈ Hω becomes then related
to a state ω|B〉 ∈ D(A)

ω|B〉(A) = Tr(|B〉 〈B|πω(A)). (A.20)

This relation is of particular importance, since it implies the momentum map
within the ‘sequence’

Hω → u∗(Hω)→ D(A) (A.21)

|B〉 7→ |B〉 〈B| 7→ ω|B〉. (A.22)

and therefore a relation between Hilbert space vectors |B〉 in the Schrödinger
picture and states ω|B〉 in the C∗-algebraic Heisenberg picture. More explic-
itly we have

ω|B〉(A) = Tr(πω(B) |Ω〉 〈Ω| πω(B†)πω(A))

= Tr(|Ω〉 〈Ω| πω(B†)πω(A)πω(B))

= Tr(|Ω〉 〈Ω| πω(B†AB)) =(A.19) ω(B†AB), (A.23)

yielding
Tr(BωB†A), (A.24)

an adjoint action of A on ω ∈ A∗ for all B ∈ A and therefore an orbit A · ω
in A∗ with

Hω ≡ A · ω. (A.25)

Now we have to distinguish whether the orbit Hω ⊂ A∗ provides an irre-
ducible or reducible representation Hilbert space. The latter case implies by
means of a generalized momentum map

Hω :=
⊕
j

Hωj
→ u∗(Hω)→ D(A) (A.26)

|Ω〉 := ⊕j |Ωj〉 7→
∑
j

pj |Ωj〉 〈Ωj| 7→ ω|Ω〉. (A.27)

a convex sum combination of pure states |Ωj〉 〈Ωj| with∑
j

pj ≡
∑
j

〈Ωj |Ωj〉 = 1, (A.28)
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associated to a direct sum of irreducible representations. In particular with
(A.19) and (A.20) we have

ω⊕j |Ωj〉(A) =
∑
j

Tr(pj |Ωj〉 〈Ωj| πω(A)), (A.29)

with an orbit of mixed states given by

ω⊕j |Bj〉(A) =
∑
j

Tr(pjπω(B) |Ωj〉 〈Ωj| πω(B†)πω(A)). (A.30)

Within (A.19) we may rewrite the inner product in terms of the GNS-
representation according to

ω(A†A) = Tr(|Ω〉 〈Ω| πω(A†A))

= Tr(|Ω〉 〈Ω| πω(A†)πω(A)). (A.31)

Hence, for performing explicit computations one has to take into account that
〈A |A〉ω in (A.12) depends on a state |Ω〉 〈Ω| and on a corresponding GNS
representation πω. Of course in the defining representation one has πω(A) =
A, implying ω = |Ω〉 〈Ω|. This in contrast to a reducible representation
πω(A) = 1m ⊗ A associated to a m-rank projector ω =

∑m
j pj |Ωj〉 〈Ωj|,

where 1m denotes a m×m identity matrix. In conclusion, we will be allowed
to identify mixed states if and only if the representation induced by ω is
reducible. To see how the GNS-construction works let us focus on two explicit
examples.

A.1 Hilbert spaces from pure states

Consider the expansion of an arbitrary element in A according to

A =
∑
j,k

Ajk |j〉 〈k| , (A.32)

where {|j〉 〈k|}j,k∈I denotes a basis on the complex vector space A ∼= Cn2
.

Moreover, let ω a rank-1 projection operator yielding a pure state in terms
of the above basis according to

ω := |1〉 〈1| . (A.33)
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The inner product on A becomes then

〈A |A〉ω = Tr(ωA†A)

=
∑
j,k

∑
l,s

Tr(|1〉 〈1| Ākj |j〉 〈k|Als |l〉 〈s|)

=
∑
j,k

∑
l,s

Tr(|1〉 〈1 |j〉 〈k |l〉 〈s|)ĀkjAls

=
∑
j,k

∑
l,s

δ1jδklδs1ĀkjAls

=
∑
k

Āk1Ak1 ≡
∑
k

ākak (A.34)

by setting Ak1 ≡ ak. This defines a Hermitian inner product, turning the
quotient space

A/Jω = Cn (A.35)

with the Gelfand ideal defined by

Jω = {A ∈ A|Ak1 = 0, k = 1, .., n}, (A.36)

into a Hilbert space. The latter arises then as an orbit A ·ω in A∗ by means
of the action on |1〉 in the defining representation of A in gl(Hω) according
to

πω(A) |Ω〉 = A |1〉 =
∑
j,k

Ajk |j〉 〈k |1〉 =
∑
j

Aj1 |j〉 =
∑
j

aj |j〉 ≡ |A〉 .

(A.37)

A.2 Hilbert spaces from mixed states

Again we may consider {|j〉 〈k|}j,k∈I as a basis on the complex vector space
A ∼= Cn2

, but now by considering as state a rank-m projection operator
yielding a mixed state

ω :=
∑
i

pi |i〉 〈i| (A.38)

with
∑

j pi = 1 and pi > 0. In this case the inner product on A becomes

〈A |A〉ω = Tr(ωA†A)
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=
∑
i,j,k,l,s

Tr(pi |i〉 〈i| Ākj |j〉 〈k|Als |l〉 〈s|)

=
∑
i,j,k,l,s

Tr(pi |i〉 〈i |j〉 〈k |l〉 〈s|)ĀkjAls

=
∑
i,j,k,l,s

δijδklδispiĀkjAls

=
∑
i,k

piĀkiAki ≡
∑
i,k

ā
(i)
k a

(i)
k , (A.39)

with a
(i)
k ≡

√
piAki. The corresponding Gelfand ideals reads

Jω = {A ∈ A|Aki = 0, k = 1, .., n; i = 1, ..,m}, (A.40)

which becomes trivial for m = n. This defines a Hermitian inner product on
an orbit A ·ω defined in a reducible representation πω(A) = 1⊗A according
to

πω(A) |Ω〉 = (1⊗ A)
m⊕
i

|i〉 =
m⊕
i

A |i〉

m⊕
i

∑
j,k

Ajk |j〉 〈k |i〉 =
m⊕
i

∑
j

Aji |j〉 =
m⊕
i

∑
j

a
(i)
j√
pi
|j〉 ≡ |A〉 , (A.41)

yielding as Hilbert space the direct sum

Hω =
m⊕

Cn. (A.42)
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B Special morphisms: From embeddings to

tensor products

The aim of this section is to give a small collection of definitions on some of
the most frequently used mathematical notions within the present work.
Let M,N be topological spaces with Dim(M) 6Dim(N ) and

f :M→N (B.1)

a morphism between them. Within the category of differentiable manifolds,
we may restrict in the following on differentiable maps as morphisms. The
morphism f is then called an

• embedding if it is an injection, which is an inclusion of the image

f(M) ⊂ N , (B.2)

such that f(M) is a submanifold of N .

• immersion if it is locally an embedding, i.e. there exists to any point
m ∈ M an open neighborhood Um ⊂ M, such that the restriction of
f on Um is injective and the image

f(Um) ⊂ N (B.3)

is a submanifold of N .

As one can illustrate in the case of an immersion of M = R with self-
intersections in N = R2, an immersion is in general not an embedding.
Let us remark that the dual notion to immersions is given by submersions,
which may be described in the category of manifolds, by morphisms, which
admit in any local chart a projection. Hence, any projection is an instance
of a submersion.
As criteria for these notions we may use the tangent map

df : TM→ TN (B.4)

on each tangent space according to

df |m : TmM→ Tf(m)N , (B.5)

which may be described in a local chart by a Jacobian matrix.
Here we find the following equivalent statements:
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• f is an immersion

• df |m is injective for all points m ∈M.

• rank(df |m) = Dim(M) for all points m ∈M.

A morphism fails to be an embedding if one of the above requirements is not
fulfilled. On the other hand we have the following equivalent statements:

• f is a submersion

• df |m is surjective for all points m ∈M

• All points m ∈M are regular points of f .

• rank(df |m) = Dim(N ) for all points m ∈M.

A value f(m) := n is called in this regard regular if f−1(n) is a submanifold
of regular points in M. A particular class of submersions may come along
fiber bundle projections.
The most important examples within this underlying work are the submer-
sions of the type

f : G → G/G0, (B.6)

g 7→ [g] (B.7)

mapping a Lie group G to a homogeneous space G/G0 with isotropy group
G0. In this case we would have a submanifold of regular points

f−1([g]) ∼= G0, (B.8)

being isomorphic to the closed Lie subgroup G0 ⊂ G. In this regard we
may observe that the submersion f may be seen induced along a ‘functor’
from the category of Lie groups (the intersection between manifold and group
categories) to the bigger category of manifolds being not necessarily endowed
with a group structure.
The other direction from a bigger to a smaller category may come along a
morphism which is an embedding. Within the underlying work we encounter
here in particular the embedding of orbits

G/G0 ↪→ H (B.9)

112



into a Hilbert space. By promoting the Hilbert space to a Hilbert manifold,
it becomes clear that such an embedding implies an instance of a restriction
from the category of manifolds to a smaller category, in this case given by
the subcategory of manifolds which are endowed with a Hermitian structure.
One may nevertheless ‘remain’ within the same category by considering more
specific embeddings, like Hermitian embeddings, whenever G/G0 admits a
Hermitian structure coinciding with the pull-back of the Hermitian structure
available on the Hilbert manifold.
By starting with the projective Hilbert space we may mention in this regard
a more particular type of embedding, which is linked to the notion of a tensor
product. It is the so-called Segre embedding

Seg : R(HA)×R(HB) ↪→ R(HA ⊗HB) (B.10)

providing an isomorphism between the cartesian product of two projective
Hilbert spaces and the submanifold

Seg(R(HA)×R(HB)) ⊂ R(HA ⊗HB) (B.11)

of separable pure bi-partite states.

To motivate the idea behind the notion of a tensor product in more gen-
eral terms we may start by considering a product

B(u, v) := u ·B v ∈ W (B.12)

between elements of two vector spaces, say u ∈ U and v ∈ V into a third
vector space W over a field K. Such a product shall be defined by a bi-linear
map

B : U × V → W, (B.13)

sharing by definition the properties

B(u, v + w) = B(u, v) +B(u,w) (B.14)

B(u+ w, v) = B(u, v) +B(w, v) (B.15)

B(u, rv) = B(ru, v) = rB(u, v) (B.16)

for r ∈ K. The basic idea behind the tensor product is now to establish an
universal product from which this or any other bi-linear product on U × V
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may be re-constructed: The tensor product between two vector spaces is
defined by a bi-linear embedding⊗

: U × V → U ⊗ V (B.17)

into a vector space U ⊗ V , such that there exists a unique linear map

T : U ⊗ V → W (B.18)

which factorizes a given bi-linear map into

B = T ◦
⊗

. (B.19)

In short:
T (u⊗ v) = u ·B v. (B.20)
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